PHYSICAL REVIEW A 102, 053721 (2020)

Tunable and weakly invasive probing of a superconducting resonator based
on electromagnetically induced transparency
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Superconducting cavities with high quality factors play an essential role in circuit quantum electrodynamics
and quantum computing. In measurements of the intrinsic loss rates of high frequency modes, it can be
challenging to design an appropriate coupling to the measurement circuit in such a way that the resulting signal
is sufficiently strong but also that this coupling does not lead to an unwanted loading circuit, obscuring the
intrinsic internal loss rates. Here, we propose and demonstrate a spectroscopic probe of high-Q resonators based
on the phenomena of electromagnetically induced transparency (EIT) between the resonator and qubit in the
weak dispersive coupling regime. Applying a sideband drive signal to the qubit, we observe an interference dip
originated from EIT in the qubit spectroscopy, originating from the quantum interference between the qubit probe
signal and sideband transition. From the width and the depth of the dip, we are able to extract the single-photon
linewidth of the resonator from an analytical model. Working in a previously unexplored regime in which the
qubit has a larger linewidth than the resonator reduces the technical challenge of making a high-coherence qubit
and is advantageous for remaining in the weakly invasive limit of coupling to the resonator. Furthermore, the
sideband and the dispersive coupling between the resonator and the qubit can be tuned in situ controlling the
strength of the sideband drive power. This in situ tuneability allows the technique to be applied for efficient
measurement of the resonator loss rate for any quality factor below a fixed upper bound, on the order of 10® for

our device, allowing a wide range of quality factors to be probed using a single design.
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I. INTRODUCTION

Superconducting resonators with high quality factors play
an important role in the fields of quantum science and infor-
mation. One example includes quantum computing based on
encoding of quantum information in the bosonic modes rep-
resented by superconducting resonators, which is particularly
attractive for the implementation of quantum error correction
[1,2]. In this scheme, a harmonic system such as an ion’s
mechanical mode or a photonic mode carries the quantum
information instead of a two-level quantum bit [3,4]. For
these, and many other applications, a longer lifetime of the
resonator is highly desired. However, in order to implement
near-lossless resonators, it is crucial to have a technique that
is able to determine what the intrinsic linewidth is of the
superconducting resonator at the single-photon level.

A common spectroscopy approach for determining the loss
rate of a superconducting resonator is to couple the resonator
to external transmission lines and measure its transmission or
reflection spectrum. A disadvantage of this approach is that
the resonator loss rate induced by the external channel (k,)
can dominate the total loss rate « of the resonator. In principle,
internal and external loss rates (k; ) can still be independently
extracted, although in practice imperfections in the microwave
impedance of the measurement setup can result in asymmetric
lineshapes that complicate the independent determination of
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the two [5,6]. In particular, extracting k; can become challeng-
ing when k, > k;. One approach for mitigating this problem
is to ensure that k, < k;, in which case the internal loss rate
is determined by the total linewidth [7]. A disadvantage of
this approach, however, is that the signal-to-noise ratio of the
measurement is reduced, and it can become challenging to
measure at single-photon excitation levels.

Determining the appropriate value of x, to design for such
spectroscopy requires a priori estimate of the order of mag-
nitude of k;, which presents a challenge as the value of «;
can be difficult to predict. This is a problem in particular in
planar resonators, in which «; can be strongly affected by sur-
face contamination that is difficult to control. An alternative
noninvasive technique, which is unaffected by the possible
unknown impedances of external circuitry and in which the
coupling to the resonator can be tuned in situ, could be advan-
tageous for spectroscopy of superconducting cavities.

Here, we present a weakly invasive spectroscopic probe
of a superconducting resonator using a qubit in the weak
dispersive coupling limit. The underlying principle is based
with electrically induced transparency (EIT) [8—16]. When
the qubit has a broader linewidth than that of the resonator, if
the sideband coupling is smaller than the difference between
them (EIT regime), we can find a narrow dip in the qubit pop-
ulation spectrum, which is a strong indication of EIT. From
these measurements, the qubit and resonator decay rate can
be extracted independently using a model of the EIT process.
As long as the sideband coupling can be made the same order
of magnitude as the resonator linewidth, one can extract the
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decay rate of the resonator in a way that is insensitive to the
error in the qubit decay rate.

The ElT-based spectroscopy approach is weakly invasive
in the sense that it is sufficient that the qubit and the resonator
are in the weak dispersive coupling, in which there is very
little direct hybridization between the two. Consequently, loss
rate through the qubit (x,;) can be chosen to be negligible. In
the presence of a sideband drive of appropriate frequency, the
drive induces a predictable and tunable hybridization between
the qubit and resonator through sideband transitions, which
is the technique we apply here to perform resonator spec-
troscopy. Furthermore, being based on inducing a small EIT
window in the qubit spectrum, our approach does not require
high coherence qubit, and wide ranges of values of «; of the
resonator can be accurately probed in spectroscopy by tuning
the sideband drive power.

We experimentally demonstrate this scheme with exper-
imental observations using a device based on a transmon
qubit [17] coupled to a coplaner waveguide (CPW) resonator.
The work presented here demonstrates an application of EIT-
related physics in a weak dispersive coupling regime. EIT
with a circuit quantum electrodynamics (QED) platform has
already been reported in several configurations [11-14] but
the present paper is the first study of EIT-related phenomena
with a dispersively coupled resonator and a qubit system when
the qubit has a broader linewidth.

This paper is organized as follows. In Sec. II, we discuss
theoretical background of this work. We present experimental
results in Sec. III. We provide analysis of the results, discus-
sion on a major error source, and a further direction of the
study in Sec. IV. A summary of this work is given in Sec. V.

II. THEORETICAL DESCRIPTION

A. Qubit population spectrum under sideband driving

The system studied is depicted in Fig. 1. A two-level qubit
is dispersively coupled to a target resonator whose internal
loss rate is our interest. We induce a first-order sideband
transition with a coupling rate of Qg that couples |g, n) and
le, n — 1) (red arrows) through an external coherent drive with
frequency w,. The first-order sideband transition is dipole
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FIG. 1. Energy level diagram describing the system of a disper-
sively coupled target resonator and qubit. Red arrows indicated an
off-resonant two-photon drive field for enabling two-photon side-
band transitions. The blue arrow indicates a weak resonant field for
probing the qubit. The readout resonator is omitted in the diagram.

forbidden for transmon qubits as described in [18]. Therefore,
a two-photon process is used to enable this transition in this
work.

In the figure, |g) and |e) refer to the ground and excited
state of the qubit. The numbers refer to the photon number
of the target resonator. The target resonator frequency and the
Stark-shifted transition frequency of the qubit are w; and w,,
respectively. Their decay rates are given by « and y, respec-
tively. A weak field (blue arrow) probes the qubit transition.
We define the detuning between qubit and probe w, — ), to
be A. Also, we define § as w; — w; — 2wy. These definitions
are also graphically presented in Fig. 1. In the real device,
we additionally have a readout resonator coupled dispersively
to the qubit, which is not present in Fig. 1. We will also omit
the readout resonator in the following mathematical derivation
since it has no role in featuring the EIT.

The effective Hamiltonian of the system in Fig. 1 is
il

.o,
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where &, denotes the Hamiltonian of the two-level qubit, 61
are the raising and lowering operators of the qubit state, and
2 x4 is the dispersive shift between the qubit and the resonator.
The external drive results in a negligible change of the dis-
persive shift [18] and is therefore neglected. By applying the
following time-dependent unitary transform,

U = expli(w, — 2wa)ta’a + i(wp)té.], ()
the Hamiltonian can be simplified to
A w, —w .
H = %&z + (we + 2wy — a),,)&T& —2xub.0'a
st A A At A Qp A A~
+ > (a6, +a a_)+7(a++a_). 3)

Here, we can use the definitions of A = w; —w, and § =
wy — w; — 2wq; both A and § are as defined in Fig. 1 to
simplify the expression. Then, the Hamiltonian takes the form,

A

A . .
= Eaz +(A—8)a'a—2x,6.4"a

Q
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The dynamics of the system is then given by the Lindbald
equation:

dp i
E = —g[H ), p)]
+ gD[a_]p n %D[&]p + %D[aﬁa]p, )

where D[O1p =20pO — OTOp — pOT O, « is the decay
rate of the target resonator, and y is that of the qubit. y, is the
pure dephasing rate of qubit. From the steady-state solution
Dss that satisfies dp,;/dt=0, one can obtain the steady-state
qubit population by tracing out the resonator state, p, =
Trres[0ss (1 + 62)/2].
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FIG. 2. Single-photon resonator spectroscopy through sideband
transition. § is set to O for both the EIT and ATS regime simula-
tions. (a) Simulated qubit population spectrum in EIT regime when
the parameters Q, 2, ¥, Vg, kK, Xq are 27 x(100,100,400,0,30,10)
kHz (solid line). As an indication of the electromagnetically in-
duced transparency, a Lorentizan dip (interference dip) appears in
the qubit population spectrum, which is characterized by its width
w and minimum population d. (b) Simulated qubit population spec-
trum in ATS regime when the parameters Qg, 2,, ¥, V4, K, Xq are
27 x(1000,100,400,0,30,10) kHz (solid line). In this regime, the
spectrum has two peaks separated by s and their widths are both
wyp. In the simulation, we set y, = 0, typically the condition for the
fixed frequency transmon qubit used in our experiment. In Sec. A, we
present additional simulation results that show how the y, changes
the qubit population spectrum.

B. Resonator spectroscopy at single-photon levels using
sideband transitions

When |y +2yy — k| > Qg and y + 2y, > k, the side-
band transition leads to a narrow transparency window in
the qubit transmission spectrum. This results from the inter-
ference between two different transitions, |g, n + 1) — |e, n)
and |g, n) — |e, n). In this work, we measure the population
of qubits p,, rather than the transmission Im[p,,]. We define
the qubit spectrum as the response of its average population
as a function of the probe frequency p..(w,). In Fig. 2(a),
we simulate the qubit population spectrum with reasonable
parameters satisfying the EIT condition based on the master
equation in Sec. Il A. We can also find the same features of
the transmission spectrum in the qubit population spectrum as
well. A Lorentzian dip in the qubit population spectrum, in
the following we will refer to this as an “interference dip,” is
characterized by its width (w) and minimum population (d).

In the linear response limit (2, < Q) and for zero
detuning (6 = 0), the width and depth of the dip are

given by w ~ y +2y4 +« —\/(7/+2y¢+/c)2—£2§h, d~
w,/(y + 2y + 2—2”), and the total linewidth is & ~ y + 2y,
[14]. When €2, and yx,, are known, «, y, ¥4, and Qg, together
characterize the population spectrum and thus one can extract
these by fitting the spectrum to the model calculated by the
master equation in Sec. I A.

Too small a value of 2, requires an excessive measurement
time. Fortunately, although €, < g, does not hold in the
present simulation in Fig. 2(a), we can clearly see the dip
in the spectrum unless the €2, is excessively large. Neverthe-
less, the upper bound on €2, sets a limit to the feasibility of
our approach for investigating a single-photon level resonator
loss rate. In the experiment, €2, is separately calibrated as
described in Appendix D. Also, x, can be calculated from the
device parameters. In this work, since the qubit is weakly cou-
pled to the resonator, the calculated x,; is only 27 x7.8 kHz.
With this magnitude, it hardly affects the spectrum and we
confirm that neglecting x,, does not make a significant differ-
ence in the fitting results.

In order to achieve the EIT condition, it is possible to
achieve a sufficient sideband coupling rate €2, for spec-
troscopy even with a very weak dispersive coupling between
the qubit and the resonator. To be able to extract the intrinsic
resonator linewidth accurately from the fits, one needs to be
in the regime of 2, ~ k. By using a strong sideband drive
strength, this can be achieved in a limit where the dispersive
coupling to the qubit results in a negligible modification of the
resonator linewidth.

Specifically, the contribution of the dispersive coupling to
the qubit to the resonator loss rate, which we denote as kg,
scales with (g,/A,)?, where g, and A, are bare coupling
rate and detuning between the qubit and the target resonator,
respectively. By arranging a large detuning between the qubit
and the target resonator, this can be made negligibly small.
The sideband coupling €2, however, scales as g, (24/ Aqd)z,
where A,y is w; — wg. The large A,y can be compensated
for by a large sideband drive strength. In this way, the EIT
spectroscopy technique can be made minimally invasive on
the resonator it is probing. This is in contrast, for example, to
other qubit-based spectroscopy approaches [19] that require
a strong dispersive coupling. We also note that while the
sideband drive strength is strong, it is highly off-resonant from
the resonator itself and the occupation number of the resonator
remains negligible.

In Fig. 2(b), we also simulate the qubit population
spectrum when the AutherTowns splitting [23] condition
ly + 2y — k| < Qg holds. Unlike EIT, ATS arises from the
result of electromagnetic pumping that results in a dressed
normal mode splitting of the two modes in the rotating frame
of the pump. In the circuit QED platform, ATS is also widely
explored in several configurations [20-23]. When § = 0, the
spectrum has two symmetric peaks separated by €2y, and each
linewidth is equal to (y + 2y, + «)/2. Both the qubit and res-
onator decay equally characterize the linewidth of each peak.
Thus, one cannot set both k and y as free fitting parameters
and thus the qubit decay rate should be separately calibrated.
This can be more problematic if an extremely small decay
rate of the resonator is expected. In this case, the measured
resonator decay rate becomes sensitive to the error in the
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FIG. 3. Experimental setup. (a) Simplified circuit diagram of the
device used in the experiment. (b) Optical microscopy image of the
superconducting circuit.

qubit decay rate measurement, unless the qubit decay rate is
much smaller than the resonator’s decay rate, which imposes
a challenging requirement on the preparation of the device.

III. EXPERIMENT

A. Device configuration

Figure 3(a) presents a simplified circuit diagram of the
device used in the experiment. More detailed information
on the circuit design and related electronics can be found
in Appendix B. A transmon qubit (w,/27n = 6.723 GHz,
without sideband drive) is capacitively coupled to two A/4
co-planar waveguide (CPW) resonators. One is the target res-
onator (w; /2w = 2.9 GHz). The other is the readout resonator
(w,/2m = 4.07 GHz) to measure the qubit population more
efficiently. Both are dispersively coupled to the qubit with
dispersive coupling x, /27 =7.8 kHz and x /2w = 1.3 MHz
to the target and readout resonators, respectively. The bare
coupling between each resonator and qubit is estimated by
8q/2m =58 MHz and g, /27w = 193 MHz, respectively.
Qubit decay rate y is around 27 x400 kHz. Each resonator is
inductively coupled to different feedlines. These values yield
the qubit limited resonator decay rate «, /27w ~ 100Hz, which
is far below the typically achieved internal loss rate in our
laboratory (around 27 x 5 — 20 kHz.)

We use a single-junction fixed frequency qubit and there-
fore its transition frequency is insensitive to magnetic flux
noise, a strong source of dephasing in flux tunable transmon
qubits. This is also experimentally confirmed by the observa-
tion of 7, ~ 2T in separate time domain measurements given
in Appendix C. Although it is not necessary in our case, it
could be advantageous to use a flux tunable qubit, with which
k4 is in situ tunable by adjusting the detuning to the resonator.
The technique and analysis present here is also applicable for
the flux tunable qubit. We discuss how our scheme is extended
for the flux tunable qubit in Sec. IV D.
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FIG. 4. Observation of interference dip in a qubit population
spectrum. (a) Observation of interference dip in a qubit population
spectrum while scanning § from —200 to 200 kHz. The spectrum
when § = 0 is enclosed by a red box. (b) Comparison between qubit
population spectrum with (blue) and without (black) sideband field.
(c) A separate measurement near the interference dip with finer step.
The validity of the EIT model is confirmed while the ATS model
breaks down.

The optical microscopy image of the circuit can be found
in Fig. 3(b). The transmon qubit and CPW resonators were
patterned on a 100-nm niobium titanium nitride (NbTiN) film
on a silicon substrate [24]. The Josephson junction of the qubit
is made by Al-AlOx-Al.

B. Experimental results

We apply the sideband drive directly to the Josephson junc-
tion of the circuit through the direct drive line [middle arrow in
Fig. 3(a)]. The qubit probe €2, is applied through the feedline
coupled to the readout resonator (right arrow). In addition, we
have a direct probe of the target resonator (left blue arrow).
We use all four microwave sources in the experiment. One
is used for the qubit probe, another for the qubit readout,
another for the sideband drive, and the remaining one for the
direct resonator probe. In order to avoid measurement-induced
broadening in the qubit population spectrum, we performed
the measurement in a pulsed configuration. First, a 20-ps-long
probe pulse is applied, rapidly followed by a 200-ns-long
readout pulse. Using this pulsed readout scheme, the qubit
population spectrum is unaffected by the photons in the read-
out resonator during qubit measurement.

Figure 4(a) shows the measured interference dip in the
qubit population spectrum, which results from a sideband
transition between the qubit and the target resonator. The
sideband drive frequency w, is swept around 2wy = w; — .
and we find § &~ 0 when w; /27 = 1.945 45 GHz. The interfer-
ence dip is conspicuously identified in the comparison to the
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spectrum without sideband transition in Fig. 4(b). The probe
amplitude €2, is 27 x 264 kHz according to the calibration
method presented in Appendix D. The value we chose is a
compromise between the high contrast of the interference dip
and the proper measurement time. The sideband drive also
shifts the qubit frequency. In Appendix E, we present the data
for how much the qubit frequency is shifted when we obtain a
sufficient sideband coupling.

In addition to the process of EIT, observations similar to
those in Fig. 4 can also arise from the process of ATS. In order
to distinguish EIT from ATS, one can numerically fit the data
by a given simplified model in the linear response limit [25].
A system in the EIT regime can be modeled by

c? c?
A2 +y? A4 y2

Pee EIT(@p) = (6)

When the system is in the ATS regime, p. in the linear
response limit is
Cc? c?
O, (wp) = + .
AT T (A= a?+ 0 (A A0+

(7

All the parameters in these expressions are free fitting param-
eters except A. Here, yp + is not necessarily the same with
y and y,. We perform a numerical fit with the two different
fitting models above corresponding to each phenomenon. The
results are given in Fig. 4(c). The data is taken with the
same conditions as in Fig. 4(b) but a different range and step
of probe frequencies. While the EIT model Eq. (6) shows
excellent agreement with the data (solid line), the ATS model
Eq. (7) fails to explain the data well. Accordingly, the fact that
the system is in the EIT regime is clearly demonstrated. It is
notable that the EIT model is still applicable to the data even
when Q, <« Q, does not hold.

We fit the qubit population spectrum with the numerical
model in Sec. IT A to extract the target resonator’s linewidth
k. The result is presented in Fig. 5(a). The data is the same
as in Fig. 4(c). From the data, «/27 ~ 20.3 £ 1.5 kHz,
y/2m &~ 44595 £ 2.4 kHz, and Qg /27 =112 £0.5 kHz
are extracted. When f,, = f,, the photon number in the target
resonator is approximately 0.3, based on the master equation
solution with extracted parameters. The estimated «, is only
27 x 104 Hz.

We also measured the single-photon level « by the normal
reflection spectrum via a weakly coupled port in Fig. 5(b) to
verify the above result. A Fano resonance is also considered in
the fitting process. From the fitting, x /27 ~ 17.2 £ 1.8 kHz
is obtained. The upper bound of the resonator photon number
is approximately 1.25 based on the input power from the
source of the probe, the room temperature, and the cryogenic
wiring. The «’s extracted from both approaches agree within
the overlapping statistical error.

IV. DISCUSSION AND OUTLOOK
A. Analysis of the results

We measured the single-photon level « of the target
resonator through two independent approaches. The target
resonator is coupled to the external environment through the
qubit (k) and also the external feedline («.). Both coupling
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FIG. 5. Two different spectroscopic measurements of a su-
perconducting resonator. (a) Spectroscopy of the superconducting
resonator mode using interference dip. From numerical fitting of the
qubit population spectrum calculated using the master equation, we
extract a resonator linewidth of k /27 = 20.3 £ 1.5 kHz. (b) A direct
reflection measurement of the resonator through the weakly coupled
port. Even for very weak external coupling, the resonator displays
an asymmetric lineshape due to Fano resonance. From a fit to a Fano
resonance lineshape, we extract a linewidth « /27 = 17.2 + 1.8 kHz,
in agreement with the results of the spectroscopy based on interfer-
ence dip within the experimental error.

rates are 2 x 104 Hz and 27 x 112 Hz, respectively, based
on the measurement. Although these two quantities are sim-
ilar, one can see significant difference in the contrast of the
spectroscopic signal. In Fig. 5(a), the suppression of the qubit
population in the EIT-based spectroscopy is more than 5 dB.
On the contrary, the suppression of the reflection in Fig. 5(b)
is only 0.1 dB. This clearly shows that our approach covers a
much wider range of «;.

For a given design in our work, considering an error margin
of 10% on «,, our EIT-based spectroscopy works nicely for
the resonator with an internal quality factor (Q;) up to 10® and
a resonance frequency of 10 GHz. Since it is difficult to obtain
single-photon level Q; more than 108 for planar resonators, the
design is already optimized for such types of devices.

B. Effect of qubit decay rate fluctuation on the measurement

It is often observed that the decay time of a supercon-
ducting qubit can fluctuate in time [26]. If one cannot finish
the measurement before the fluctuation happens, there is a
resulting distortion in the qubit population spectrum. In this
subsection, we model such distortion and simulate how it
affects the fitted ¥ depending on the degree and the tendency
of the fluctuation.
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We assume that we rapidly sweep the frequencies, faster
than the time scale of the fluctuation, but repeat the sweep-
ing enough to obtain an adequate signal-to-noise ratio. We
consider two different trends in the fluctuation: Telegraphic
fluctuation and diffusive fluctuation [26]. In the simulation,
the qubit decay rate varies from y; = (1 — n)yp to yy = (1 +
n)yy during the measurement. For the telegraphic case, we as-
sume the decay rate jumps at the middle of the measurement.
For the diffusive case, the decay rate varies at a constant rate
over time.

We define pe.(wp;y) as the qubit population spectrum
when the qubit decay rate is y. For telegraphic fluctuation,
the spectrum is expressed by

tele

Pee (wp) = %[;Oee(wp; Vz) + pee(wp; yf)] (8)

For diffusive fluctuation from y; to y; homogenously, the
spectrum is expressed by

Pee” (wp) = %[E,’:pee(w,,; vi+ 20k /)], ©)
where n is the number of sweeps during the measurement, set
to 100 in our simulation here.

The results of the simulation can be found in Fig. 6. In
Figs. 6(a) and 6(b), we compare the qubit population spec-
trums with and without qubit decay rate fluctuation for n =
0.3. The gray curves indicate the spectrum when y is fixed at
o = 2m x450 kHz. The black curves indicate the spectrum
distorted by fluctuations in y. In Fig. 6(c), we fit the distorted
spectrum with the ideal fitting model from Sec. Il A and how
the extracted « is affected.

C. Further direction of the study

In this work, we rely on a two-photon assisted transition,
the achieved sideband coupling strength is only 0.1 percent of
the bare coupling strength between the qubit and the resonator.
Achieving larger couplings could be achieved by introducing
other types of qubit, for example, a flux qubit, with which one
can address the first-order sideband transition to the resonator
with a single-photon transition. In that case, the required bare
coupling for the desired sideband coupling strength becomes
significantly smaller, along with a smaller requirement for «,
to stay in the EIT regime.

The resonator spectroscopy scheme presented here is ex-
tensible to the case of many target resonators having different
frequencies, as long as a qubit is coupled to them with the
proper coupling strength. Typically, the spectroscopy of mul-
tiple resonators on a chip requires a circuit design with a
long feedline so that all the resonators are properly coupled
to the feedline. Such a structure could induce some slotline
mode and limit the scalability of the design. For our method,
such a long feedline is not necessary as one only needs to
feed the probe and readout pulse to the qubit, providing a
relatively simple measurement technique for the spectroscopy
of multiple resonators on a chip. For this, an X-mon [27] or
star-mon [28] design for the qubit, for example, would allow
the single qubit to couple to multiple resonators.
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FIG. 6. Investigation of systematic error induced by fluctuation
in the qubit decay rate. See main text for the detailed method and a
definition of 7. (a) and (b) How the qubit population spectrum varies
when the qubit decay rate fluctuates in a telegraphic way (a) and a
drifty way (b) when 7 is 0.3 for both cases. (c) Effect of the qubit
decay rate fluctuation on fitted « /2. Telegraphic fluctuation (gray)
has a larger effect than a drifty fluctuation (black) for given 1. Mean
qubit decay rate over measurement duration ()p) is 27 x450 kHz and
Qq,, 2p, K, Xq are 27 x(100,264,19,7.8) kHz in the simulation.

D. Extension to flux-tunable qubit

As we discuss above, employing a flux-tunenable qubit
enables in situ control of «,. This is useful when we need
control in situ, which is not necessary in our work. In this
case, unlike the case of the fixed frequency qubit, we need to
take the pure dephasing rate of the qubit (y,) into account.
This, however, does not add complexity in using our scheme.
As long as we have k; < k; and y ~ y;, the effect of the pure
dephasing of the qubit to the resonator is still negligible. In the
fitting process, we would only need to include y; in the master
equation model. The effect of the pure dephasing in the qubit
population spectrum is distinguishable from other parameters
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0.08 FIG.9. T} and 7, measurements of the qubit used in the
experiment.

even smaller loss rate than that in the present work, without
demanding a high coherence qubit, due to it being weakly
invasive. This work offers a method for reliable estimates of
the loss rates of superconducting resonators and enables the
study of EIT in a weak dispersive regime of circuit QED.

The data that support the findings of this study are available

—1000 -500 0 500 1000 in [29].
f, — f; (kHz)
FIG. 7. Comparison between the qubit population spectrum with ACKNOWLEDGMENTS
and .without con.sidering Fhe pure dephasing ra.te of the qubit. We thank Wouter Kessels for his support in the data anal-
(a) Simulated qubit population spectrum in EIT regime when the pa- ysis. We also thank David Theron and Jochem Baselmans

rameters Qg,, 2, ¥, Vg, K, Xg are 2m x(100,100,400,0,30,10) kHz
(solid line) and 2m x(100,100,300,50,30,10) kHz (dashed line).
(b) Simulated qubit population spectrum in the ATS regime when the
parameters 2, 2,, ¥, Vg, K, Xu are 2w x(1000,100,400,0,30,10)
kHz (solid line) and 277 x (1000,100,300,50,30,10) kHz (dashed line).

for providing us with NbTiN film. B.-m.A. acknowledges
support from the European Unions Horizon 2020 research
and innovation program under Marie Sklodowska-Curie Grant
Agreement No. 722923 (OMT). This project has received
funding from the European Unions Horizon 2020 research and
innovation programme under Grant Agreement No. 828826 —
and therefore we can successfully extract the « from the fitting Quromorphic.

even with nonzero y.

APPENDIX A: EFFECT OF PURE DEPHASING
V. CONCLUSION RATE IN QUBIT POPULATION SPECTRUM

To summarize, we have demonstrated a single-photon res- In Fig. 7, we present additional simulation results of the
onator spectroscopy using a weakly coupled qubit. From the qubit population spectrum. For both dashed and solid lines,
appearance of an electromagnetically induced transparency the qubit have the same total linewidth but different pure
in the qubit population spectrum, we obtained a single- dephasing rate y,. For the dashed line, y, is 2m x 50 kHz
photon linewidth of a high-Q resonator. We validated our ~ whereas for the solid line, y,; is zero. One can find that
result using an independent measurement of the resonator  even the total linewidth is the same; we can extract y, from
linewidth through a separate transmission line. Our spec- the qubit population spectrum. This is particularly important
troscopy method here is compatible with a resonator of an when using flux-tunable qubits that normally have significant

Sideband drive

Qubit I
[______________1 \
Target resonator (A\/4) i b | Readout resonator (A/4)
C (e
Direct probe % :—E?r Qubit probe / Readout
T © [T Q)

1
1 1

V3 : _”_ i Cout Vl VZ
| I
! :

= = = : = = : out = = = =

FIG. 8. A diagram of the device and related electronics used in the experiment.
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FIG. 10. Qubit probe amplitude calibration. A Gaussian Rabi
pulse was applied through the readout resonator at the qubit resonant
frequency. The peak voltage of the pulse measured at room tempera-
ture is converted to the probe amplitude (red line) in units of angular
frequency based on the phase of the oscillation in the homodyne
readout signal (black dot and blue line).

¥y comparable to y when the flux is tuned out of the sweep
spot.

APPENDIX B: CIRCUIT DETAIL

In Fig. 8, we depict the device and related electronics
in the experiment. A qubit (red dashed box) is coupled to
two co-planar waveguide (CPW) resonators. Each resonator
is inductively coupled to separate feedlines. In all, four mi-
crowave sources (V4) are used in the experiment: One each
for the qubit driving, qubit readout, direct resonator probing,
and sideband driving. The device is anchored to the mixing
chamber plate of a LD250 Bluefors dilution refrigerator with
a base temperature under 7 mK.

APPENDIX C: DEVICE TIME DOMAIN
CHARACTERISTIC

In Fig. 9, we present a time domain characterization of
the qubit used in the experiment. 7} and 7, are 447 £ 30 ns

0.04
3
S 0.00
(0]
g
= —0.04
S
9] 12.6 MHz
€ -0.08
©
[e]
g —0.12{ — Sideband driving
T — No sideband driving

6.705 6.710 6.715 6.720 6.725 6.730

Spec. freq (GHz)

FIG. 11. Qubit frequency shift under the sideband driving. The
amount of the shift is 12.6 MHz when Q, ~ 27 x 100 kHz.

and 870 = 35 ns, respectively. Since 27} =~ T, holds approxi-
mately, it justifies our decision in Sec. IT A to neglect the pure
dephasing in the master equation model.

APPENDIX D: PROBE AMPLITUDE CALIBRATION

We applied a 60-ns-long Gaussian pulse with a width
of 0=15 ns at the qubit resonant frequency through the
source V1, which was followed by a 200-ns-long readout
pulse from the same source. The Rabi oscillation swept
the peak voltage of the pulse envelop Ve as depicted
in Fig. 10. The phase 6 of this oscillation is given by
0 = Qpear |5, expl—12/(202)1dt. For 6 = 7, Qpea = 270 X
13.94 MHz and Vjeax = 0.54 arb. unit. This yields a conver-
sion factor Qpeax/Vpeak =25.81 MHz/arb. unit. If the probe
field frequency is near the qubit transition frequency, then the
probe amplitude €2, is readily calibrated from V), using this
conversion factor.

APPENDIX E: QUBIT RESONANCE SHIFT

The sideband drive induces not only a sideband transition
but also shifts the qubit transition frequency. A significant
frequency shift (12 MHz downward) is observed when Qg ~
27 x 100 kHz. The data are given in Fig. 11.
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