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Instability in the Hartmann-Hahn double resonance
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The Hartmann-Hahn technique allows sensitivity enhancement of magnetic resonance imaging and spec-
troscopy by coupling the spins under study to another spin species that is externally driven. Here we theoretically
study the coupled spins’ dynamics and find that for a certain region of driving parameters the system becomes
unstable. The required conditions for making this region of instability becoming experimentally accessible are
discussed.
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I. INTRODUCTION

The technique of cross-polarization (CP) [1] is widely
employed in magnetic resonance imaging for sensitivity en-
hancement. Significant CP can be achieved by applying the
so-called Hartmann-Hahn double resonance (HHDR) [2].
Near the HHDR, magnetization can be efficiently transferred
between different spin species [3]. Commonly, CP is imple-
mented to enhance the detection sensitivity of a given spin
species under study by applying external driving to another
ancilla spin species having higher polarization. When the Rabi
frequency of the ancilla spins matches the Larmor frequency
of the spins under study the so-called Hartmann-Hahn (HH)
matching condition is satisfied [4] (note that this is not the
same as the matching condition given by Eq. (4) of Ref. [2]).
In that region a significant CP can be obtained. In thermal
equilibrium the initial polarization of the ancilla spins is deter-
mined by their gyromagnetic ratio and the temperature [5,6].
The initial polarization can be further enhanced when the
technique of optically induced spin polarization (OISP) can
be applied [7].

Here we theoretically study back-reaction effects near the
HHDR. A stability analysis is performed by a linearization of
the coupled Bloch equations for the two spins, one of which
is externally driven. We calculate a correction to the effective
damping rate of the undriven spin, which is induced by the
coupling to the driven one. Analytical results are validated
against numerical calculations. A region of instability, inside
which the two-spin system is expected to exhibit self-excited
oscillation (SEO), is identified. The experimental feasibility of
reaching this instability region is discussed. Related effects of
Sisyphus cooling, amplification, lasing, and SEO have been
theoretically predicted in other systems having a similar re-
tarded response [8–13].

II. DIPOLAR BACK-REACTION

Consider two two-level systems (TLS) having a mutual
coupling that is characterized by a coupling coefficient g.
The first TLS, which is labeled as “a,” has a relatively low
angular frequency ωa0 in comparison with the angular fre-

quency ωb0 of the second TLS, which is labeled as “b” and
which is externally driven. It is assumed that the state of the
system can be characterized by the vector of coordinates P̄ =
(P1, P2, P3, P4, P5, P6)T, where (P1, P2, P3) = (Pa+, Pa−, Paz )
and (P4, P5, P6) = (Pb+, Pb−, Pbz ) are the Bloch vectors of the
first and the second TLS, respectively. It is further assumed
that the vector of coordinates P̄ satisfies a set of coupled Bloch
equations [14], which are expressed as

dPn

dt
+ �n(P̄) = Fn, (1)

where n ∈ {1, 2, . . . , 6}, the functions �n(P̄) (to be specified
later) are time independent (which is possible provided that a
rotating frame is used for the driven TLS), and Fn represent
the fluctuating noise terms having vanishing average values.
Let P̄0 be a fixed point, for which �n(P̄0) = 0 for all n ∈
{1, 2, . . . , 6}. Fluctuations around the fixed point are governed
by

dP̄′

dt
+ JP̄′ = F̄ , (2)

where the vector of relative coordinates P̄′ =
(P′

1, P′
2, P′

3, P′
4, P′

5, P′
6)T is defined by P̄′ = P̄ − P̄0, the vector

of noise terms F̄ is given by F̄ = (F1, F2, F3, F4, F5, F6)T, and
the 6 × 6 Jacobian matrix J at the fixed point P̄0 is defined by
Jm,n = ∂�m/∂Pn. The Jacobian matrix J at the fixed point is
expressed in a block form as

J =
(

Jx gVxy

gVyx Jy

)
. (3)

The subspace corresponding to the subscript x (y) is hence-
forth referred to as the system (ancilla) subspace. For
convenience, the system subspace is chosen to be of dimen-
sion 2 (corresponding to the transverse variables Pa+ and Pa−
of spin “a”) and the ancilla subspace of dimension 4 (corre-
sponding to the variables Paz, Pb+, Pb−, and Pbz).

Applying the Fourier transform to Eq. (2) yields (the
Fourier angular frequency is denoted by ω and lowercase f
and p denote the Fourier transform of uppercase F and P
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variables, respectively)(
Jx − iω gVxy

gVyx Jy − iω

)(
p̄x(ω)
p̄y(ω)

)
=

(
f̄x(ω)
f̄y(ω)

)
, (4)

where

p̄x(ω) = [p1(ω), p∗
1(−ω)]T

,

p̄y(ω) = [p3(ω), p4(ω), p∗
4(−ω), p6(ω)]T

,

and

f̄x(ω) = [ f1(ω), f ∗
1 (−ω)]T

,

f̄y(ω) = [ f3(ω), f4(ω), f ∗
4 (−ω), f6(ω)]T

,

note that the n = 2 (n = 5) equation of (1) is the complex con-
jugate of the n = 1 (n = 4) equation of (1). Multiplying the
first [second] row of blocks of Eq. (4) by χx(ω) ≡ (Jx − iω)−1

[χy(ω) ≡ (Jy − iω)−1] yields p̄x(ω) + gχx(ω)Vxy p̄y(ω) =
χx(ω) f̄x(ω) and p̄y(ω) + gχy(ω)Vyx p̄x(ω) = χy(ω) f̄y(ω),
and thus p̄x(ω) can be expressed as p̄x(ω) = χx,eff (ω) f̄x(ω),
where χx,eff (ω) is given by

χx,eff (ω) = [1 − g2χx(ω)Vxyχy(ω)Vyx]−1χx(ω)

= [Jx − iω − g2Vxyχy(ω)Vyx]−1. (5)

The term proportional to f̄y(ω) is disregarded, since it does
not affect the expectation value of χx,eff (ω).

The expression for χx,eff (ω) given by Eq. (5) suggests
that the coupling effectively shifts the complex resonance fre-
quency of the undriven spin (i.e., the first TLS labeled as “a”).
To lowest nonvanishing order in the coupling coefficient g, the
underlying mechanism responsible for this shift, as revealed
by Eq. (5), is a three-step feedback process. In the first step,
consider the case where spin “a” undergoes precession with
small amplitude at its own Larmor (i.e., resonance) frequency.
The term gVyx in Eq. (5) represents the driving applied to
the ancilla system due to the precession of spin a, and the
term χy(ω) in Eq. (5) represents the corresponding response
of the ancilla to this driving (the second step). This response
of the ancilla gives rise to a feedback driving applied to spin
a occurring in the third step, where the feedback coupling is
represented by the term gVxy in Eq. (5).

The coupling-induced feedback driving applied to spin a
can be expressed as a sum of two orthogonal quadratures,
both oscillating at the Larmor frequency of spin a. The first
one is in-phase with the precession of spin a, and the second
one, which occurs due to retardation in the response of the
ancilla to the precession of spin a, is out of phase. The in-
phase quadratures give rise to a change in the real part of the
effective resonance frequency of the undriven spin a (i.e., a
change in its effective Larmor frequency), whereas the change
in the effective damping rate is proportional to the amplitude
of the out of phase quadrature.

In general, dipolar interaction is represented by a
Hamiltonian Hd containing terms proportional to operators
having the form Sa,iSb, j , where Sa,i (Sb, j) is the ith ( jth) com-
ponent of the spin a (b) angular momentum operator Sa (Sb)
(see Ref. [3], p. 66). Terms proportional to the longitudinal
component of Sa are disregarded since they do not contribute
to effective driving at the Larmor frequency of spin a. More-
over, terms proportional to transverse components of Sb can

be disregarded as well, provided that the Larmor frequency of
spin b is much higher than the Larmor frequency of spin a. In
this limit the driving applied to spin b due to the precession
of spin a can be considered as slow, and consequently its
transverse component has a weak effect compared to the effect
of its longitudinal component (which effectively modulates
the Larmor frequency of spin b). When only dominant terms
are kept the dipolar coupling Hamiltonian Hd becomes Hd =
2gh̄−1(Sa+ + Sa−)Sbz.

The Hamiltonian H of the closed system is given by

H = ωa0Saz + ωb0Sbz + ωb1(Sb+ + Sb−) + Hd, (6)

where the driving amplitude and angular frequency are
denoted by ωb1 and ωp = ωb0 + �b, respectively (�b

is the driving detuning), the operators Sa± are given by
Sa± = Sax ± iSay, and the rotated operators Sb± are given
by Sb± = (Sbx ± iSby)e∓iωpt . The Heisenberg equation of
motion dO/dt = −ih̄−1[O,H] + ∂O/∂t , where O is a
given observable, together with the spin commutation
relations [Sz, S±] = ±h̄S± and [S+, S−] = 2h̄Sz yield
(overdot denotes a time derivative) Ṡa+ − iωa0Sa+ + 4igh̄−1

SazSbz = 0, Ṡaz + 2igh̄−1(Sa+ − Sa−)Sbz = 0, Ṡb+ + i[�b

− 2gh̄−1(Sa+ + Sa−)]Sb+ + 2iωb1Sbz = 0, and Ṡbz + iωb1

(Sb+ − Sb−) = 0.
The interaction with the environment is accounted for by

assuming that the closed system is weakly coupled to thermal
baths at thermal equilibrium. The coupling turns the determin-
istic equations of motion for the spin operators into Langevin
equations containing both damping and fluctuating terms. By
applying thermal averaging, which is denoted by 〈〉, a set of
coupled equations can be derived.

The coupling terms (i.e., the terms proportional to g) in
the above-derived evolution equations for the operators Sa+,
Saz, and Sb+ have the form gAB, where A (B) is an op-
erator of spin a (b). The following holds 〈AB〉 = 〈A〉〈B〉 +
〈VAB〉, where VAB = (A − 〈A〉)(B − 〈B〉). In the mean-field
approximation the term 〈VAB〉 is disregarded. Note that the
following holds g〈AB〉 = g〈A0〉〈B0〉 + O(g2), where A0 (B0)
represents the operator A (B) in the decoupling limit of g →
0; hence, the mean-field approximation is consistent with
our assumption that the coupling coefficient g is small. This
approximation greatly simplifies the problem, since it al-
lows the description of the dynamics in terms of the vector
P̄ = (Pa+, Pa−, Paz, Pb+, Pb−, Pbz)T, where (h̄/2)Paz = 〈Saz〉,
(h̄/2)Pbz = 〈Sbz〉, h̄Pa± = 〈Sa±〉, and h̄Pb± = 〈Sb±〉. The vec-
tor P̄ is determined by two real numbers Paz and Pbz, and
two complex numbers Pa+ = P∗

a− and Pb+ = P∗
b−, whereas

more variables are needed for treating the general case (the
density operator of a two-spin system is determined by 15 real
numbers).

Note that for product states, for which 〈VAB〉 = 0, the
mean-field approximation becomes exact. It can be used pro-
vided that the lifetime of entangled states is much shorter
than all single spin lifetimes. When this assumption cannot
be made a more general analysis, which does not exclude en-
tanglement, is needed. The so-called concurrence [15] allows
quantifying the entanglement. An expression for a critical
temperature, Tc, above which in the steady state the spin-
spin system becomes separable (i.e., entanglement vanishes)
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has been derived in Refs. [16,17]. Near the HH matching
condition the critical temperature is approximately given by
Tc 
 h̄g/kB, where kB is the Boltzmann constant. Hence, for
the vast majority of magnetic resonance experimental setups,
for which the temperature T � Tc (recall that g represents
dipolar coupling), entanglement can be safely disregarded.

In the mean-field approximation the functions
�(P̄) = (�1,�2,�3,�4,�5,�6)T are given by �1 =
�∗

2 = (γa2 − iωa0)Pa+ + igPazPbz, �3 = γa1(Paz − Paz,s ) +
2ig(Pa+ − Pa−)Pbz, �4 = �∗

5 = (γb2 + i�b)Pb+ + iωb1Pbz

− 2ig(Pa+ + Pa−)Pb+, and �6 = γb1(Pbz − Pbz,s ) +
2iωb1(Pb+ − Pb−), where γa1 (γb1) is the longitudinal
relaxation rate of the undriven (driven) spin, γa2 (γb2) is
the transverse relaxation rate of the undriven (driven) spin,
Paz,s = − tanh (h̄ωa0/2kBT ) [Pbz,s = − tanh (h̄ωb0/2kBT )] is
the value of Paz (Pbz) in thermal equilibrium, and kBT is the
thermal energy. Note that in the steady state the expectation
values of the transverse components of the undriven spin a
vanish (for the decoupled case g = 0), i.e., Pa+,= Pa− = 0.

The derivation below is mainly devoted to the analytical
inversion of the matrix Jy − iω, which, in turn, allows the
evaluation of χx,eff (ω) according to Eq. (5). The matrices
Jx (2×2) and Jy (4×4) are given by

Jx =
(

γa2 − iωa0 0
0 γa2 + iωa0

)
, (7)

Jy =

⎛
⎜⎝

γa1 0 0 0
0 γb2 + i�b 0 iωb1

0 0 γb2 − i�b −iωb1

0 2iωb1 −2iωb1 γb1

⎞
⎟⎠, (8)

and the coupling matrices Vxy (2×4) and Vyx(4×2) are given
by

Vxy =
(

iPbz 0 0 iPaz

−iPbz 0 0 −iPaz

)
, (9)

Vyx =

⎛
⎜⎝

2iPbz −2iPbz

−2iPb+ −2iPb+
2iPb− 2iPb−

0 0

⎞
⎟⎠. (10)

To the lowest nonvanishing order in g the blocks Vxy and
Vyx are evaluated by replacing all variables P̄ by their aver-
aged steady-state values in the absence of coupling, which
are denoted as P̄0 = (Pa+0, Pa−0, Paz0, Pb+0, Pb−0, Pbz0). These
averaged steady-state values are evaluated in Appendix A, and
it is found that [see Eq. (A9)]

Pbz0 =
(

1 + �2
b

γ 2
b2

)
Pbz,s

1 + 4ω2
b1

γb1γb2
+ �2

b

γ 2
b2

, (11)

Pb+0 =
ωb1
γb2

(−�b
γb2

− i
)
Pbz,s

1 + 4ω2
b1

γb1γb2
+ �2

b

γ 2
b2

, (12)

P∗
b+0 = Pb−0, Paz0 = Paz,s, and Pa+0 = Pa−0 = 0 (since the first

spin is not driven).
Next, the effective susceptibility matrix χx,eff (ω) is eval-

uated at the resonance frequency of the first TLS ωa0. The
following holds [see Eq. (8)]:

χy(ωa0) = (Jy − iωa0)−1 = 1

DL

⎛
⎜⎜⎜⎝

DL
D0

0 0 0
0 D2D3 + 2ω2

b1 2ω2
b1 −iωb1D2

0 2ω2
b1 D1D3 + 2ω2

b1 iωb1D1

0 −2iωb1D2 2iωb1D1 D1D2

⎞
⎟⎟⎟⎠, (13)

where D0 = γa1 − iωa0, D1 = γb2 + i�b − iωa0, D2 =
γb2 − i�b − iωa0, D3 = γb1 − iωa0, and DL = D1D2D3 +
2ω2

b1(D1 + D2). As can be seen from Eq. (5), only
the diagonal elements of Vxyχy(ω)Vyx contribute to the
eigenvalues of χx,eff (ω) to the lowest nonvanishing order in
g (second order). To the same order the effective complex
frequency of the first TLS is ωa0 + iγa2 − iϒa, where

ϒa = g2[Vxyχy(ω)Vyx]11. (14)

Substituting the corresponding coupling matrices Vxy and Vyx

leads to [see Eqs. (9), (10), (13), and (12)]

ϒa = −2g2

(
P2

bz0

D0
+ 2iωb1Paz0

D2Pb+0 + D1Pb−0

DL

)
. (15)

The determinant DL can be expressed as DL/ω3
a0 =

(γb1/ωa0)η, where η=η′+iη′′, η′ =�2
b/ω

2
a0−[1+(2γb2/γb1)

(1 − 2ω2
b1/ω

2
a0) − γ 2

b2/ω
2
a0], η′′ = [1 − (2γb1/ωa0 + γb2/ωa0)

(γb2/ωa0) − ω2
R/ω2

a0]/(γb1/ωa0), and ωR, which is given by

ωR =
√

4ω2
b1 + �2

b, (16)

is the Rabi frequency of the driven spins, thus Eq. (15) can be
rewritten as

ωa0ϒa

2g2
=

4(1+ 2iγb2
ωa0

)�bω
2
b1Paz,sPbz,s

γ 2
b2γb1η

1 + 4ω2
b1

γb1γb2
+ �2

b

γ 2
b2

+
(

1 + �2
b

γ 2
b2

)(
γa1

ωa0
− i

)
P2

bz,s(
1 + 4ω2

b1
γb1γb2

+ �2
b

γ 2
b2

)2(
1 + γ 2

a1

ω2
a0

) . (17)

The effective damping rate of spin a is given by γa2(1 + αa ),
where αa = − Re (ϒa )/γa2. The contribution of the term in
the second line of Eq. (17) to αa can be disregarded provided
that γa1 � ωa0.

The dependence according to Eq. (17) of αa on the nor-
malized detuning �b/ωa0 and on the normalized driving am-
plitude ωb1/ωa0 is shown in Fig. 1(a) (the term proportional to
P2

bz0 is disregarded since it is assumed that γa1 � ωa0). The pa-
rameters that have been used for generating the plot are listed
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FIG. 1. The effective damping rate of spin a. (a) Color-coded
plot of αa vs �b/ωa0 and ωb1/ωa0 with parameters g/ωa0 = 1.0,
γa1/ωa0 = 10−2, γa2/ωa0 = 10−4, γb1/ωa0 = 3.7 × 10−3, γb2/ωa0 =
3.7 × 10−2, Paz,s = −5 × 10−4, and Pbz,s = −1. (b) Numerical solu-
tion for the normalized steady-state amplitude of Pa+ vs �b/ωa0 and
ωb1/ωa0, with the same parameters as in panel (a). The fluctuating
noise terms F̄ are disregarded in the numerical calculation.

in the figure caption. Spin b is assumed to be fully polarized,
for instance, by OISP. Also, the curve along which αa = −1
is shown as a solid black curve on the same plot. This curve
labels the border between the regions of positive and negative
effective damping rates for the undriven spin. When the driv-
ing is red-detuned, i.e., when �b is negative, the change in the
damping rate γa2 is positive, and consequently spin cooling
is expected to occur [18]. The opposite behavior occurs with
blue detuning, i.e., when �b is positive. Specifically, SEO is
expected in the area enclosed by the black curve. Along this
curve the system undergoes a Hopf bifurcation [19].

For both red and blue detuning, a large change in the effec-
tive spin damping rate occurs near the overlaid dashed white

line in Fig. 1, along which the Rabi frequency ωR coincides

with ωa0, i.e., �b = ±
√

ω2
a0 − 4ω2

b1, and the HH matching
condition is satisfied. This behavior can be explained by notic-
ing that |η′′| � 1 along the dashed line, i.e., when ωR = ωa0,
and consequently |αa| obtains a peak.

The underlying mechanism responsible for the change in
the effective damping rate of the undriven spin is similar
to a related mechanism occurring in optomechanical cavities
[18]. The change in the effective damping rate of the system
under study (i.e., spin a) is attributed to the retardation in the
response of the driven ancilla (i.e., spin b) to fluctuation in
the state of spin a. Both effects of cooling and heating are
attributed to imbalance between fluctuation and dissipation
[18] occurring due to the change in the effective damping rate
of spin a.

The analytic result given by Eq. (17) was validated against
a numerical simulation of a time-dependent solution of the
equations of motion [see Eq. (1)]. A plot for the normalized
steady-state amplitude of Pa+ vs the normalized detuning
�b/ωa0 and the normalized driving amplitude ωb1/ωa0 is
shown in Fig. 1(b). The undriven spin experiences SEO in
the region of negative effective damping rate (encircled by
the black curve). Deviation between the region of SEO that
is obtained by the solid black curve and the one that is ob-
tained from the numerical calculation is attributed to the term
P2

bz0/D0 that was neglected in Eq. (17).
As was mentioned above, our analysis is based on the

mean-field approximation, which, in turn, is based on the
assumption that entanglement is nearly fully suppressed. The
more general case can be explored using the system’s mas-
ter equation. In general, the master equation contains terms
originating from the unitary evolution generated by the Hamil-
tonian H (6) of the closed system and terms originating from
the interaction with the environment. In some cases only linear
terms associated with the interaction with the environment are
kept. For these cases the master equation can be expressed in
the form given by Eq. (B5) of Appendix B. The matrix G in
Eq. (B5) represents linear damping. In Appendix B we show
that for these cases instabilities are excluded provided that
all diagonal matrix elements of G are positive [see inequality
(B9)]. This observation suggests that a master equation having
the form given by Eq. (B5) is inapplicable for our case.

Grabert has shown that the invalidity of the quantum re-
gression hypothesis gives rise to a nonlinear term in the master
equation of a general quantum system [20]. This nonlinear
term, which is ignored in many publications, is not included in
Eq. (B5). Using general expressions derived in Refs. [21,22],
we can derive a Grabert master equation for the two-spin
problem under study here. Moreover, for this problem, addi-
tional nonlinear terms have to be added to the master equation
[23,24], since external driving is applied, and consequently
the transverse coordinates of spin b cannot be assumed to be
small. In the derivation of the master equation it is important
to note that additivity of decay rates may break down for bi-
partite decoherence [25]. Since the resultant nonlinear master
equation cannot be expressed in the form given by Eq. (B5),
instabilities cannot be generally excluded. Detailed analysis
based on the nonlinear master equation is kept outside the
scope of the current paper.
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III. EXPERIMENTAL FEASIBILITY

The experimental feasibility to reach the instability thresh-
old occurring when αa = −1 is discussed below. Consider
the case where the HH condition ωR = ωa0 is satisfied [see
the dashed white curve in Fig. 1(a)]. As is demonstrated
by Fig. 1, the largest change in αa typically occurs when
the detuning |�b| and and driving amplitude ωb1 are of the
same order of magnitude (i.e., |�b| 
 ωb1 
 ωa0). When the
following holds, ωa0 � ωb0, γb1 � γb2 � |�b|, and |�b| 

ωb1 
 ωa0, the threshold condition αa = −1 yields the re-
quirement κPaz,sPbz,s 
 1, where κ = g2γb1/(γa2γ

2
b2) is the

cooperativity parameter [see Eq. (17)].
As an example, consider two nearby defects in a diamond

lattice [26]. The first one having the Larmor angular fre-
quency ωa0 is a negatively charged nitrogen-vacancy (NV−)
defect [27], and the second one is a nitrogen-substitutional
defect (P1) [28] having the Larmor angular frequency ωb0.
An externally applied magnetic field B parallel to the NV
axis can be used to tune both ωa0 and ωb0. Two spin states
belonging to the NV− spin triplet ground state become nearly
degenerate near the magnetic field value of B = 102 mT . In
that region the angular frequency ωb0 of the electronic-like
P1 transitions is about ωb0 = γeB = 2π × 2.9 GHz, where
γe = 2π × 28.03 GHz T−1 is the electron spin gyromagnetic
ratio. For this value of ωb0 the P1 electronic spin defects can
be nearly fully polarized, i.e., |Pbz,s| 
 1, by cooling down the
sample well below a temperature of about 0.07 K.

In practice, the value of the NV transition frequency ωa0

(which can be tuned by the externally applied magnetic field)
is limited due to the HH matching condition by the maxi-
mum possible value of the driving amplitude ωb1 that can be
experimentally achieved. For the case where a high-quality
factor microwave resonator is employed for driving the P1
spins [13], a value of about ωa0 = ωR 
 2π × 50 MHz is
reachable. This value is too small to allow making |Paz,s|
becoming of order unity using cooling only. However the
condition |Paz,s| 
 1 can be satisfied using the technique of
OISP [29,30].

The dipolar coupling coefficient g between the NV− elec-
tron spin and the P1 electron spin is given by g/2π 

3.6 GHz (rd/ad )−3 [3], where rd is the NV−-P1 distance, ad =
3.57Å is the lattice constant of diamond, and it is assumed
for simplicity that the angle between the line joining the
two defects and the NV axis vanishes. When both spins are
fully polarized and for the typical values of γa2 = γb2 = 2π ×
0.1 MHz and γb1 = 2π × 0.01 MHz, the threshold condition
αa = −1 is satisfied when rd 
 8 nm.

In the above example the case of dipolar coupling between
two electron spins localized near different lattice sites was
considered. This coupling, however, depends on the distance
between sites, and consequently, its study is difficult using
measurements of ensembles containing many spins. Such in-
homogeneity is avoided for the case where the same lattice
site hosts both spins. For that case, spin a is assumed to be
a nuclear spin and spin b is an electron spin. For example,
for the case of P1 defects in diamond, the dipolar coupling
between the nitrogen-14 nuclear spin S = 1 and the spin of
the localized unpaired electron occupying the same lattice site

gives rise to hyperfine splitting on the order of 100 MHz [13].
Such a coupling is sufficiently strong to make the region of
SEO experimentally accessible, and the study of this insta-
bility can be performed using measurements of ensembles
containing many P1 defects.

IV. SUMMARY

Our results demonstrate that a significant change in the
effective value of the transverse spin relaxation rate can be
induced, provided that the HH matching condition can be
satisfied. Red-detuned driving provides a positive contribution
to the relaxation rate, whereas a negative contribution can be
obtained by blue-detuned driving. For the former case this
effect can be utilized for cooling down spins, while the later
case of blue detuning may allow inducing SEO. Operating
close to the threshold of SEO, i.e., close to the point where the
total effective damping vanishes, may be useful for sensing
applications, since the system is expected to become highly
responsive to external perturbations near the threshold. It is
important to emphasize that our analysis is based on the mean-
field approximation, and therefore our results are inapplicable
for the case where entanglement cannot be disregarded.
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APPENDIX A: FIXED POINTS OF BLOCH EQUATIONS

The dynamics of the polarization vector P = Pxx̂ + Pyŷ +
Pzẑ, which describes the state of the spin system, is governed
by the Bloch equation [3]

dP
dt

= P × � + γ , (A1)

where �(t ) is the rotation vector, which is proportional to
the externally applied magnetic field vector (the factor of
proportionality is called the gyromagnetic ratio). The vector

γ = −γ2Pxx̂ − γ2Pyŷ − γ1(Pz − Pz,s )ẑ (A2)

represents the contribution of damping, where γ1 = 1/T1 and
γ2 = 1/T2 are the longitudinal and transverse relaxation rates,
respectively, and where Pz,s is the equilibrium steady-state
polarization.

Consider the case where the rotation vector �(t ) is taken
to be given by

�(t ) = 2ω1(cos (ωt )x̂ + sin (ωt )ŷ) + ω0ẑ, (A3)

where ω1, ω, and ω0 are real constants. For this case, Eq. (A1)
becomes

dP
dt

+ MBP =
⎛
⎝ 0

0
γ1Pz,s

⎞
⎠, (A4)
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where

MB =

⎛
⎜⎝

γ2 −ω0 2ω1 sin (ωt )

ω0 γ2 −2ω1 cos (ωt )

2ω1 sin (ωt ) −2ω1 cos (ωt ) γ1

⎞
⎟⎠.

(A5)

The variable transformation(
Px

Py

)
=

(
eiωt e−iωt

−ieiωt ie−iωt

)(
P+
P−

)
(A6)

leads to

d

dt

⎛
⎝P+

P−
Pz

⎞
⎠ + J

⎛
⎝P+

P−
Pz

⎞
⎠ =

⎛
⎝ 0

0
γ1Pz,s

⎞
⎠, (A7)

where

J =
⎛
⎝γ2 − i� 0 iω1

0 γ2 + i� −iω1

2iω1 −2iω1 γ1

⎞
⎠, (A8)

and where � = ω − ω0 is the driving detuning. The steady-
state solution of Eq. (A7) is given by

⎛
⎜⎝

P+0

P−0

Pz0

⎞
⎟⎠ = J−1

⎛
⎜⎝

0

0

γ1Pz,s

⎞
⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

ω1
γ2

(− �
γ2

−i)

1+ 4ω2
1

γ1γ2
+ �2

γ 2
2

ω1
γ2

(− �
γ2

+i)

1+ 4ω2
1

γ1γ2
+ �2

γ 2
2

1+ �2

γ 2
2

1+ 4ω2
1

γ1γ2
+ �2

γ 2
2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

Pz,s. (A9)

APPENDIX B: LINEAR MASTER EQUATION

Consider a closed quantum system having a Hilbert space
of dimension dH, whose Hamiltonian is given by H=̇h̄H,
where the dH × dH matrix H is Hermitian and time indepen-
dent. It is assumed that the master equation for the system’s
reduced density matrix ρ can be expressed as

dρ

dt
= i[ρ,H] − γE[Q, [Q, ρ]]

− ηEγE[Q, [Q,H]], (B1)

where the coefficient γE > 0 is a damping rate, ηE > 0 is
dimensionless, and the dimensionless Hermitian matrix Q
represents the interaction with the system’s environment. In
this Appendix it is shown that any master equation having this
form is stable provided that dH is finite.

The density matrix can be expressed as

ρ = 1

dH
+ k̄ · λ̄, (B2)

where k̄ = (k1, k2, . . . , kd2
H−1) and λ̄ = (λ1, λ2, . . . , λd2

H−1).
The d2

H − 1 Hermitian and trace-less dH × dH matrices λn,
which span the SU(dH) Lie algebra, satisfy the orthogonality
relation

Tr (λaλb)

2
= δab. (B3)

For example, for the case of the two-level (three-level) system,
i.e. for dH = 2 (dH = 3), the d2

H − 1 = 3 Pauli (d2
H − 1 = 8

Gell-Mann) matrices can be used. Note that the condition
Tr ρ2 = d−1

H + 2|k̄|2 � 1 implies that |k̄|2 � (1 − d−1
H )/2.

With the help of the orthogonality relation (B3) and the
general trace identity Tr (XY ) = Tr (Y S) the master equation
(B1) can be expressed as (repeated index implies summation)

dka

dt
= i

2
Tr (H([λa, λb]))kb

− γE

2
Tr (−[Q, λb][Q, λa])kb

− ηEγE

2
Tr ([Q, [Q,H]]λa) (B4)

or in a matrix form as

dk̄

dt
= (M − G)k̄ + k̄0. (B5)

The (d2
H − 1) × (d2

H − 1) matrix M, which represents the
unitary evolution governed by the Hamiltonian of the closed
system H, is given by Ma,b = (i/2) Tr (H[λa, λb]) [see
Eq. (B4)]. Note that the matrix M is real and antisymmet-
ric (or skew symmetric), i.e., MT = −M. This implies that
det (MT) = det (−M ) = (−1)d2

H−1 det M, and hence det M =
0 for odd d2

H − 1. Note also that when interaction with the
environment is disregarded, i.e., when γE = 0, the following
holds: (dk̄/dt ) · k̄ = 0; i.e., for this dissipationless case the
magnitude |k̄| of the vector k̄ is a constant of the motion.

The (d2
H − 1) × (d2

H − 1) matrix G, which represents linear
damping, is given by Ga,b = (γE/2) Tr (−[Q, λb][Q, λa]) [see
Eq. (B4)]. The elements of the vector k̄0 are given by (k̄0)a =
(−ηEγE/2) Tr ([Q, [Q,H]]λa). Note that all elements of G
and k̄0 are real (recall that, in general, i[A, B] is Hermitian
provided that both A and B are Hermitian). Moreover, all
diagonal elements of G are positive (note that −[Q, λb][Q, λa]
is positive definite for the case a = b).

The solution of Eq. (B5) is given by

k̄(t ) = e(M−G)t k̄(0) +
∫ t

0
dt ′ e(M−G)(t−t ′ )k̄0. (B6)

The system’s stability depends on the set of eigenvalues of the
matrix M − G, which is denoted by S . The system is stable
provided that real (ξ ) < 0 for any ξ ∈ S . For that case the
steady-state solution is given by −(M − G)−1k̄0.

Let v = v′ + iv′′ be an eigenvector of M − G with eigen-
value ξ = ξ ′ + iξ ′′, where ξ ′, ξ ′′ ∈ R and v′, v′′ ∈ Rd2

H−1 (R
denotes the set of real numbers):

(M − G)v = ξv. (B7)

It is shown below that the system is stable, i.e., real (ξ ) = ξ ′ <

0 for any ξ ∈ S , provided that both M and G are real, M is
antisymmetric, and all diagonal elements of G are positive.
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The matrix G can be decomposed as G = A + T + D,
where A is antisymmetric, T is upper triangular, and D is
diagonal. The following holds: An,m = Gn,m and Tn,m = 0 for
n > m; An,m = −Gm,n and Tn,m = Gn,m + Gm,n for n < m;
and for the diagonal elements An,n = Tn,n = 0 and Dn,n =
Gn,n. Using this notation one has M − G = M − P , where
M = M − A and P = T + D. As was shown above, M is
antisymmetric provided that the Hamiltonian H is Hermitian,
hence M is antisymmetric as well. The eigenvalues of the up-
per triangular matrix P are the diagonal elements of G, hence
P is positive definite provided that all diagonal elements of
the matrix G are positive.

The real and imaginary parts of Eq. (B7) are given by
(M − P )v′ = ξ ′v′ − ξ ′′v′′ and (M − P )v′′ = ξ ′v′′ + ξ ′′v′,

respectively; hence, the following holds: (v′)T(M − P )v′ +
(v′′)T(M − P )v′′ = ξ ′((v′)T

v′ + (v′′)T
v′′) or (recall that M

is antisymmetric)

ξ ′ = (v′)T(M − P )v′ + (v′′)T(M − P )v′′

(v′)Tv′ + (v′′)Tv′′

= − (v′)TPv′ + (v′′)TPv′′

(v′)Tv′ + (v′′)Tv′′ , (B8)

thus

ξ ′ � − min Gn,n < 0, (B9)

hence the system is stable.
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