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Direct measurements for the fine-structure splitting of S VIII and Cl IX
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Using electron-beam ion traps (EBITs), we have made direct measurements for the fine-structure splitting
2p5 of S VIII and Cl IX, which are important to the test of ab initio theory in F-like ions. Their wavelength
are redetermined in the laboratory with an accuracy of 23 ppm, i.e., 10 085.40 ± 0.23 cm−1 for S VIII, where
the early value observed in the solar spectrum is questionable, and 13 643.39 ± 0.32 cm−1 for Cl IX, where
only indirect measurements had been performed. High-precision calculations, including ab initio treatment of
QED effects, are accomplished for 10 � Z � 18 and compared with the experimental results. Good agreement
is found between our experimental and theoretical values of the fine-structure energy among these ions except
for Al V, which calls for further investigations. Besides, we have succeeded in pushing EBIT operation towards
the infrared spectral region relevant to astrophysics.
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I. INTRODUCTION

To calculate transition energies for highly charged ions
with high accuracy, one should include sufficient electron
correlation effects, and appropriate corrections due to rela-
tivistic as well as quantum electrodynamic (QED) effects.
Recently, Li et al. [1] demonstrated that the ground-term
transition energies of F-like ions, i.e., 2p5 2P3/2 − 2P1/2, can
be evaluated theoretically with high accuracy since the cor-
relations’ effects are strongly diminished due to the Layzer
quenching effect [2,3]. Proper control of the correlations al-
lows one to access typically small quantum electrodynamic
(QED) effects. Initially, Li et al. [1] employed three differ-
ent approximate techniques for calculating QED corrections,
namely (1) “GRASP2K,” the standard approach in GRASP2K

code [4], (2) “Welton,” based on Welton’s concept of electron
self-energy [5,6], and (3) “Model QED,” Shabaev’s model
Lamb-shift operator [7,8]. It was found that the first two meth-
ods give very similar results for all ions considered, but the
latter predicts universally more significant values for the QED
effects. To some extent, the spread of the obtained results
represents the uncertainty of the calculations. This statement
is also confirmed by the available experimental values that lie
between these two results of QED treatment, except for two
regions, very high-Z and very low-Z ions. The case of high-Z
discrepancy was explained by Volotka et al. [9] with ab initio
QED calculation, which includes all first-order and many-
electron second-order QED effects. Later, Shabaev et al. [10]
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modified the model QED operator and their results started
to agree with the experimental QED contributions in case of
F-like uranium. However, the discrepancy for low-Z left. As
can be seen from Fig. 2 in Ref. [1], the comparison between
experiment and theory for Na III and Mg IV implies a trend
where the experimental values approach the GRASP2K (or
Welton) results, and for Al V goes below GRASP2K leav-
ing the spread between GRASP2K and model QED curves,
while for Ar X the experimental value comes back into the
spread and agrees with rigorous computation [9]. It should be
stressed that only wavelengths from direct measurements of
the M1 transitions are adopted and compared with theoret-
ical calculations. Note that the Ne II data are from infrared
Fourier transform spectroscopy [11] and the Ar X data are
from electron-beam ion trap (EBIT) spectroscopy [12]. The
data points for Na III, Mg IV, and Al V [13] are all from astro-
physical measurements. The question of how this transition
develops from Si VI to Cl IX becomes important, so accurate
experimental measurements for the fine-structure splitting of
these ions are urgently required.

So far, the ground configuration interval of S VIII was
experimentally measured as 10 080 cm−1 by Robinson [14].
Note that this was not a direct measurement, but a separa-
tion of two extreme ultraviolet (EUV) lines (503 652 and
493 571 cm−1). Kissell et al. [15] found 10 087 cm−1 (9913.7
Å, in vacuum) as a direct measurement of the M1 transi-
tion observed in the solar spectrum, where the wavelength
uncertainty was 1 cm−1. Nevertheless, Jefferies listed this
observation as needing confirmation [16,17]. For the mea-
surement of the ground term transition of Cl IX, Kaufman
et al. [18] produced a laser plasma and this transition was
indirectly measured as 13 631 ± 40 cm−1. This value is close
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to that reported by Jupén [19] as 13 629 cm−1, which was
remeasured from unpublished recordings by Edlén. However,
according to the publications by Edlén himself [20–23] and
Ref. [15], this experimentally measured splitting for Cl IX is
13 641 ± 5 cm−1, which deviates 12 cm−1 from Ref. [19]. In
brief, these values of all the available experimental data for
the fine-structure splitting of S VIII and Cl IX show a great dis-
crepancy, while the error bar of those either remains unknown
or relatively big. Thus, remeasurements for the fine-structure
splitting of S VIII and Cl IX are necessary.

Apart from the aid to the test of ab initio theory, the F-like
ions are also of great interest in the study of many solar
coronal lines in the laboratory and astrophysical plasma diag-
nostics [24–27]. For example, many problems concerned with
solar physics remain unsolved, mostly due to the complexity
of solar magnetism [28,29], and M1 transitions of abundant
coronal ions have been used for the measurement of the coro-
nal magnetic fields [30]. Note that S and Cl are important
elements in the cosmos [31], and the ground term transitions
in F-like ions with the upper level J = 1/2 are unpolarizable.
Thus, the F-like ions of S and Cl are of potential interest for
the calibration of astronomical instruments, such as the 4 m,
Daniel K. Inouye Solar Telescope (DKIST, formerly ATST)
[28,29,32].

An electron-beam ion trap (EBIT) employs a monoener-
getic and energy-adjustable electron beam to ionize trapped
ions, which has been proved to be one of the most versatile
light sources for spectroscopic studies. Many works on the
ground-state fine-structure splitting of F-like ions have been
accomplished with EBIT devices [12,33–36]. Furthermore,
EBITs have also been successfully utilized for astrophysics-
study purposes [37–40]. However, up to now EBITs have not
been used in the infrared region probably because of concern
about blackbody radiation from the electron gun overpower-
ing the weak signal.

To provide credible data for the fine-structure splitting of
S VIII and Cl IX with high accuracy for the test of ab initio
theory, as well as to push EBIT operation towards the infrared
spectral region relevant to astrophysics, we have performed
two measurements with EBIT devices. Based on ongoing
collaboration, the fine-structure splitting of S VIII is measured
on the CoBIT in Tokyo [41], while that of Cl IX is accom-
plished on the SH-HtscEBIT in Shanghai [42,43]. Laboratory
measurements for the fine-structure splitting of S VIII and Cl
IX are presented. QED corrections with ab initio calculations
for 10 � Z � 18 are also accomplished and compared with
our experimental results.

II. EXPERIMENTS FOR S VIII AND Cl IX

A. Experiment for S VIII

Our measurements for the fine-structure splitting of S VIII

were conducted using CoBIT [41]. CoBIT mainly consists of
an electron gun, an ion trap (drift tube), an electron collector, a
superconducting coil, and a liquid-nitrogen tank. A high criti-
cal temperature superconducting Helmholtz-like coil, which
can be used at the liquid-nitrogen temperature, is mounted
around the drift tube. An electron beam emitted from the
electron gun is accelerated toward the drift tube while being

TABLE I. Wavelengths (in vacuum) of the reference lines [44].

Element Wavelength (nm)

Ne 966.80709
Ar 966.0435, 978.7186
Xe 968.798, 972.083, 980.2384, 992.5919, 1011.011
Hg 1014.253

compressed by a magnetic field produced by the supercon-
ducting coil. After passing through the drift tube, the electron
beam is collected by the electron collector. In order to produce
highly charged sulfur ions, SF6 gas was injected into CoBIT
through a gas injection system. The ion trap was dumped with
a frequency of 0.5 Hz for preventing impurity heavy ions from
being accumulated in the trap.

Emission from the trapped sulfur ions was observed with
a commercial Czerny-Turner type of visible spectrometer
(Jobin Yvon HR-320) with a 1200-gr/mm grating blazed at
400 nm (Jobin Yvon 51006). A convex lens was used to focus
the emission from the trap on the entrance slit of the spectrom-
eter. The diffracted light was detected with a Peltier-cooled
back illuminated charge-coupled device (CCD) (Andor iDus
416) operated at −70 °C.

The wavelength scale was calibrated using emission lines
from Ne, Ar, Xe, and Hg lamps placed outside CoBIT. The
wavelengths [44] of the reference lines used in the present
study are listed in Table I. The conversion function from the
CCD pixel number to the wavelength was obtained by fitting
a cubic function to the peak positions of the reference lines. A
1-h accumulation was repeated several times for the observa-
tion of the sulfur line. The observation of the reference lamps
was done in between sulfur observations.

Emission from the trapped sulfur ions in the EUV range
was also monitored by a grazing incidence flat field grating
spectrometer [45] with an aberration corrected concave grat-
ing (Hitachi 001–0660) and a Peltier-cooled back illuminated
CCD (Princeton PIXIS-XO 400B) cooled at −70 ◦C.

Figure 1 shows the experimental spectrum obtained with
an electron beam of 380 eV and 10 mA. At the same time, the
2s22p5–2s12p6 transition at 19.86 nm was observed with the
EUV spectrometer. It was confirmed that the line indicated by
the blue arrow in Fig. 1 and the EUV transition at 19.86 nm
showed the same dependence on the electron energy. From
the energy dependence and the comparison with the known
energy interval of the J = 3/2 − 1/2 fine-structure splitting
of 2p5 (10 085 cm−1 [44], which was obtained as an average
of the two semiempirically estimated values [21,46]), we iden-
tified the line indicated by the blue arrow in Fig. 1 to be the
magnetic dipole transition between the J = 3/2 − 1/2 fine-
structure splitting of 2p5 in S VIII. The wavelength scale for
this spectrum was calibrated with eight lines of Ne, Ar, and Xe
listed in Table I because the Hg line was out of the observed
wavelength range. The peak center obtained by unweighted
fitting of a Gaussian function to the experimental data is
991.530 nm (in vacuum) with a fitting error of 0.005 nm. The
wavelength value can be converted to 10 085.42 ± 0.05 cm−1

as the J = 3/2 − 1/2 fine-structure splitting of 2p5.
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FIG. 1. Infrared spectrum observed with CoBIT. The electron-
beam energy and current were 380 eV and 10 mA, respectively. The
line indicated by the blue arrow is the magnetic dipole transition in S
VIII. The other lines indicated by the black arrows are considered to
be S II lines (some of them are the second-order refraction of visible
transitions at around 500 nm). The inset shows the closeup view of
the S VIII transition.

In order to deduce the wavelength value in vacuum, the
wavelength calibration was done using the reference wave-
length values in vacuum as listed in Table I despite that the
spectrometer was operated in air. Calibration with the ref-
erence wavelength values in air was also made, and the air
wavelength of 991.258 nm was obtained. By using a refractive
index value of 1.000 274 [47], the air value can be converted to
the vacuum value of 991.530 nm, which is consistent with the
value obtained by the analysis with the reference wavelength
values in vacuum. This confirms that the wavelength depen-
dence of the refractive index does not affect the wavelength
determination using the wavelength values in vacuum.

Since the grating used in the present observation was not
appropriate for the infrared range and there was strong in-
frared background arising from the electron gun cathode, the
observation required a long accumulation time. The spectrum
shown in Fig. 1 is the sum of five accumulations (5 h). The
mechanical and thermal drifts �λdrift during the long accumu-
lation time can be estimated from the lamp spectra obtained in
between observations of the sulfur data. Although the origin
of the drift is not clear, the drift was confirmed to be about
±0.2 pixel, which corresponds to ±0.005 nm.

Similar measurements were performed two more times
with different angles of the diffraction grating (and thus with
the different positions on the CCD). The second measurement
with four accumulations (4 h), which was calibrated with
seven lines (Ne, Ar, and Xe lines except for the 1011-nm line),
gave 991.545 nm with a fitting error of 0.005 nm. The drifting
was confirmed to be within 0.008 nm. The third measurement
with four accumulations (4 h), which was calibrated with
eight lines (Ar, Xe, and Hg lines), gave 991.530 nm with

TABLE II. Experimentally obtained wavelength (in vacuum) for
the magnetic dipole line in S VIII and the line observed at 1003 nm,
which is preliminarily assigned as the second-order refraction of
visible transition in S II. The experimental wavelength and the fitting
error are listed as λ ± �λfit, whereas �λdrift represents a systematic
error arising from drifting (see text for details). All values are in nm.

Experiment number S VIII 1003-nm line �λdrift

1 991.530 ± 0.005 1003.086 ± 0.008 0.005
2 991.545 ± 0.005 0.008
3 991.530 ± 0.005 1003.065 ± 0.006 0.005
Weighted average 991.532 1003.073

a fitting error of 0.005 nm. The drifting was confirmed to
be within 0.005 nm. Results of the three measurements are
summarized in Table II. It is confirmed that the reproducibility
is within 0.015 nm. Since the fitting error �λfit in the three
measurements was the same, the final value was obtained by
the average weighted by 1/�λ2

drift to be 991.532 nm.
The reproducibility of the wavelength value was also tested

by another line observed at the same time. Table II also shows
the experimental wavelength of the line observed at 1003 nm,
which is the closest one from the S VIII line. The values
obtained in experiments 1 and 3 are shown because we could
not observe any line other than the S VIII line in experiment
2 although we do not know why. As seen in the table, the
difference between two measurements in wavelength in this
line is 0.021 nm, and the average weighted by the fitting error
is obtained to be 1003.073 nm. Although we are not sure,
this line can be assigned to the second-order refraction of the
501.5468-nm line in S II [44]. If it does, the wavelength should
be 1003.094 nm (doubles 501.547 nm), which differs from the
experimentally obtained value by 0.020 nm. We consider this
deviation, which corresponds to about 3/4 of the dispersion
per pixel (0.026 nm/pixel), as a systematic error in the present
measurement, which could arise from drifting, calibration,
background structure, etc.

As written above, the reference lamps were placed outside
CoBIT, which may cause a systematic uncertainty due to a
difference in the source position. This systematic uncertainty
was tested by observing the same 996-nm line of Ar I emitted
from CoBIT and a lamp. The CoBIT spectrum was obtained
by injecting Ar gas until the pressure of the CoBIT chamber
reached about 7.5 × 10−9 Torr, which is much higher than
the pressure of the normal condition where highly charged
Ar ions are produced. The electron energy and current were
150 eV and 10 mA, respectively, with 10 Hz dumping of ions.
The lamp emission and the CoBIT emission were measured
alternately, and the peak position for the CoBIT emission and
the lamp emission was confirmed to be consistent within ±0.2
pixel, which corresponds to ±0.005 nm. We consider this
contribution is also included in the estimated systematic error
0.020 nm.

The fitting error listed in Table II can be regarded as a
statistical error. Thus the final statistical error for the aver-
aged wavelength should be less than ±0.005 nm, such as
±0.003 nm. The total error in the present measurement is
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thus estimated to be ±0.023 nm as a linear sum of the sta-
tistical and the systematic errors. Consequently, 10 085.40 ±
0.23 cm−1 is obtained for the J = 3/2 − 1/2 fine-structure
splitting of 2p5 in S VIII in the present study.

B. Experiment for Cl IX

Our measurements for the fine-structure splitting of Cl IX

were conducted using the SH-HtscEBIT [42,43]. The electron
beam is emitted from a LaB6 cathode and compressed to
150 μm by a magnetic field (0.2 T) created by liquid-nitrogen
temperature superconducting coils. The electron-beam energy
of this EBIT can be varied from 30 to 4000 eV, and it is
therefore able to create lowly charged ions. The background
vacuum pressure in the trap center is estimated to be lower
than 1.0 × 10−9 Torr, which makes it possible to produce
targeted ions mainly through electron collisional ionization
with negligible influence from charge exchange. Basically
each new charge state is formed at the ionization energy of
the previous one, giving an important aid in spectral line
identification.

The chlorine ions used in the present work were ob-
tained by continuously injecting CCl4 gas, which has a very
low volatile point at atmospheric pressure. Once the CCl4

molecules entered the region of central drift tube, they were
quickly destroyed. Monoenergetic beam electrons collided
with injected atoms to form a thin plasma, and the Cl atoms
were ionized in further collisions with beam electrons acceler-
ated by the potential difference between the central drift tube
and cathode. Once the ions were formed, they were conse-
quently trapped in the radial direction by the space charge
of the electron beam and the magnetic field of the EBIT,
and longitudinally by the voltage applied to the EBIT central
drift tubes (100 V). The final Cl charge state distribution
depended on a number of parameters, e.g., the electron-beam
energy, current density, and injection rate, but also on the bal-
ance of processes, e.g., ionization, recombination, and charge
exchange. Excited ions, some of which decayed through emit-
ting photons, were produced and confined in the central drift
tube region.

A high-resolution grazing-incidence flat-field spectrometer
which covers the range of 1–50 nm was utilized to record
extreme ultraviolet spectra. This spectrometer could reach a
resolving power above 800 according to our previous exper-
iments [48,49]. A 450-nm-thick aluminum foil was used and
mounted on the window of the miniature ultrahigh vacuum
gate valve between the SH-HtscEBIT and the spectrometer
to block the visible and infrared light from hot cathode.
Because of aluminum absorption edge, only EUV radiation
longer than 17.1 nm can pass through this aluminum foil. For
the present experiment, a Hitachi varied-line-spacing (VLS)
grating (1200 L/mm, part number 001-0659) was used, and an
Andor CCD camera (model number DO936N-00W-#BN) was
placed at different positions to record different wavelength
regions.

For visible spectra, the light was viewed and analyzed by
a Czerny-Turner spectrometer from Andor (Sr-303i), which
approximately covers the range of 200–800 nm. A biconvex
lens of f = 150 mm was placed between the window of our
EBIT and entrance slit of the spectrometer (30 μm) to obtain

FIG. 2. Spectra of chlorine obtained by SH-HtscEBIT at nominal
electron beam energy of 330, 370, 400, and 430 eV in the range 687–
742 nm. Line is the M1 transition between the fine-structure levels in
the 2s22p5 2P ground term of Cl IX.

a larger collection solid angle. Light from the center of the
drift tube was then dispersed by a 1200-L/mm grating blazed
at 500 nm and finally detected by a charge-coupled device
(Andor DU971P-UVB).

Spectra from Cl IX ions in the visible range 687–742 nm,
which were obtained at the nominal electron beam energies of
330, 370, 400, and 430 eV, are shown in Fig. 2. Accumulation
time of each spectrum was 2 h. As can be seen from Fig. 2, a
line at 732.744 nm emerges when the nominal electron beam
energy reaches 370 eV, which just exceeds the ionization
energy of Cl VIII, indicating that this line comes from Cl IX.
The intensity of this line strongly increases when the electron
beam energy is tuned to 400 eV.

To verify the source of this line, the EUV spectra ranging
17–26 nm were also obtained simultaneously. The inten-
sity of line at 18.033 ± 0.034 and 18.494 ± 0.038 nm show
the same dependence on electron-beam energy as the visi-
ble line at 732.744 nm, making clear they come from the
same charge-state ions. According to the NIST database
[44], these two EUV lines come from the E1 transition
2s12p6 2S1/2–2s22p5 2P3/2 and 2s12p6 2S1/2–2s22p5 2P1/2 re-
spectively, which certifies that the line at 732.744 nm comes
from the M1 transition 2s22p5 2P3/2–2s22p5 2P1/2.

To improve the signal-to-noise ratio, the accumulation time
of our observation for Cl IX spectrum was totally 8 h at
the nominal electron-beam energies of 400 eV. The wave-
length calibration of this range was accomplished by using
external Ne and Ar lamps. According to our calibration re-
sults, the wavelength uncertainty for the line at 732.744 nm
was 0.017 nm. Note that this uncertainty includes fitting
uncertainty as well as dispersion function uncertainty. The
systematic uncertainty caused by the difference in positions
between the trapped ions and the reference lamps should be
taken into account. As shown in Table III, by measuring Ar
XI transition 2s22p4 3P2–3P1 in the same measurement wave
band of the interested Cl IX spectra, and then comparing the
wavelength of corresponding line according to NIST database
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TABLE III. Comparison of our measured wavelength (nm) for
Ar XI and Ar X with NIST [12,44].

Ion Transition This work NIST

Ar XI 2s22p4 3P2–3P1 691.675 ± 0.014 691.6878 ± 0.0012
Ar X 2s22p5 2P3/2–2P1/2 553.310 ± 0.012 553.3265 ± 0.0002

[12,44], this deviation was determined as −0.013 nm. In
the same way, the wavelength deviation of Ar X transition
2s22p5 2P3/2–2P1/2 was determined as −0.016 nm though
the measurement wave band was changed. Considering the
spectrometers leading to the nonlinear distribution of actual
wavelength, this deviation was finally estimated as −0.013 ±
0.004 nm. Thus, the wavelength of the fine-structure splitting
of Cl IX is corrected to 732.757 ± 0.017 nm. The temperature
in our laboratory was well stabilized and kept to 20 ± 0.5 ◦C
to eliminate the time-dependent expansion caused by tem-
perature fluctuations. Furthermore, the EBIT, the lens, and
the spectrometer would not move since the vibrations caused
by the experimental equipment were very weak. Therefore,
systematic uncertainty was dominated by the difference in the
source positions while thermal and mechanical drifts could be
neglected. Consequently, we determine the wave number for
the magnetic dipole line in Cl IX as 13 643.39 ± 0.32 cm−1.

III. DISCUSSION

Before proceeding to a detailed comparison of obtained
results with previous measurements and calculations, let us
briefly discuss the theoretical evaluations performed in the
present work. In order to calculate the transition energy
2P3/2–2P1/2 precisely, one has to consider different correc-
tions to the leading Dirac-Hartree-Fock value. Typically, we
refer to these corrections as correlation, Breit [including the
Breit(0), frequency-independent Breit interaction, and the
Breit(w), frequency-dependent transverse photon exchange],
and QED effects [including the one-electron and screened
self-energy (SE) and vacuum polarization (VP) diagrams]. As
can be seen from Fig. 1 in Ref. [1] and Ref. [50], Breit(0)
is the largest correction for all ions. The correlation is the
second largest contribution for Z < 20, while its relative con-
tribution decreases fast with Z . The Breit(w) contribution
in low Z is relatively small compared with other effects.

Thus, the dominant corrections in low Z are Breit(0) and
correlation. State-of-the-art calculations of the correlation and
Breit corrections for F-like ions were done by Li et al. [1].
Consequently, the only correction left is the QED effect. In
Ref. [1], the QED effects were first calculated within approx-
imate methods: the method implemented in GRASP2K [4],
the Welton treatment of the self-energy [5,6], and the model
QED approach [7,8]. Later, the rigorous QED computations
were performed by Volotka et al. [9] for Z � 18. Moreover,
recently, Shabaev et al. [10] reexamined the model QED oper-
ator and reached an agreement with the rigorous calculation.
Here, we extend the rigorous QED calculations for Z � 18,
as shown in Table IV. The computations are based on the
QED perturbation theory in the extended Furry picture. The
first-order and second-order many-electron radiative QED
corrections are rigorously evaluated. We do not provide all the
details of the computations since they are essentially similar to
those performed in Ref. [9]. The uncertainty due to the higher-
order screened diagrams is estimated to be (α/8π )(αZ )4/Z2

multiplied by a factor of 2.5. In order to reduce this un-
certainty, we plan to merge the rigorous QED computations
with an approximate treatment. In particular, the third- and
higher-order screened radiative corrections extracted from an
approximate method can be added to the rigorously evaluated
first- and second-order results. These merging calculations
are currently underway and will be published elsewhere.
However, based on the relative values of the higher-order
contributions, we can complement our previous uncertainty
analysis, which was based on the comparison of the results
obtained with different starting potentials. Although we do not
add any additional higher-order correction to the previously
published value for Ar, we reduce the uncertainty compared
to Ref. [9] by a factor of 2.

In Table IV, we add the results of our direct measurements
for S VIII and Cl IX to Ne II [11], Na III, Mg IV, Al V [13],
and Ar X [12]. Non-QED values are deduced from theoretical
values without QED corrections from Refs. [1,50,51]. It is
rather difficult to estimate an uncertainty of the non-QED val-
ues since such an estimation is usually based on a comparison
with experimental values. For such a comparison, we have
to know the QED corrections with better accuracy. However,
since the correlation for the considering case can be kept well
under control, we assume, here, that the uncertainty of the
non-QED values is smaller than the uncertainty of QED con-
tributions. QED corrections (experiment, GRASP2K, Welton,

TABLE IV. Comparison of our QED radiative corrections for 10 � Z � 18 with other available values. See the text. All values are in
cm−1. The notation for experimental values, e.g., 780.4240(11), implies 780.4240 ± 0.0011.

QED

Z Experiment Non-QED Expt. This work GRASP2K Welton Model QED

10 780.4240(11) 778.67 1.75 2.4(0.9) 1.78 1.77 2.76
11 1366.5(2) 1363.34 3.2(2) 4.0(1.0) 3.10 3.09 4.63
12 2228.8(1) 2223.74 5.1(1) 6.4(1.2) 5.02 5.01 7.26
13 3442.1(4) 3434.95 7.2(4) 9.5(1.5) 7.71 7.69 10.85
16 10 085.40(23) 10 061.40 24.00(23) 26.2(2.3) 22.26 22.22 29.47
17 13 643.39(32) 13 610.62 32.77(32) 34.8(2.5) 29.96 29.91 39.04
18 18 067.494(7) 18 024.76 42.73(1) 44.4(2.8) 39.46 39.26 50.59
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TABLE V. Comparison of experimental and theoretical results of
fine-structure splitting of S VIII.

Name Year Type Wave number (cm−1)

This work 2020 Expt. 10 085.40 ± 0.23
Kissell [15] 1965 Expt.a 10 087 ± 1
Robinson [14] 1937 Expt.b 10 080
NIST [44] Theor. 10 085
CHIANTI [57] Theor.c 10 083.98
This work 2020 Theor. 10 087.6 ± 2.3
Li [1,50,51] 2018 Theor.d 10 083.66 (10 090.95)
Jönsson [54] 2013 Theor. 10 084.5
Pagan [55] 2011 Theor. 10 087
Bengtsson [56] 1993 Theor. 10 087
Martin [16] 1990 Theor. 10 085
Hata [53] 1983 Theor. 10 081.3
Edlén [21] 1983 Theor. 10 084
Kim [52] 1982 Theor. 10 081 ± 5
Curtis [46] 1982 Theor. 10 086

aObtained from solar spectrum, but this result is questionable; see the
text.
bIndirect measurements; see the text.
cTheoretical line given by CHIANTI, Version 7.0 [57].
dQED effects evaluated with GRASP2K and model QED (value in
brackets) by Li et al. [1,50,51].

and model QED) are obtained as the difference between the
corresponding results (experiment, and theoretical values for
GRASP2K, Welton, and model QED from Refs. [1,50,51])
and non-QED values.

We merge our QED radiative corrections for 10 � Z � 18
with non-QED values from the GRASP2K results of Li et al.
[1]. Our direct measurements and theoretical calculations of
the fine-structure splitting of S VIII and Cl IX, as well as
other experimental and theoretical results given by previous
research, are listed in Tables V and VI respectively. As can be
seen from Table V, the ground term interval given by Robin-
son [14] deviates 7 cm−1 from that given by Kissell [15],
which has exceeded the error bar given by Kissell. It should be
noticed that the former value was obtained from the separation
of two EUV lines, while the latter one was observed from
the solar spectrum, which is pointed out as needing confir-
mation by Jefferies [16,17]. Our value is in the middle of the
numbers provided by them, and a wavelength measurement
accuracy of 22.8 ppm is achieved. The theoretical values are
dispersed between 10 081 cm−1 and 10 091 cm−1. Most of
the ab initio theoretical results (Kim and Huang [52], Hata
et al. [53], Jönsson et al. [54], Li et al. [1]) were obtained
with the help of the multiconfigurational Dirac-Fock method.
Some of the values also include the semiempirical corrections
(Curtis and Ramanujam [46], Pagan et al. [55], Bengtsson
et al. [56]). The QED effects were previously estimated either
by the approximate potentials or by hydrogenic results. For
the values of Li et al. [1], we present two results: one with the
QED correction calculated with the GRASP2K and another
with the model QED approach (value in brackets). Both of our
values, theoretical and experimental, are close to other results
and in good agreement with each other.

TABLE VI. Comparison of experimental and theoretical results
of fine-structure splitting of Cl IX.

Name Year Type Wave number (cm−1)

This work 2020 Expt. 13 643.39 ± 0.32
Jupén (Edlén) [19] 1985 Expt.a 13 629
Kaufman [18] 1982 Expt.b 13 631 ± 40
Edlén [20–23] 1977 Expt.c 13 641.1 ± 5
NIST [44] Theor. 13 629
This work 2020 Theor. 13 645.4 ± 2.5
Li [1,50,51] 2018 Theor.d 13 640.58 (13 649.76)
Jönsson [54] 2013 Theor. 13 641.64
Edlén [21] 1983 Theor. 13 640
Hata [53] 1983 Theor. 13 638.9
Curtis [46] 1982 Theor. 13 644
Edlén [20] 1982 Theor. 13 641
Kim [52] 1982 Theor. 13 638 ± 5
Edlén [23] 1977 Theor. 13 642.1

aThis value was reported by Jupén, but the indirect measurements
were accomplished by Edlén.
bIndirect measurements; see the text.
cThis value was reported by Edlén himself, which deviated a lot from
that reported by Jupén.
dQED effects evaluated with GRASP2K and model QED (value in
brackets) by Li et al. [1,50,51].

For the ground term interval of Cl IX, the indirectly mea-
sured results given by Edlén in different publications exhibit
two versions [19–23], i.e., 13 629 cm−1 and 13 641 cm−1,
as can be seen from Table VI. This big discrepancy could be
quite puzzling, and we are not able to explain it at present.
This splitting reported by Kaufman [18] is 13 631 cm−1,
which is close to one of Edlén’s results [19]. However, the
error bar of Kaufman’s results has reached up to 40 cm−1.
It is easy to understand this large uncertainty, since it also
comes from the separation of two levels, both of which
gave an uncertainty of 20 cm−1. Our directly measured value,
13 643.39 ± 0.32 cm−1, is close to one of the values given by
Edlén [20–23]. As in the case of S VIII, the theoretical spread is
rather narrow, ranging from 13 638 cm−1 to 13 650 cm−1 and
thus it covers only 9 × 10−4 in relative units. The reason for
this is still the same: the transition energy is only slightly sen-
sitive to the correlation effects. Thus, the difference between
theoretical values is due to the slight variation in account-
ing for correlation and due to the treatment of QED effects.
Regarding QED, the previous works were mainly based on
their approximate treatments. The rigorous evaluation of QED
corrections allows us to keep it under control and assign an
uncertainty to our theoretical value. Comparing our experi-
mental and theoretical values we find a good agreement as
well as with other theoretical results.

Coming back now to a comparison of the experimental and
theoretical results for the whole low-Z isoelectronic sequence,
we present in Fig. 3 available values. For theoretical data, we
show the results of Li et al. [1] obtained within GRASP2K
and model QED approaches together with the rigorous QED
calculations [9] extended here also for Z � 18. As can be
seen from the figure, their mutual location stays the same
for different ions, i.e., the rigorous QED result lies between
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FIG. 3. Comparison of the fine-structure energy splitting of
2p5 2P for 10 � Z � 28 from the GRASP2K calculations with the
result of model QED calculations (magenta �) and also with the di-
rect observations (black �). The Welton results given by Li et al. [1]
are removed since they are almost the same as GRASP2K. Note that
our direct measurements for the fine-structure splitting of S VIIIand
Cl IX are added to this picture (red �) based on the original data
presented in Li et al. [1]. Direct observations from solar spectrum
by Kissell for S VIII(brown �) are also added, while the results from
indirect measurements are abandoned. Our rigorous QED radiative
correction calculations combined with non-QED GRASP2K result
of Li et al. [1] are added as well (blue �).

GRASP2K and model QED calculations. All the theoretical
calculations approach each other with an increase of Z . Thus,
different treatments of the QED corrections start to be more
precise for heavier ions. As for the experimental results, we
display the data for Ne II [11], Na III, Mg IV, Al V [13], Ar X

[12], Ti XIV, Fe XVIII, Ni XX [58] from previous measurements
together with our results for S VIII and Cl IX. As can be seen
from Fig. 3, the experimental values from direct measure-
ments for the fine-structure splitting of S VIII and Cl IX are
found between GRASP2K and model QED calculations. At

the same time, they are within the error bar of our theoretical
predictions. The theoretical (this work) and experimental data
points from S VIII to Ni XX exhibit a trend that they are
closer to each other with increasing Z . If we now draw a
line connecting the Ne II and Ar X experimental results, we
observe that all experimental data in between can be nicely
found on this line except for the Al V point. Moreover, the Al
V is the only ion remaining, where our rigorous calculations
disagree with the experiment.

IV. CONCLUSION

In conclusion, we present direct measurements for the
ground term transition 2p5 2P3/2–2P1/2 for S VIII and Cl IX.
We also extend ab initio QED calculations for 10 � Z � 18
in F-like ions. Our experimental values are direct wavelength
measurements for S VIII and Cl IX in the laboratory. A spectral
line near 1 μm is observed within EBIT devices, which ex-
tends EBIT spectroscopy in assisting astrophysical research
from x-ray, extreme ultraviolet, visible, and to the infrared
region. Discrepancies between experimental and theoretical
calculations for the fine-structure energy splitting of 2p5 2P
for 10 � Z � 18 shown by Li et al. [1] are solved after our rig-
orous radiative QED corrections. Comparing the whole low-Z
isoelectronic sequence, we observe everywhere an agreement,
and it is further improving with an increase of Z . However,
there is one exception of the Al V result, which does not match
our theoretical values. We call for more experimental work on
the direct measurements for the fine-structure splitting 2p5 of
Al V, Si VI, and P VII, and thus further investigate the low-Z
trend in F-like ions.
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