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We adopt a nonlinear two-mode model to investigate the Rosen-Zener-Stiickelberg (RZS) interferometry of an
interacting Bose-Einstein condensate trapped in double-well potential with a periodically modulating barrier. For
symmetric potential, we analyze the properties of interference patterns and derive the interference conditions.
For asymmetric potential, we explore the resonance structures caused by destructive interference at the weakly
coupling limit and obtain the resonance conditions. In particular, we find that the chaotic motions in the
asymmetric case with low-frequency modulation, can destroy the formation of interference fringes. In the sym-
metric case with high-frequency modulation, we see Fano-line-like resonance structures and find that the reso-
nance positions exactly correspond to the boundary of macroscopic quantum self-trapping. We show that the
nonlinearity can significantly alter both the shape and position of interference fringes and resonance structures.
We discuss the experimental feasibility by comparing the solution of the Gross-Pitaevskii equation with both the
solution of the two-mode model and the truncated Wigner simulation as well. The results suggest important
applications of nonlinear RZS interferometry both in precisely controlling the dynamics and in accurately

measuring the parameters of interacting many-body systems.
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I. INTRODUCTION

The interacting Bose-Einstein condensate (BEC) trapped
in double-well potential provides a representative quantum
platform for the exploration of the physics of both macro-
scopic tunneling dynamics [1-4] and atomic matter-wave
interference [5—10]. Due to the nonlinearity induced by the
mean-field treatment of the interactions between coherent
atoms, the system exhibits many remarkable dynamical phe-
nomena that are distinguished from the traditional quantum
systems, such as Josephson oscillations [11-13], self-trapping
[14,15], nonlinear Landau-Zener tunneling [16-19] and
Rosen-Zener (RZ) tunneling [20,21], and so on. The atomic
interferometer [22] is a powerful tool for different mea-
surements, ranging from probing the atomic properties [23],
implementing the accurate measurements [24], to detecting
the inertial effects [25]. The observation of BEC interference
[26] brings a fascinating opportunity for investigating the
properties of atomic matter-wave interferometry with BEC
owing to its macroscopic coherence nature [27-29]. With
the development of the techniques for manipulating ultra-
cold atoms, a variety of interference schemes using trapped
BEC have been proposed [5,30] and realized in experiments
[31-36].

Considering the fundamental difference between optical
and atomic interferometers caused by atom-atom interac-
tion [9], the Mach-Zehnder [37-40], the Ramsey [41-44],
the RZ [45], and the Landau-Zener-Stiickelberg-Majorana
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interferometries [16,17,46—49] have been extended to the non-
linear interaction cases because of the conceptual importance
of these schemes. Recently, we proposed a Rosen-Zener-
Stiickelberg (RZS) interferometer [50] with double-well
trapped interaction-free ultracold atoms and found some
unique strengths compared to other interferometers. As a
sequential work, in this paper, we mainly demonstrate the
effects of atomic interactions on the RZS interference and res-
onance of BEC, because the interactions can be used to reduce
phase diffusion [51-53], generate nonclassical correlations
to improve the sensitivity [54,55], and create entanglement
[56-62]. We study the influence of the symmetry of double-
well potential and the modulation frequency of the barrier on
the RZS interference and resonance under different strengths
of atomic interactions. We find that the frequency shift and
the shape deformation of both the interference fringes and the
resonance constructions strongly depend on the strength of
atomic interactions. We show that the chaotic motions in low-
frequency modulation prevent the formation of interference
fringes and the Fano-line-like resonance structure occurs at
the self-trapping boundary with high-frequency modulation.

The paper is organized as follows. In Sec. II, we intro-
duce the nonlinear two-mode RZ-train model. In Sec. III, we
present the main results. The nonlinear RZS interference and
resonance are categorized into two cases, i.e., low-frequency
modulation and high-frequency modulation; in each case
we, respectively, discuss the situations with symmetric and
asymmetric potentials. In Sec. IV, we simulate the evolution
of BEC based on the Gross-Pitaevskii (GP) equation and
compare it with both the two-mode solution and the trun-
cated Wigner simulation. Finally, we give a brief summary
in Sec. V.
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II. NONLINEAR TWO-MODE RZ-TRAIN MODEL

We consider an atomic double-well BEC. Under the
mean-field approximation, the dynamics of the system is

governed by the GP equation zhw = [—% +U(r,t)+

Up|U(r, )2 1¥(r, t), where Uy = 4””# describes the atomic
interactions proportional to the s-wave scattering length a;
and the total number N with m being the mass of atoms and
U(r,t) being the time-dependent double-well potential. For
a sufficiently high barrier and weakly atomic interaction, one
can describe the system by using a two-mode approximation
(TMA) [55]. The two spatial modes localized in the left and
right wells are given by the first spatially symmetric and
first antisymmetric stationary eigenstates of the GP equation
[12,14]. Under the TMA, the Hamiltonian of the system reads
[21,43]

=6+

A+ (bl —lal) ,
oy,
2
where a and b are the atomic population probabilities of
the two spatial modes. 6, ; represent the Pauli matrices. The
model Eq. (1) is fully characterized by three parameters: the
energy bias A between the two modes determined by the
asymmetry of the double-well potential, the time-dependent
coupling V (t) = Vi + Asin?(wt) > 0 (with amplitude A, fre-
quency o, and offset V) between the two modes inversely
proportional to the height of the barrier, and the nonlinear
interaction strength ¢ describing the collision between the
coherent atoms and can be flexibly changed by using the Fes-
hbach resonances. The evolution of the system is controlled
by the following nonlinear Schrodinger equation (& = 1),

(D

.d _
IEX(Z‘) = H()X(1), 2)

where X(t) = [a(t), b(t)]" is the two-component column
vector. For convenience, we employ the adiabatic basis to
describe the system, i.e., {|E(¢))}, which consists of the in-
stantaneous eigenstates of the time-dependent Hamiltonian,
ie., H®)x(t) = n(@)x(t) with x(t) = [a(t), b(t)]", where
is the chemical potential and is determined by the following
algebraic equation:

(c+ 2w 4> =V ()2l —4A%u* = 0. 3)

The eigenenergy E can be derived from the relation E =
w — c(jal* + |b|*)/2. We illustrate the adiabatic energy levels
(given by the values of w) of the system with A =w =1
for both ¢ =0 and ¢ # 0 in Fig. 1. In the linear case, i.e.,
¢ =0, it is clear that the energy gap between the two levels
at the avoided crossings wt = nm (with integer n) is equal to

AT+ V02. However, in the nonlinear case, i.e., ¢ # 0, we see

that the loop structures appear at the higher (or lower) energy
level when ¢ > A? for Vo =0 and A # 0 (see the green
solid lines in Fig. 1), while the level crossings appear at the
lower (or higher) energy level when ¢? > V;? for Vy # 0 and
A = 0 (see the red broken lines in Fig. 1). The level-crossing
points are located at wt = (2n + 1) /2 £ cos™'[1 +2(Vy —
c)/A]/2 when ¢ > 0 and at wt = 2n+ 1) /2 +cos™'[1 +
2(Vy + ¢)/A]/2 when ¢ < 0. For the situations VpA = 0, the
narrow energy gap at the avoided crossings is equal to Vp

wt/n

FIG. 1. Adiabatic energy levels with A = w = 1 for (a) linear
case ¢ = 0 and (b) nonlinear case ¢ = 1. For the cases VA = 0, the
minimum energy gap at the avoided crossings is equal to V; or |A].
When VoA # 0 and ¢*3 > V02/ 34 A3 (not shown), the minimum
level gaps at the avoided crossings are functions of A, Vp, and c.

or |A| [see Fig. 1(b)]. For the situations VoA # 0, there are
two, three, and four energy levels at the avoided crossings for
2P < VOZ/3 + A3, B = V02/3 + A%3, and 3 > Voz/3 +
A?3 respectively, and the narrow energy gaps at the avoided
crossings are functions of all three parameters (A, Vy, ¢). In
the next section, we will explore the influence of the loop
structure and the level crossing on the RZS interference and
resonance, because in these level loop and crossing regions
the number of the eigenvalues is more than two and thus the
corresponding eigenstates are not orthogonal to each other.

III. NONLINEAR RZS INTERFERENCE AND RESONANCE

Using the above two-mode atomic BEC system we are
capable of realizing a nonlinear RZS interferometer, in which
the nonlinearity is caused by the atomic interactions. The
main structure of the interferometer based on the RZ-train
model Eq. (1) is constructed by a sequence of RZ pulses of
a sine-square form with the period T = 7 /w, which peri-
odically modulates the coupling between the two modes. In
our numerical experiments, initially, the BEC is prepared in
one spatial mode, i.e., [a(t = 0), b(t = 0)] = [0, 1]. When the
RZ pulse turns on, the quantum tunneling between the two
modes occurs. What we focus on is how does the periodic
RZ-pulse field affect the population dynamics. Thus we record
the populations of atoms in the other mode (i.e., |a(t)|*) when
the final RZ pulse turns off (i.e., t = NT with N being the
total number of the pulses) or at the end of each pulse (i.e.,
t =nT with n=1,2,...). The measurements are repeated
with variable parameters either of the system (i.e., A and V})
or of the external field (i.e., A and w), and the RZS interference
patterns are expected to build up in the parameter domain. In
our simulations, we take the maximum strength of the periodic
RZ-pulse field as the energy scale, namely, A = 1.

We begin our numerical simulations with V;/A = 0, which
means that, in the absence of periodic RZ-pulse field the
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FIG. 2. RZS interference patterns shown by the final population
probability (i.e., |a(t = 20T)|?) distributions. For comparison, we
give the results with V;/A = 0 both for (a) ¢/A =0 and for (b)
c/A=1.

barrier is so high that the BEC in the two spacial modes
are decoupled. In Fig. 2, we show the RZS interference
patterns formed by evolving the system from ¢t =0 to t =
20T . We see that the interference fringes can be destructive
or constructive, which are determined by the relative phase
(between two modes) acquired during the evolution. In the
linear case [see Fig. 2(a)], the interference pattern is of ax-
ial symmetry structure and the main distribution of |a(t =
20T)|? is symmetrically centered on three lines denoted by
w/A = 00, £1/2, respectively. For the simplest case ¢ =
A =Vy = 0 [corresponding to the line A/A = 0 in Fig. 2(a)],
the analytical solution for |a(t = NT)|* can be expressed as
sin’ [A(2N7 — sin[2N7])/(8w)]. However, in the nonlinear
case [see Fig. 2(b)], the axial symmetry of the interference
pattern is severely damaged. This implies that the nonlinearity
induced by the atomic interactions can strongly modify the
features of the RZS interferometry. Subsequently, we divide
the study into two cases by comparing the modulation fre-
quency @ with the modulation amplitude A to explore the
effects of the nonlinearity on the properties of RZS interfer-
ence and resonance. For each case we focus on two main
situations, namely, A/A = 0 and V,/A = 0.

A. Low-frequency modulation

When the modulation frequency  is comparable to, or
smaller than the modulation strength A and the interaction
strength ¢, we label it as the low-frequency modulation case.
For example, the regime w/A < 1 in Fig. 2(b), where we see
the emergence of chaos in small |A|/A regions. In Fig. 3, we
plot the final population probability |a(t = 2T')|? as a function
of Vp/A and A/A for different values of c¢/A with w = 1.
In Fig. 3(a), A/A =0, it is found that the dependence of
the interference fringes in the V;;/A domain on the nonlinear
parameter c/A in large V,/A (e.g., >3) region is rather weak,
and the fringes for small nonlinearity (e.g., [c/A| < 1.5) show
a regular oscillation [see Fig. 3(c)]. For the case A =c =
0, the analytical solution of the Schrodinger Eq. (2) reads

|a(t=2T)|2 [ . |

((

0 02 04 06 08 1

LL i o - wo
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FIG. 3. Nonlinear RZS interference patterns with low-frequency
modulation given by the final population probability |a(t = 2T')|? for
(a) A/A = 0and (b) V5 /A = 0. (c) and (d) The corresponding profiles
of ¢/A =0 and c¢/A = 1.5. (¢) and (f) The corresponding rescaled
Stiickelberg phase 26s, /2. The parameters are A = w = 1.

la(t)|? = sin®[(A + 2Vp)t /4 — (A sin[2wt])/(8w)]. When 1 =
2T, the fringes in the V; domain can be described by the
function sinz[(A + 2Vp)m /2] with a period 1, which are in
good agreement with the numerical results shown in Fig. 3(c).
In Fig. 3(b), Vo /A = 0, we see that |a(t = 27T')|? is small in the
entire regime for cA > 0 and the fringes in the A/A domain
mainly distribute in the regions (3.2 — c¢/A) for a given c/A.
Moreover, in this case, we find that the nonlinearity can lead
to severe compression and displacement of the fringes [see
Fig. 3(d)].

To find the conditions of the RZS interference in the low-
frequency modulation regime, for simplicity, here we map the
nonlinear RZ-train model Eq. (1) to a classical Hamiltonian.
According to Refs. [19,43], we introduce 0 = argb — arga
and s = |b|> — |a|* as canonical variables, which denote the
relative phase and the population imbalance between the
two modes, respectively. As a result, we obtain the classical
Hamiltonian as follows:

H = —(A—I—%s)s—FV(t)\/l — 2cos. (4)

We define the relative phase accumulated in one periodic evo-
lution as the Stiickelberg phase, namely, 6s; = 6(T) — 6(0) =
Jfy (8H/3s)dr. In our case, 8(0) =0, and thus b5, = 6(T).
In Figs. 3(e) and 3(f), we have demonstrated the rescaled
Stiickelberg phase s /7 as a function of V;j/A and A/A. Both
for the linear and nonlinear cases, we see that the minimum
values of |a(t = 2T)|* are located at 205, = 2n7 while the
maximum values are located at 205, = (2n + 1) with n =
0,1, £2,.... Similarly, the conditions of the constructive
and destructive interferences for N-period evolution are given
by

Nés; = (2n + 1) and Nés, = 2nr, (5)
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FIG. 4. Nonlinear RZS resonance structures with low-frequency
modulation for (a) final population probability |a(t = 207)|* and (a’)
periodic-averaged population probability % 21221 la(t = IT)|*. Red
dotted lines demonstrate the results determined by ®g, = 2nw with
n==41,42,.... (b) and (b') The corresponding profiles of c/A =
0, 1, and 4. Thick solid, dash-dot, and dash-dot-dot lines denote the
exact solutions obtained from Eq. (2) while thin broken red lines
denote the approximate solution given by Eq. (6) for comparison.
The parameters are A = w = 1 and V/JA = 0.

respectively. These conditions imply that, for a given initial
state, the nonlinear RZS interference characterized by the final
population probability in one mode is only determined by the
relative phase between the two modes accumulated during the
first RZ pulse. It must be mentioned that, with the increase of
the number of evolution cycles, the RZS interference fringes
given by the final population probability will become more
and more dense. Alternatively, it would be a better way to
measure the population probability at the end of each cycle
and then average them as the interference signal. Actually, the
averaging operation can result in the disappearance of many
interference fringes obtained from the ultimate measurements.
To show this effect, we calculate the periodic-averaged occu-
pation probability, i.e., % Zf’: la@ =1 T)|?. The numerical
results with @ = 1 and N = 20 for different nonlinear interac-
tions are illustrated in Figs. 4(a’) and 4(b’). As a comparison,
we also show the corresponding results for the final popu-
lation probability in Figs. 4(a) and 4(b). In these cases, the
population probabilities for |a|*> are very small. To clearly
see the resonance structures corresponding to the destructive
interference, we have employed logarithmic coordinates.

For the weak-coupling limit case, Vy/A — 0, the tun-
neling between the two modes is weak enough and thus
we can use the approximations |a(t)|? ~ |a(t = T)|*> and
|b(t)|? ~ |b(t = T)|?>. Under this condition, one can trans-
form the RZ-train model from the Schrodinger picture to
the Dirac picture by introducing the gauge transformation
X®)=U@)X'¢)withU() = exp[—i(%t + sllb@t = T)* —
la(t = T)|*1t)6.], where X/(¢) = [a'(t), b'(t)]" is the new
two-component vector with the same probability as the old

one. In the new basis, Eq. (2) becomes

d
X0 = <_§ < )X’(r), ©)

with

o V(t)eiQ(t)
2

, O@)=[A+cs(t =T)t, @)

where 2 denotes the effective Rabi frequency measuring the
coupling between the two modes with s(t = T) = |b(T)|> —
la(T)|?. The symbol * indicates the complex conjugate. For
one cycle evolution, the argument of the effective coupling
parameter, namely, ® £ 2wt, can be approximate to Gg =~
T[A + cs(t = T) £ 2w]. For convenience, we label ®g; as the
Stokes phase, which determines the positions of the resonance
caused by the destructive RZS interference. Accordingly, for
the N-cycle evolution the condition of the resonances can be
obtained by minimizing the effective coupling, which is

Osi=2nmw or [A+cs(t =T)] =2(n* o, ®)

where n are positive and negative integers for &+, respectively.
In Figs. 4(a) and 4(a’), we have shown the resonance positions
by the red dotted lines given by Eq. (8). It is found that,
for larger cA (i.e., larger |n|), e.g., when n = £3, the above
Eq. (8) can accurately predict the resonance positions for both
final-population and periodic-averaged-population signals. In
fact, at the weak-coupling limit, the tunneling probability
is small enough and can be safely neglected, therefore, the
initial condition s( = 0) = 1 gives a good approximation of
s(t = T) and then Eq. (6) reduces to a linear model. Based
on this linear model, we have calculated the final and the
periodic-averaged probabilities of |a’|> and compared with
the exact solutions obtained by directly solving the nonlinear
Schrodinger Eq. (2). From Fig. 4(c) we find that the two
results for the periodic-averaged measurement are in good
agreement when cA is larger or n > 2. Particularly, we see
some random oscillations in the region A/A € (—2.4, 1.6) for
c¢/A = 1, which imply the emergence of Hamiltonian chaos.
To confirm this, we show the typical behavior of the Poincaré
section (obtained by stroboscopic plotting of the classical
trajectories with period 7') of H(¢) in Fig. 5 for ¢c/A =1
and V/A = 0 with the parameter A/A ranging from 0.471
to 3.471. It is clear that, for small values (i.e., <1.6) of
A/A, the phase space is dominated by chaotic motions [see
Figs. 5(a) and 5(b)], whereas for large values (i.e., >1.6)
of A/A, the dynamics is primarily regular [see Figs. 5(c)
and 5(d)]. It is important to emphasize that, by introducing
the time-dependent periodic modulation into the nonlinear
two-mode model, the degrees of freedom for the system are
increased from two to three and thus the minimum dimensions
permitting the chaotic behaviors are satisfied.

B. High-frequency modulation

When the modulation frequency w is much larger than the
modulation amplitude A and the nonlinearity ¢, we refer to
it as the high-frequency modulation case. In this case, we
also study two typical situations as mentioned previously.
First, we analyze the situation for A/A = 0. To meet the
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(d) 4/4=3.471

< =——= 5

FIG. 5. Poincaré sections of the Hamiltonian system (4) for
V(t) = Vy + Asin’(wt) with o = 1 and V, = 0, obtained by strobo-
scopic plotting of the trajectories with period T = 7 /w for different
energy biases: (a) A/A = 0.471,(b) A/A = 1.471, (c) AJA = 2471,
and (d) A/A = 3.471.

condition for the high-frequency modulation, in the simu-
lations we set w = 100. For different nonlinear interaction
strengths, we obtain the RZS reference fringes in Vy/A do-
main and demonstrate them in Fig. 6(a). Here we take the
final population probability as the interference signature. It is
easy to see that the effect of nonlinearity on the interference
pattern is not significant if V{/A is not small. In the simplest
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FIG. 6. Nonlinear RZS interference patterns of |a(t = 20T )|?
with high-frequency modulation for (a) A/A = 0 and (b) V;/A = 0.
The profiles for ¢/A = 0 (olive solid lines) and ¢/A = 3 (red dotted
lines) illustrate in (c) for A/A = 0 and in (d) for V,/A = 0. (e) and (f)
The rescaled final relative phase 0 (t = 20T") corresponding to (c) and
(d). We mark the resonance positions by white dotted lines given by
Eq. (13). The parameters are A = 1 and @ = 100.

o

NN
\ ¥
0 ) \.

la(=207)

o
o

A=20T)/n

20

FIG. 7. Fano-line-like resonance structures for different non-
linear strengths with high-frequency modulation. (a) and (b) The
final population probability |a(t =207)|> and the final relative
phase 6(t = 207T), respectively. The vertical gray solid, dashed, and
dash-dotted lines mark the positions of Fano-line-like resonance,
destructive interference, and constructive interference, respectively.
The parameters are A =0,A =1, and w = 100.

linear case, i.e., A = ¢ = 0, we can derive the analytical so-
lution of the Schrodinger Eq. (2); it is |a(t)|> = sin’[(A +
2Vo)t /4 — (A sin[2wt])/(8w)]. For t = 20T, the interference
fringes in the Vj domain are well described by the function
sin?[(A + 2Vy)7 /20] with the period being 10, which are in
good agreement with our numerical results shown in Fig. 6(c).
As a result, for N period evolution, the conditions for the
constructive and destructive interferences, respectively, read

NVo = (2n+ 1)w and NVy = 2nw, 9)

withn =0, 1, 2, .. .. In the weakly nonlinear case, i.e., |c| <
2Vp, the coupling between the two modes is strong and the
tunneling between them leads to a Rabi-type oscillation of the
final population |a(t = NT)|* with V; [see Fig. 6(c)]. Corre-
spondingly, the final relative phase 6(+ = NT') also illustrates
a synchronous oscillation [see Fig. 6(e)] limited in a narrow
range (—i, i) and thus the interference conditions cannot be
expressed as those in the low-frequency modulation case by
Eq. (5). Alternatively, here we employ the final relative phase
between the two modes to give the interference conditions,
ie.,

0 and de(;:,v D'~ 0, constructive; 0
0(1‘ =N T) = ( an i (1 )
d—e(;;év ) <0, destructive.

We find that this final relative phase criterion for the nonlinear
RZS interference with high-frequency modulation still works
well in the linear case. In the strongly nonlinear case, i.e.,
|c| > 2Vj, the tunneling between the two modes is very small
due to the appearance of loop structure at energy levels. This
regime is often called the macroscopic self-trapping phase. In
this region we find that the conditions for interference are just
the opposite of those for the weak nonlinearity, i.e., d6(t =
NT)/dVy < 0and dO(t = NT)/dVy > 0 for the constructive
and destructive interferences, respectively. For instance, in
Fig. 7, we have shown the situations for both weakly and
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strongly nonlinear cases, which support the interference con-
ditions we have given above. It should be mentioned that, in
some cases, the final relative phase between the two modes
can go out of the range [—m, ] but we have still limited it
to this range because of the periodicity of 6. In particular,
at the boundary between the strong and weak nonlinearities,
ie., |c|] =2V, we see the obvious Fano-line-like resonance
structures [see Fig. 7(a)]. Moreover, we find that the stronger
the nonlinearity, the narrower the resonance width.

Now we discuss the situation for Vo =0 in the high-
frequency modulation case. In this limit case, the coupling
between the two modes is small enough and can be safely
neglected in most situations. Similar to the plot in the low-
frequency modulation case, here we adopt the logarithmic
coordinates demonstrating the exact results obtained from
Eq. (2) for different nonlinearities in Fig. 6(b). A parallel
diagonal pattern for interference has been seen. To find the
resonance (refer to the destructive interference) condition,
we also calculate the final relative phase shown in Fig. 6(f)
corresponding to the resonances illustrated in Fig. 6(d). Ac-
cordingly, we obtain the condition of resonance as follows:

do(t=NT) =0 A <O
0(t = NT) = 2nm and {de(jjm) (11)

with n =0, £1,£2,.... This condition also can apply to
both linear and nonlinear cases [see Fig. 6(f)]. Finally, we
try to give some approximate results from Eq. (6). In this
high-frequency modulation case, the effective coupling is
characterized by the Rabi frequency,

LA e

2~ 7€ - (12)
In this expression, we have neglected the high-frequency os-
cillation terms —4¢1@®*271 For one cycle evolution, the
argument of the effective coupling parameter ®(¢) gives the
Stokes phase, which can be approximate to Og ~ T[A +
cs(t =T)] and determines the positions of the resonance
caused by the destructive interference. Similarly, for N-cycle
evolution, the condition of the resonances is given by mini-
mizing the effective coupling, which requires

N®g =2nmw or N[A+cs(t =T)] = nw, (13)

where n = +1,£2,.... In Fig. 6(b), we have marked the
resonance positions by the white dotted lines given by the
above Eq. (13). It is seen that Eq. (13) can accurately predict
the resonance positions for both linear and nonlinear cases.
Actually, at the weak-coupling limit, we can use s(t = T') ~
s(t =0) =1 and then the resonance condition in Eq. (13)
can be simplified to N(A + ¢) = nw. Using the above ap-
proximation, we have calculated the final probability and the
periodic-averaged probability of |a|? from Eq. (6) and com-
pared with the exact solutions obtained by directly solving the
nonlinear Schrodinger Eq. (2). From Fig. 8(a) we find that
the results for both two outputs are in good agreement. For
the final measurements, our two different conditions Eqs. (11)
and (13) for the resonances work well. We emphasize that the
periodic-averaged outputs and the corresponding Stiickelberg
phase criterion [see the red dash-dotted line in Fig. 8(b)] used
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FIG. 8. (a) Nonlinear RZS resonances with high-frequency
modulation for Vy/A =0 and ¢/A =5 of final population proba-
bility |a(t = 207)|> and periodic-averaged population probability
2—10 21221 la(t = IT)|*. The corresponding approximate solutions ob-
tained from Eq. (6) have also been shown for comparison. (b) Three
rescaled relative phases, i.e., the final relative phase 6(¢ = 20T ), the
20 times of the Stiickelberg phase 0s,, and the 20 times of the Stokes
phase Og,, shown as the functions of A/A. The parameters are A = 1
and w = 100.

in the low-frequency modulation cases cannot give any useful
information when they apply to the high-frequency modula-
tion cases.

IV. EXPERIMENTAL FEASIBILITY ANALYSIS

In this section, we try to connect the above theoretical
analysis to the actual BEC experiment [9,10]. To this end,
we need to simulate the evolution of condensate by solving
the time-dependent GP equation. The dimensionless version
of the one-dimensional GP equation reads (7 = m = 1)

oY 192 5
— = | —=— 4+ Vaw(x, ¢ , 14
i [ T3 TVl D F oyl v, (4
where the double-well potential Vg, takes the form of
1
Vaw(x, 1) = 5)(2 V(1)1 |y (15)

The periodically modulated barrier height, the separation
of two wells, and the tilt of the potential are, respectively,
characterized by V,(¢) =V; — Asin*(wt), w, and f. In the
description of Egs. (14) and (15), the distances, time, and
energies have been scaled by /%i/(mw,) (with w, being the
harmonic frequency), 1/w,, and hwy, respectively.

Using the TMA, the wave function can be expressed
as [12,14] ¥ (x,t) = Yr()Pr(x) + Yr(1)Pr(x). The two
modes are described by the spatial wave functions ®; g =
(®, £ Dy)/+/2, where ®, and @, are the instantaneous
ground and first-excited states of the stationary GP equa-
tion, i.e., [=5 2 + Vaw () + 20l P o[ 1P o (¥) = Eg o Py ().
The orthogonality condition and the normalized condition are
[ ®;®;dx = §; ; (withi, j = L, R)and |y, |> + |y&|* = 1. As
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wtln
FIG. 9. Wave-function distribution of the two spatial modes: (a)
|®,| and (b) |Pg|. (c) Variation of both the parameters in the two-
mode Schrddinger equation and the height of the barrier between
two wells over time. We have set V; = 10, A =9, w = 1/\f2, and
go =1

a result, we obtain the two-mode Schrodinger equation to
govern the dynamics of a weakly coupled BEC as follows:

d 2 K
iy = <€L+gL|1/fL| i
dt K €r + grIVR|

where  Y(1) = [yo.(). yrO]". & = [T3|V®i* + Vaw(x)
|®;’ldx (with i=L,R), g =go[|Pil*dx, and K =
f[%VCDLVCDR—l—CDLVdW(x)CDR]dx. For convenience, in the
following simulation we focus on the symmetric double-well
potential [10], i.e., f =0. In this case the parameters in
Eq. (16) are simplified to €, g = € and g, g = g. We select the
parameters as V; = 10, w = l/ﬁ, A =9, and go = 1. The
results for the wave functions of two modes with different
heights of the barrier are shown in Figs. 9(a) and 9(b). The
coefficients of the two-mode equation are demonstrated in
Fig. 9(c) as well.

To simulate the evolution of condensate and verify the
validity of TMA, we directly solve the time-dependent GP
equation (14) by employing the operator-splitting method. Ini-
tially, the barrier is very high and the atoms are prepared in the
right well, i.e., |1/z(0)|> = 1. To prevent the atoms from being
excited into higher excited states, the height of the barrier
must adiabatically vary. According to Ref. [50], the adiabatic
condition for the parameters we selected is w < 0.8306 or
T > 3.7823. The final probability of the atoms occupying in
the left well Py is sensitive to w. In the top panel of Fig. 10, we
show three typical tunneling behaviors of condensate evolving
two cycles: (i) Atoms dominate the right well [see Fig. 10(a)];
(i) atoms dominate the left well [see Fig. 10(b)]; (iii)
atoms occupy both wells alternately [see Fig. 10(c)]. Taking
periodic-averaged measurement, i.e., P, = % S Pt =1IT),

)Y(t), (16)

FIG. 10. (Top panel) Time evolution of the population prob-
ability |y|> for different modulation periods. (Bottom panel)
Comparison between the solution of the GP equation and the TMA
result for the population probability of atoms in the left well. GPE1
denotes the probability of atomic population left of the barrier while
GPE2 illustrates the probability given by the projection measure-
ment. (a) and (a’) T = 287, (b) and (b’) T = 309.5, and (c) and (c¢’)
T =319. WehavesetV, =10,A =9, w = l/ﬁ, and go = 1.

the first two cases correspond to the destructive interference
and constructive interference, respectively. For comparison,
we also illustrate the solutions obtained from the two-mode
equation (16) in the bottom panel of Fig. 10. We calculate two

experimental observables: fi’oo | (x)|*dx (GPEI in Fig. 10)

and |f_+;O Y*(x)®; (x)dx|?> (GPE2 in Fig. 10). We find that
these two quantities are in good agreement with each other.
Moreover, we see that the consistency between the solutions
of the GP equation and TMA is also good in most time
evolution regions. However, in the Josephson oscillation re-
gions around wt/m = 2n+1)/2 (with n =0, 1, ...), there
is a slight inconsistency between the two solutions, because in
these regions the barrier is so low that TMA does not hold [i.e.,
the two modes cannot be completely localized and spatially
separated as shown in Figs. 9(a) and 9(b)].

Now we discuss the validity of the mean-field approxi-
mation presented above. We know that the mean-field GP
equation describes the dynamics of a weakly interacting
atomic condensate at zero temperature when N — oo. It does
not consider the effects of thermal noise and quantum noise.
However, a real-world BEC made of ultracold atoms suffers
from depletion in the course of its time evolution and this may
affect the double-well dynamics of the condensate. Here we
make a quantitative analysis of the impact of effects beyond
the mean-field approximation via the truncated Wigner (TW)
calculations [63]. The basic idea of the TW method is that
one can map a problem in quantum phase space (using the
Wigner function) to a set of stochastic differential equations
[64]. According to Ref. [63], the stochastic GP equation for
our problem with two-body dissipation terms reads

9 1 82

where k is the dissipation parameter describing the lo-
cal two-body collisional losses [63] and can be approxi-

mated by /k =~ % with k being Boltzmann’s con-

stant and Tyc being the temperature of the noncondensate
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FIG. 11. (a) TW calculations for the time evolution of the total
atomic number of condensate for different dissipation parameters «.
(b) Corresponding results for the population probability of atoms in
the left well. For comparison, we also show the results from GP equa-
tion simulations (i.e., k = 0, solid black lines). We have set V; = 10,
A=9,w=1/v2,T =300,N =10°, M = 128, Ax = 0.125, and
go=1

[65]. &(x,t) is a complex stochastic §-correlated Gaussian
noise with (& (x, )§*(x',t")) = 8(x — x")8(t — t’). For the ini-
tial condition ¥ (0) = r(x) 4+ n(x) with nx) = [n,(x) +
ini(x)]/2+/N Ax (where Ax is the grid spacing; n, and n; are
two independent Gaussian random numbers with mean 0 and
standard deviation 1 at each grid point), we do many simu-
lations based on Eq. (17) each with different noise and then
we can estimate the atomic number of condensate by N¢ =
N[ZIJL |w(xj)|2Ax — %] (with M being the total number of
grid points; refer to Ref. [64] for more details). In Fig. 11,
we demonstrate our TW calculations for the time evolution
of the proportion of condensate [see Fig. 11(a)] and the pop-
ulation probability of atoms in the left well [see Fig. 11(b)].
For the case with small dissipation (e.g., k = 107%), we see
that the TW calculation is consistent with the GP equation
simulation during whole two cycles. For the condensate of
87Rb atoms with a; =~ 100a, (where aq is the Bohr radius), the
value ¥ = 107> corresponds to a temperature approximately
Tne =~ 168nK at which the deviations from the GP calcula-
tions become visible at finite time scales. Actually, the final
population probability P, mainly depends on the dynamics
of the Josephson oscillation stage of the evolution process.
Fortunately, it is shown that the experimental results are in
good agreement with the GP equation simulations during this
period [66].

Finally, it must be mentioned that for the atomic BEC,
the atom-atom interaction can be controlled by the Feshbach

resonance technique, the double-well potential (15) can be
formed by superimposing a blue-detuned laser beam upon
the center of a magnetic trap and the barrier height can be
adjusted by changing the intensity of the blue-detuned laser
beam [26], and the tilt of the potential can be achieved through
a magnetic field, a gravity field, or a light shift [67]. One can
also use the rf dressing technique [68,69] to realize the double-
well potential with tunable barrier height and tilt. Therefore,
the nonlinear RZS interference and resonance based on the
double-well BEC can be observed under current experimental
conditions [9,10,66].

V. CONCLUSION

In conclusion, we have investigated the nonlinear RZS
interferometry of double-well BEC based on the two-mode
RZ-train model and demonstrated that both the coherent
atomic interactions and the periodic RZ-pulse field can
strongly affect the properties of the interference. For the sym-
metric potential case, we have analyzed the features of RZS
interference patterns and derived the interference condition.
For the asymmetric potential case, we have explored the res-
onance structures caused by the destructive interference at the
weakly coupling limit and obtained the resonance condition.
Particularly, it is found that the chaotic motions in the asym-
metric case with low-frequency modulation, can destroy the
formation of interference fringes. In the symmetric case with
high-frequency modulation, the structures of Fano-line-like
resonance have been shown and the resonance positions are
found to exactly be the boundary of the macroscopic quantum
self-trapping. We have also analyzed the experimental feasi-
bility by comparing the solution of the GP equation with both
the TMA solution and the TW calculation. The sensitivity of
interference fringes and resonance structures to both system
parameters and periodic pulse field suggests important ap-
plications of our nonlinear RZS interferometry in precisely
controlling the dynamics and in accurately measuring the
parameters of interacting many-body systems.
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