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Asymptotic population imbalance of an ultracold bosonic ensemble in a driven double well
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We demonstrate that an ultracold many-body bosonic ensemble confined in a one-dimensional double-well
potential exhibits a population imbalance between the two wells at large timescales, when the depth of the wells
is modulated by a time-dependent driving force. The specific form of the driving force is shown to break spatial
parity and time-reversal symmetries, which leads to such an asymptotic population imbalance (API). The value
of the API can be flexibly controlled by changing the phase of the driving force and the total number of particles.
While the API is highly sensitive to the initial state in the few-particle regime, this dependence on the initial
state is lost as we approach the classical limit of large particle numbers. We perform a Floquet analysis in the
few-particle regime and an analysis based on a driven classical nonrigid pendulum in the many-particle regime.
Although the obtained API values in the many-particle regime agree very well with those obtained in the classical
limit, we show that there exists a significant disagreement in the corresponding real-time population imbalance

due to quantum correlations.
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I. INTRODUCTION

Ultracold atomic gases provide an ideal platform for the
study of quantum many-body physics [1]. Ever since the re-
alization of Bose-Einstein condensates of weakly interacting
gases [2,3], milestone achievements have been reported in
cold-atom experiments. Prominent examples are the obser-
vation of the superfluid to Mott insulator phase transition of
bosons in optical lattices [4—6] and the BCS-BEC crossover
for degenerate Fermi gases [7,8]. Among them, trapping of
bosonic atoms in a double-well potential constitutes a proto-
type system for the investigations of the tunneling dynam-
ics [9-11]. Such a system represents a bosonic Josephson
junction (BJJ), an atomic analogy of the Josephson effect
initially predicted for a pair of electrons (Cooper pair) tun-
neling through two weakly linked superconductors [12,13].
Owing to the unprecedented controllability of the trapping
geometries as well as the atomic interaction strengths [1],
studies of the BJJ unveil various intriguing phenomena which
are not accessible for conventional superconducting systems
[14-25]. Examples are the Josephson oscillations [14-16],
fragmentations [17,18], macroscopic quantum self-trapping
[11,14,15], collapse and revival sequences [16], the atomic
squeezing state [19,20], as well as strongly correlated tunnel-
ing dynamics in few-body systems [21-25].

On the other hand, systems driven out of equilibrium by
time-dependent driving forces have attracted growing inter-
ests in recent years. The time-dependent variation of the
control parameters can trigger nontrivial responses allowing
the system to exhibit novel properties which are absent in the
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static counterpart [26-28]. It has been shown that external
driving can lead to different phenomena in ultracold atomic
ensembles [28], for instance, the emergence of superfluid-
Mott insulator transition by periodically shaking the optical
lattices [29-31] and the single-particle and many-body coher-
ent destruction of tunneling in a driven double-well potential
[32,33]. A phenomenon of particular interest in driven cold
atomic ensembles is the “ratchet effect,” which can lead
to a unidirectional transport of the atoms in a fluctuating
environment even in absence of a net force bias [34-37].
In order to realize such directed transport, the system must
necessarily break certain spatiotemporal symmetries [38—46].
This provides not only a useful method for controlling the
transport of atomic ensembles but also different applications
like particle separation based on physical properties [47—49]
and design of efficient velocity filters [50,51].

In the present paper, we explore the ratchet effect for a
many-body bosonic ensemble confined in a one-dimensional
(1D) double-well potential the depth of which is periodically
modulated. Unlike most previous studies, which focus either
on the noninteracting regime [32] or on the transient dynamics
[52,53], we investigate the transport properties of interacting
particles in the asymptotic limit# — oo. Specifically, we start
with an equal number of particles in both wells and explore
the emergence of an asymptotic population imbalance (API)
of particles in the two wells. For this, the spatial parity and the
time-reversal symmetries need to be broken [38,39], which is
achieved by a suitable biharmonic driving force. We show that
the value of the API can be flexibly controlled by changing the
driving phase. Most importantly, we demonstrate that for the
same driving force the value of the API shows an individually
characteristic behavior for different particle numbers. While
the APl is highly sensitive to the initial state in the few-particle
regime, this dependence on the initial state is lost as the
number of particles is increased, thus approaching the
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classical limit of large particle numbers. We explain the
behavior of the API in the few-particle limit in terms of
the underlying Floquet modes (FMs). In the many-particle
regime, we show that the API can be interpreted in terms
of the well-established classical nonrigid driven pendulum
[14-16,52,54], providing a deeper insight into the connections
between classical and quantum physics. Although the ob-
tained API values agree very well with the ones in the classical
limit, we show that there exists a significant disagreement in
the corresponding real-time population imbalance due to the
presence of quantum correlations.

This paper is organized as follows. In Sec. II, we introduce
our setup and the quantities of interests. In Sec. III, we
investigate the relevant symmetries controlling the API in
both the quantum and classical limits. In Secs. IV and V,
we present a comprehensive study of the behavior of the API
as we go from the few-particle regime to the many-particle
regime. Finally, our conclusions and outlook are provided in
Sec. VL.

II. SETUP

We consider an ultracold many-body ensemble consisting
of N interacting bosons confined within a 1D symmetric
double-well potential Vpw (x), the depth of which is modulated
periodically via a driving force F'(¢). The Hamiltonian of the
system is given by

H(t) = / dx T (x)ho (x, ) (x)
+ ‘% / dx g P PP ). (1)

where x[Af*(x) [1/7(x)] is the field operator that creates (an-
nihilates) a boson at position x. The single-particle Hamil-
tonian hg(x,1) = —%;—; + Vow(x) + xf(t), where f(t) =
Ejcos(wt) + Ercos(2wt + ¢) is a biharmonic periodic driving
force. E| and E, denote driving amplitudes, o is the driving
frequency, and ¢ is a temporal phase shift. The interaction
among the bosons is assumed to be of zero range and is
modeled by a contact potential of strength [55,56]

41> -
gp= — [1 - ci] . )

Here a, is the three-dimensional (3D) Bose-Bose s-wave scat-
tering length and C &~ 1.4603 is a constant. The parameters
ay » = «/2h/w, describes the transverse confinement. In this
paper, we focus on the repulsive interaction regime, i.e., g, >
0, which can be controlled experimentally by tuning the s-
wave scattering lengths via Feshbach or confinement-induced
resonances [56-58].

For sufficiently weak interaction and tight enough confine-
ment, the particle excitations are severely suppressed and as a
result the bosons mainly populate the lowest two eigenstates
uy (x) for the single-particle Hamiltonian hy(x) = —%f—; +
Vow(x). We, therefore, adopt the single-band approximation
by expanding the field operator as

¥ (x) = up(x)ag, + ug(x)ag, 3)

with u; g(x) being the Wannier-like states localized in the
left and right well, respectively. This leads to the modified
Hamiltonian

A At | Ata Usn At ata A
Hgy(t) = —JBH(CZIQR + algaL) + T Z afa[ a;a;
i=L,R

+ f()a)a — ahag) (4)

corresponding to the two-site Bose-Hubbard (BH) model with
a; IR (ar/r) being the creation (annihilation) operator with
respect to the u; /g (x) state. The coefficients

JeH = — / uy (X)hs(X)ug(x),

Ust = g / Wdx, (=L, R) 5)

represent the hopping amplitude and the on-site repulsion
energy, respectively, and

f(t) = Ejcos(wt) + Eycos(Rwt + ¢) (6)

denotes the biharmonic driving force. We choose the units
of the energy and time as n = €, — €; and & = 27 /i/n, with
€1 (€;) being the energy of the ground (first excited) state
of the single-particle Hamiltonian fzs(x). With this choice,
the hopping amplitude in Hgy(r) results in a constant value
Jpy = 1/2.

In this paper, we explore the asymptotic particle transport
in the setup due to the time-dependent driving of the spatial
potential. Since our system is spatially bounded, such a par-
ticle transport eventually results in an API between the two
wells. We characterize the API as

o 1 T+17
Ap =1im; 1o 00 —/f dt (Ap)(t), (7
T Je

with Ap = (7, — iig)/N being the normalized particle occu-
pation difference for a fixed total particle number N. The aver-
age (Ap)(t) is computed with respect to the many-body wave
function |\W(¢)), which evolves according to the Schrodinger
equation i%id /3¢ |W(r)) = Hgu(t)|W(¢)). Throughout this pa-
per, we consider the initial populations of the two wells to be
equal such that (Ap)(0) = 0 (see below), and we explore the
possibilities for the appearance of a nonvanishing Ap in the
limit 7, T/ — oo.

Since the Hamiltonian (4) is periodic in time, i.e.,
Hygy(t) = Hgy(t + T), with period T = 27 /w, we can write
the above wave function as [26,59]

(W) =Y Age™! | D4 (1)), ®)

with |®, (7)) being the FM with the temporal period T, i.e.,
| Dy (2)) = |DPy(t + T)). The quasienergy (QE) €, can always
be chosen within the interval [-w/2, /2] [26,59]. According
to the Floquet theorem, the FM fulfills the eigenstate equation

Hr ()| Dy (1)) = €| P (2))). ©)

Here Hp(t) = Hgu(t) — id/dt is the Floquet Hamiltonian
which is defined in the composite Hilbert space R ® 7, with
R being the Hilbert space of square integrable functions and
7 being the space of time-periodic functions the period of
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which is T = 27 /w. The FM |®,(¢))) can thus be expressed
as a linear superposition of the composite states
Do (1)) = > DR, ,INL. Ng) ® ™", (10)
Np,n
where {|N., Ni)} denote the number states with Np, + Np = N

and n =0, £1,42,... is an integer number. Correspond-
ingly, the orthonormality condition for FMs reads

(@aOIPp)) =D > [D, ]

NL ﬂN/ !
Lt
X T/ dte' " M (N}, Ng|N; , Ng)
0

=8up. (11)

In terms of the Floquet modes, the API defined in Eq. (7)
simplifies to

— . e |
Ap = hmt,r’»oo = / dt ZAZA/S el(eu—eﬁ)t
T T P

X (@4 ()| ADIPp(1)))
= PuBpu. (12)

where P, = A*A, denotes the weight corresponding to the
ath FM and is obtained as the overlap of the initial state
with the |®,(t = 0))). Apy = ((Po(t)|AP|Dy(¢))) denotes
the API corresponding to the ath FM |®,,(¢))). It is important
to emphasize that the validity for Eq. (12) relies on the
assumption that the Floquet Hamiltonian Hp(¢) is nondegen-
erate, i.e., €, # €g for o # B, which is well justified by the
extension of the von Neumann—Wigner theorem [38,60].

III. SYMMETRY ANALYSIS

In order to achieve a nonvanishing asymptotic population
imbalance between the two wells, one needs to break certain
symmetries of the underlying system, specifically the gen-
eralized parity symmetry and the generalized time-reversal
symmetry. In this section, we discuss how these symmetries
are violated in our system for both the quantum and the
classical cases. We begin with the quantum limit where we
show how these symmetries affect both the FMs |®,(¢)))
and the operator Ap, thereby controlling the value of the
APIL. In contrast, the dynamics of the particles in the classical
limit is fully characterized by the classical phase space. The
appearance of a nonzero API in this case, as we will show,
is due to a desymmetrization of the chaotic manifold of the
phase space caused by the breaking of the symmetries.

A. Quantum limit
1. Angular-momentum representation

We first introduce three angular-momentum operators as
[16,52]

. 1 . o A i e o
Jo= S (@ag + aan), Jy = =5 (@ar — apa),

~

J.= 5(a;aL — ajag), (13)

obeying the SU(2) commutation relation [y, fﬁ] = ieaﬂyfy.
In this representation, the many-particle Hamiltonian (4) can
be rewritten as

Hs(t) = —J, + UpnJ? — 2f ()], (14)

and the Floquet Hamiltonian in Eq. (9) becomes Hr (1) =
Hg(t) — id/0t. The Casimir invariant J? can be expressed in
terms of the total number of particles N as

N (N
J”2=J”j+J”j+J”j=3(3+1), (15)

denoting the conservation of the total angular momentum
with the magnitude [ = N/2. Consequently, all the eigenstates
{|1, m)} for both J? and J, precisely correspond to the N + 1
basis states {|Np, Ng)} of the N-particle Hilbert space. In
this way, the original many-particle Hamiltonian in (4) is
completely mapped onto the single-particle Hamiltonian in
(14). The hopping of the particles between the two wells
now corresponds to an angular momentum precession around
about the x axis and the driving potential f (t)(N, — Ng) can
be interpreted as a periodic modulation of a Zeeman field
applied in the z direction. The FMs in Eq. (10) can be now
expressed as

| D (1)) Zc;:;nu m) ® e, (16)

in terms of the angular momentum basis {|/, m)}. The API can
hence be interpreted as the asymptotic magnetization along
the z direction:

- 2 T+17 .
Ap =1T. = lims 1o —/ dt (L))
Nt J,

=) RJE. (D

with J_Z“ = %((@a (t)|fz|d>a (1))) being the API corresponding
to the ath FM |®,(¢))). In order to obtain a nonzero API,
it is 1mportant that the system breaks the symmetries, which
transforms J, — —J. and hence renders J“ =0 [38]. In the
following we discuss the general form of these symmetry
operations and how they can be broken.

2 A~
N ZPa((¢a(t)|Jz|<I>a(t)>)

2. Generalized parity symmetry

In the absence of any driving force, ie., E; = E, =0,
the Hamiltonian in (14) is time independent. A natural
choice of the symmetry transformation which keeps this time-
independent Hamiltonian invariant, meanwhile, changing the
sign of J., is a rotation through an angle 7 about the x axis
denoted by the operator R, () = e . This is no longer
true for the time-dependent cases since R.(m)Hr (z‘)]?;1 (m) #
Hr(t) in general. However, if E, =0, the driving force
changes sign due to a time translation, i.e., f(t) = —f(t +
T/2) [see Eq. (6)], and the Hamiltonian Hp(¢) is symmetric
with respect to the transformation [54]

Sp iU, Iy t) = (e, =t +T/2), (18)
generated by the symmetry operator

Sy =Ru(m) ® Q(T/2). 19)
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Here Q(T /2) is the time-shift operator which shifts 7 by 7/2,
resulting in f(t) — —f (). S » 1s the most general transforma-
tion which keeps Hr(¢) invariant but changes the sign of J.
in the presence of our periodic driving force f(¢). In view of
the interpretation of fZ [see Eq. (13)] in terms of the particle
numbers in the left and right well of our double-well potential,
we regard the symmetry transformation S, as the generalized
parity symmetry.

Since S'pﬁp (t)S‘;1 = Hr (t) and S » 1 a unitary operator, all
the eigenstates of Hp(¢) can be characterized as either sym-
metric or antisymmetric with respect to S s 1.E., S | Po (1)) =
+0|P,(¢)) with 0 =1 for [ = N/2 being the integers and
o=i for [ being the half integers. Along with the relation
S‘ AS‘ = —J,, this implies

I = Izv«cbo,(r)mm(t)»

2
N

- _%<<q>a(;)|fz|<l>a(t)>> =

A

= (e ()IS, 18,085,158, Do (1))

—JE=0.  (20)

Here we have employed the fact that S'p is a unitary opera-
tor which leads to (D (1)]S,! = (Do (1)IS] = £0* (P (1))
Since the contribution E from each FM |®,(¢)) to the
API J; vanishes, one concludes that J, = Y, P,J¥ = 0 for
any arbitrary initial condition. As the above single harmonic
driving force (i.e., E, = 0) satisfies f(t) = —f(t + T /2), the
corresponding API is always zero. Hence, in order to achieve
a nonzero API, we must have E, # 0.

Before closing this section, let us emphasize that the
presented generalized parity symmetry for a single harmonic
driving law allows the QE levels belonging to different sym-
metries to cross exactly at certain parameter values, which
is the same situation as the coherent destruction of tunneling
(CDT) [32,33]. Due to this, the assumption of nondegenerate
quasienergy levels in Sec. I may be violated for some energy
levels. However, we note that not only is the ratio of the
number of degenerate QE levels to the total number of QE
levels very small but also the QE degeneracy for the CDT
can occur at only very specific parameter values in the overall
parameter space (see, e.g., Fig. 1 in Ref. [32]). Hence, the QE
degeneracy for a single harmonic driving force is not generic
and occurs for only certain fine-tuned parameter values.

3. Generalized time-reversal symmetry

Apart from S, also the time-reversal operation can flip
the sign of J. [61]. In fact, for our biharmonic driving force
with the temporal phase shift ¢ = 7 /2 or 37 /2, f(¢) satisfies
f(@)=—f(—t+T/2) [see Eq. (6)], and one can define the
generalized time-reversal symmetry transformation [54]

(JX?szt)_> (JX7 t+T/2) (21)
generated by the symmetry operator
S =R(m)®O®Q(T/2) (22)

as the most general form of the time-reversal operation which
transforms J, — —J, and keeps the Hamiltonian Hp(¢) invari-
ant. Here R, (7r) represents the operator inducing a rotation by

an angle 7 around the z axis, © is the antiunitary time-reversal
operator, and Q(T'/2) is the time-shift operator. Although the
time-reversal operator ® does not commute with the time-
shift operator Q(T /2) in general, we note that, when they are
acting on the FMs, the relative order among them does not
affect the physics (see Appendix A).

Due to the antiunitary operator © in ;, one cannot classify
the FMs based on odd or even symmetry analogous to our
previous discussion for the parity transformation. However,
we note that [61]

R.(m)|l,m) = ™™ |1, m),
O, m) = ?"|l, —m). (23)

These relations together with the fact that the transformation
S, preserves the modulus of the inner product of two FMs
provide a useful relation regarding the expansion coefficients:
2
| 24)

Cral” = 1€

We note that the API JZ"‘ corresponding to the FM | D, (¢))
can be expressed in terms of the coefficients C;, ,

— 2
TE = A @alOM@a (1)) Z| Wme o @5)

Alternatively, by applying the symmetry transformation S, J_Z"‘
can also be expressed as [61]

Z

- 1%<<<1>a<r>u;|d>a(r>>>

- 1%((5a(t)|§,J;§,‘1|5a(t)>>

=——Z| cfm==TE =0, @6

where |d> (t))) = §l|d>a(t))) and we have used the fact that
S,J. S_ = —J, along with Egs. (24) and (25).

Hence, for the cases where the driving phase ¢ = 7 /2 or
37 /2, the APLJ, = > PaE = 0 for any arbitrary initial con-
dition. In order to achieve a nonzero API, we must therefore
not only have E, # 0 but also ¢ # /2 and 37 /2.

4. Dependence of API on the driving phase

Having investigated the symmetries of the Floquet Hamil-
tonian and ways to break them, let us now discuss how the
value of J¢ depends on the driving phase ¢. At first, we note
that two Floquet Hamiltonians which are related by a symme-
try transformation have the same QE spectrum. We consider
two Floquet Hamiltonians Ay (t) and Hp»(t) satisfying

Hr ()]0 1)) = V|0 (1)),
Hp ()| @3 (1)) = €| 0P (1)), (27)

with |d>(’>(t))) and e(’) (l =1,2) belng the associated FMs and
QEs. We assume that le(t) and HFz(t) are connected via a
symmetry transformation Hpi1(t) = SHpa ()8!, with § being
the corresponding symmetry operator. This gives rise to

SHp2 (08780 (1)) = Hp1 (D8] @) (1)
=e28|0P (1)), (28)
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which implies that > and §|®@)(¢)) are the eigenvalue and
eigenstate for Hy (1) as well. In this way, we demonstrate that
ﬁFl(t) and ﬁn(t) share the same QE spectrum. Moreover,
for the nondegenerate Hamiltonians Hry (t) and ﬁpz(t), this
further implies that $|®?)(¢))) can only differ from |®((¢)))
by at most a phase factor.

For two different driving phases ¢ and —¢, if we further
consider Hy(t) = Hr(t, ¢) and Hp, (1) = Hp(t, —¢), these
two Hamiltonians are related by the symmetry operator

Sy =R(m)®6 (29)
which yields the transformation
Sé) : (Jxv‘]z’t)_) (JX7JZ7_t)' (30)

Hence, it immediately follows that [61]
_ 2 o
(@) = (@ O |2 1))
2~ A m AT ]~
= SBLOISL(E;) 8 @)

2 . —
= (@@ olLle@ @) =T =e).  GD

where |E>fxl)(t))) = §;)|d>fxl)(t)>) = n|®P(t))) with n being
an arbitrary phase factor and we have employed the relation
S‘éfz(S‘;&)‘l = J,. This shows that the contribution J%(¢) to
the API from each FM possess a mirror symmetry around
¢ = 0 and m, where we have noticed that E(d)) is periodic
in ¢ with period 2. It is also important to emphasize once
again that the above conclusion relies on the assumption that
Hp (1) is nondegenerate, which, as previously mentioned, is
well justified by the extension of the von Neumann—Wigner
theorem [38,60].

Similarly, if we consider Hr|(t) = Hp(t, ¢) and Hp> (1) =
Hp(t, ¢ + ), the symmetry operation

Sy U o) > (Jy, = 1 +T/2) (32)

transforms Hp (7) into Hr,(¢), with the symmetry operator
being

$p = Ru(m) © O(T/2). (33)

Since S‘g reflects J; as ngz(ﬁg)‘l = —J, itresults in J*(¢) =
—J¥(¢ + 7). Hence in addition to the mirror symmetry, J¢(¢)
also possess a shift antisymmetry.

B. Classical limit

In the limit of infinite particle number N — oo and small
interaction energy Uy — 0, such that A = NUgy is fixed,
the dynamics of the particles can be well described by that
of a classical nonrigid pendulum [14-16,52]. In order to
explore the behavior of the API in this classical limit, we
adopt the mean-field approximation as a; =a; (j =L, R),
with a; being a ¢ number [62]. Since the total particle number
N} + Ni = N is conserved, it is convenient to express a;
in the phase-density representation a; = \/N;e®/, where the
particle numbers N; and the phases 6; are in general time
dependent. We further introduce the two conjugate variables

Z(t)=(NL—Np)/N, Ze[-11],

FIG. 1. Poincar€ surfaces of sections for A = 5; the parameters
for the driving force f(¢) are E; = 0.4, E; =0.2, o =0.5, and
¢ = 0. The three red dots from left to right denote the phase-space
points (Z =0, =97/10),(Z=0,¢ =7),(Z=0,¢ = 117/10),
respectively, which will be used as the initial conditions for the
classical simulations (see discussions below).

@(t) = O — 0L, (34)

representing the relative population imbalance between the
two wells and the relative phase difference, respectively. Sub-
stituting Z and ¢ into Eq. (4) and replacing all the operators
aj; (&;) by a; (aj-), we obtain the classical Hamiltonian

Hy@t) = %Zz — V1 —2Z%o0sp +2f()Z, (35)

which describes a driven nonrigid pendulum with angular
momentum Z and length proportional to /1 — Z2 [14-16,52].
A = NUgy is the coupling strength which is inversely propor-
tional to the effective mass of the pendulum. The correspond-
ing equations of motion are thus

7 = —/1 — Z?sing,

0 =AZ+ cosp + 2f(2). (36)

z
V1 =272
Such a classical reformulation allows us to interpret the API
as the average angular momentum of the pendulum:

- _ 1 T+
Ap=Z=1lim; 500 —// Z(t)dt. (37
T Je

The particle dynamics in the classical limit can be well un-
derstood through an analysis of the 3D phase space character-
ized by (Z, ¢, t) underlying the equations of motion Eq. (36).
The stroboscopic Poincaré surfaces of sections (PSOS) (see
Fig. 1) of the particle dynamics reveal that the system has
a mixed phase space that depends on the choice of the
system parameters with both chaotic and regular components
separated by Kolmogorov-Arnold-Moser tori [38,63]. Due to
ergodicity, a trajectory initialized anywhere in the chaotic
layer explores the entire chaotic layer in the course of its
dynamics. The average Z for such a trajectory, corresponding
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to the value of API for the chosen initial condition, can thus be
nonzero only if we break all the symmetries of the equations
of motion Eq. (36) that transforms Z — —Z.

From Eq. (36), it can be seen that the system is invariant
with respect to the generalized parity transformation

Sp:(Z,p,t) > (=Z,—p,t + 1) (38)

if the driving law has the symmetry f(#) = —f(t 4 7) for any
arbitrary time shift . On the other hand, if the driving law
satisfies f(t) = —f(—t + 1), the generalized parity and time-
reversal operations

Spp:(Zp,1) > (=Z, ¢, -1 +7) (39)

keep the system invariant. Since these are the only two possi-
ble symmetry transformations of the system which flips the
sign of Z, one needs to break them in order to achieve a
nonzero API. A biharmonic driving force with Ey, E, 7% 0 and
¢ # nm/2(n € odd integers) breaks both symmetries S, and
Sy, thus allowing for a nonvanishing API. Furthermore, we
can also predict the dependence of the API Z on the driving
phase ¢ by a similar symmetry analysis. We note that Eq. (36)
is invariant under the joint transformation

¢— —¢, (Zopt)—> (Z -, —1). (40)

Hence it follows that z should possess a mirror symmetry with
respect to ¢, i.e., Z(¢) = Z(—¢). The joint transformation

¢ —>o+m, Z,p,t) > (—Z,—¢,t +T/2) 41

also keeps the equation of motion invariant, hence Z has a
shift antisymmetry Z(¢) = —Z(¢ + 7).

Before closing this section, we note that the above mean-
field approximation a; = a; = \/N;e" is equivalent to ex-
press the many-body wave function as [62]

N
W(xy, X, xn, 1) = [ [ o 1), (42)

i=1

with the single-particle state
G (xi, 1) = cp(Dup(x;) + gt ugr(x;) (43)

being the linear superposition of the localized states uy (x)
and ug(x). The time-dependent coefficients c; /g (¢) are in gen-
eral complex, fulfilling the normalization condition |c; (¢)|> +
|cr(t)|> = 1. The conjugate variables Z(¢) and ¢(¢) can thus
be expressed in terms of ¢, (¢) and cg(¢) as

Z(t) = ler()* — ler(@®)]?,
@(t) = arg[cp ()] — arg[cr(1)]. (44)

This provides a relation between the dynamics for Z(¢) and
¢(t) and that of ¢ (¢) and cg(?), respectively.

IV. RESULTS

A. Initial state and numerical setup

The initial condition in the classical limit is provided by
a specific point (Z, ¢) in the phase space, which determines
the initial population and phase difference. In order to find its
equivalent counterpart for the quantum limit, we employ the

relations in Egs. (42) and (43), and express the many-body
state as

1 ONai oo (O inr |
|9,¢)=W cos| 5 )a, +sin| 5 Je¥ay |vac)

N N 1/2 _
= Z (NL> cos™(0/2) sin™* (6 /2) e™Nr¢ |Ny, Ng),
Np=0

(45)

which is the linear superposition of all the number states
{INL, Ng)}. The state |0, ¢) is referred to as the atomic co-
herent state (ACS) [64,65] fulfilling the completeness relation

d2
(N+1)/—4 160, 9) (0, 9| =1, (46)
T

with dQ2 = sinfd6fd¢ being the volume element. The ACS
relates to the mean-field wave function W [see Egs. (42) and
(43)] as

0 = cos ' (Jer|* = |cr®),
@ = arg(c) — arg(cg) @7)

where 6 and ¢ control the initial population difference cosf =
(Np — Ng)/N and the initial phase difference, respectively.
Comparing Eq. (47) to Eq. (44), we find a one-to-one cor-
respondence between |0, ¢) and (Z, ¢), which thus allows us
to compare the quantum and the classical dynamics. Corre-
spondingly, the ACS can be expressed as

l

2 \'?
16, ) = Z <m+l) cos' (6 /2)sin "0 /2)

m=—1
x 7M1 m) (48)

in the angular momentum basis. In recent ultracold experi-
ments, such an ACS can be implemented in a controllable
manner. Tuning a two-photon transition between two hyper-
fine states of 8’Rb atoms allows us to prepare an ACS with
arbitrary |0, ¢) [66,67].

In this paper, we aim to explore how the asymptotic pop-
ulation imbalance behaves when we go from the few-particle
regime to the many-particle regime. To this end, we fix the
coupling strength A = NUpyg = 5.0 for all our simulations
and vary the interaction energy Uy and particle number N
accordingly. For all our quantum simulations, we choose the
initial ACS |@ = /2, ¢), which corresponds to Z(0) = 0 in
the classical limit, signifying a balanced particle population
between the two wells at the beginning. The phase difference
¢ is carefully chosen such that the ACS |6, ¢) is always
located within the chaotic layer corresponding to the classical
PSOS [see three red dots in Fig. 1]. We also simulate the
classical limit by numerically integrating Eq. (36). Finally, we
compare the behavior of the API obtained from the quantum
(J,) and classical (Z) simulations.

B. Variation of API with particle number and driving phase

_ InFig. 2, we present the asymptotic population imbalance
J, as a function of the driving phase ¢ for different particle
numbers N = 2, 20, 500 and different initial states |W(0)) =
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FIG. 2. Asymptotic population imbalance as a function of the driving phase ¢ for the three initial states: (a) |W(0)) = |7 /2, 7),
(b) [W(0)) = |7 /2,97 /10), and (c¢) |¥(0)) = |7 /2, 117 /10). The solid black, orange, and red lines correspond to particle number N = 2, 20,
and 500, respectively. The API in the classical limit is depicted as blue dashed lines for the corresponding initial conditions: (a) (Z = 0, ¢ = 7),
(b) (Z=0,9 =97/10), and (c) (Z =0, ¢ = 11r/10) in the classical PSOS (see Fig. 1). The green solid dots indicate that the API vanishes
at ¢ = m /2 and 37 /2. Remaining parameters are £; = 0.4, £, = 0.2, o = 0.5,and A = 5.

| /2, ) [Fig. 2(a)], |¥(0)) = |7 /2, 97 /10) [Fig. 2(b)], and
|W(0)) = |7 /2, 117 /10) [Fig. 2(c)]. The API Z correspond-
ing to the classical simulations for the same initial conditions
[see three red dots in Fig. 1] are depicted as well [all blue
dashed lines in Fig. 2]. We first discuss the results obtained
for the classical limit. Since a trajectory initialized anywhere
in the chaotic layer will explore the entire chaotic layer in the
course of the dynamics due to ergodicity, it is hence guaran-
teed that the obtained value of API should be independent of
the initial conditions. Hence, the observed behavior of Z is the
same for all the three different initial conditions. Varying the
driving phase ¢, Z(¢) shows an oscillatory behavior having
maxima (minima) at ¢ = w (¢ = 0, 27) and vanishes at ¢ =
nmr /2 for all odd integers n. Most importantly, it preserves
both the mirror symmetry Z(¢) = Z(—¢) [see Eq. (40)] and
the shift antisymmetry Z(¢) = —Z(¢ + ) [see Eq. (41)],
thus verifying our symmetry analysis in Sec. III B.

In the quantum limit, the behavior of the API 7Z is much
more complicated. For a large number of particles N = 500,
the behavior of J, upon varying ¢ almost agrees very well
with that of the API Z in the classical limit, independent of
the initial quantum state [see the red solid lines in Fig. 2].
As a result, J. exhibits the corresponding mirror symmetry
J.(¢) = J.(—¢) and shift antisymmetry J_(¢) = —J (¢ + 1)
as well.

By contrast, the API in the few-particle regime depends
strongly on the initial states. Most importantly, the symmetries
of J.(¢) observed in the large particle limit are broken. For
the initial state |\W(0)) = |7 /2, ), only the mirror symme-
try is preserved [see, e.g., the black solid and the orange
solid lines in Fig. 2(a)], while for |W(0)) = |7 /2,97 /10)
or |w/2, 117 /10) both the mirror symmetry and the shift
antisymmetry are explicitly broken [see Figs. 2(b) and 2(c)].
Instead, a new symmetry which relates the value of J.(¢) for
two different initial states is now observed in the few-particle
regime. Specifically, the dependence of J, on ¢ for the initial
state | /2, 97 /10) [see Fig. 2(b)] can be obtained by a reflec-
tion of J.(¢) for the initial state | /2, 117 /10) [see Fig. 2(c)]
about either ¢ = 0 or 7. Since |7 /2, ) = |7 /2, ¢ — 27), we

can represent this symmetry by
[J:(@)]y = [J:(=P)] . (49)

where [J.(¢)], ([7.(¢)]-,) denotes the obtained J, value for
the initial state |6, ¢) (|0, —¢)) for a given driving phase
¢. Lastly, we note that the API values vanish for ¢ = nw/2
for all odd integers n [see the green dots in Fig. 2] in both
the classical and the quantum limit in accordance with our
symmetry analysis in Secs. III A 3 and III B.

V. DISCUSSIONS
A. API in the few-particle regime

In order to explain the broken symmetries as well as the
emergence of the new symmetry [see Eq. (49)] as we observed
in the few-particle regime, we analyze the contribution of
each Floquet mode to the value of the API. Specifically, since
J.(¢) = > o Pu (¢)E(¢) [see Eq. (17)], we inspect how both
P, and E depend on the driving phase ¢. We note that, while
E((f)) is solely determined by the Floquet Hamiltonian, P, (¢)
depends on both the Floquet Hamiltonian and the initial state.

To illustrate this, we consider the case for N = 2.
Figure 3(a) shows how the contributions E from the three
FMs depend on the driving phase ¢. As it can be seen, their
dependences on ¢ are significantly different from each other,
however all of them vanish for ¢ = nx /2 for all odd integers
n. Additionally, all three J?(qb) preserve both the mirror-
symmetry and shift antisymmetry, i.e., J*(¢) = J*(—¢) and
—J?(q& + ). Hence, the broken symmetries of J, in the
few-particle regime are definitely not due to the contributions
from E(d)) as already verified by our previous symmetry
analysis but stem from the weights P,(¢). In Figs. 3(b)-3(d),
we show the behavior of P,(¢) corresponding to the three
initial states | /2, ), |7 /2,97 /10), and |7 /2, 117 /10), re-
spectively. Indeed, as one can see, the exhibited symmetric
(asymmetrical) structure for P, (¢) results in the mirror sym-
metry (symmetry breaking) in the corresponding J.(¢). For
instance, Py(¢) = P,(—¢) for initial state |7 /2, ), hence
J. fulfills J.(¢p) = J.(—¢). By contrast, P,(¢) # Py(—¢) for
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FIG. 3. Decomposition of J.(¢) with respect to three FMs for
the case N = 2: (a) E(qfw) and (b, ¢) P,(¢) for |W(0)) = |7 /2, ),
|7 /2,97 /10) and |7 /2, 117 /10), respectively. The blue dashed, red
solid, and black dash-dotted lines correspond to the FM |®,(t))),
|®,(1))), and |D5(2))), respectively. The corresponding driving pa-
rameters are £, = 0.4, £, = 0.2, and w = 0.5.

the initial states |7 /2, w &= 7 /10), which results in J.(¢) #
J.(—¢). Moreover, since P,(¢) does not obey the property
P,(¢) = P,(¢ + m) in general, it thereby explains the broken
shift antisymmetry for all the J,(¢) in the few-particle regime.

The emergence of the new symmetry in Eq. (49) can also
be understood from the behavior of P,(¢). Since for two
different initial states |0, ¢) and |6, —¢) the corresponding
Fo(¢) satisfy [Py (d)], = [Pu(—¢)]-, [see Figs. 3(c) and 3(d)
and Appendix B], hence

[Ty = Y _[Pu(@)],TE ()
=Y [Pu(=9)] o JZ(—¢) = [T(=p)] .  (50)

Here, we have employed the mirror-symmetry property of J?,

along with the fact that .I_Z“ is independent for different choices
of the initial states.

B. API in the many-body regime

We now discuss the behavior of the API in the many-
particle regime in detail. Although the dependence of the
API J, on the driving phase ¢ for N = 500 agrees very well
with that of the Z in the classical limit (see Fig. 2), we
show now that there exists a significant disagreement in the
corresponding real-time population imbalance due to quantum
correlations.

1. Quantum correlations

In Fig. 4(a), we show the time evolution of J,(¢) corre-
sponding to N = 500 for the initial state |¥(0)) = |7 /2, 7)
along with that of Z(¢) for the initial condition [Z(0) =
0, ¢(0) = r]. Note that for N = 500 the system is already in

0.45
03f Tk
: 0.45
= — 03
Na
0.15 ~ 015
(b) 0
0 10 20 30 40 50
0 L L L l‘ L
0 2000 4000 6000 8000 10000

t

FIG. 4. Upper panel: Real-time dynamics for J,(t) (blue solid
line) and Z(¢) (red dashed line) for the initial condition |W(0)) =
| /2, ) for the quantum limit and (Z(0) = 0, ¢(0) = ) for the
classical limit. Lower panel: Quantum depletion A(¢) for the case
examined in the upper panel, and the inset denotes the transient
dynamics for A(¢) for ¢ < 50. Both of them correspond to the particle
number N = 500 and the values of the driving parameters are E; =
04,E, =02, 0=0.5and ¢ =0.

the weak-interaction regime, with Jgy /Ugy = 50 > 1, which,
as one may anticipate, renders the mean-field approxima-
tion to work well [4,62]. We observe that although the two
quantities agree very well for very short timescales (r < 5)
they evolve much differently at longer timescales. In order to
understand why such a deviation occurs, we perform a spec-
tral decomposition of the reduced one-body density operator
[68,69]

2
pre) =Y Ol (i), (51)
i=1

and monitor the evolution for the quantum depletion defined
as A(t) =1 —ny(t). Here {n;(t)} are the normalized time-
dependent natural populations sorted in a descending order
of their values such that n;(¢) > ny(¢). {|¢:(t))} denote the
natural orbitals that form a time-dependent single-particle
basis for the description of the dynamical system. Note that
the two-mode expansion of the field operator ¥ (x) in Eq. (3)
leads to the single-particle Hamiltonian being restricted to a
two-dimensional Hilbert space and thus gives rise to only two
natural populations (natural orbitals) in the spectral decom-
position. Physically, the natural population n;(t) denotes the
probability for finding a single particle occupying the state
|¢;(¢)) at time ¢, after tracing out all other (N — 1) particles.
When A(t) = 0, all the bosons reside in the single-particle
state ¢(x;, 1) [see Eq. (43)]. Hence the corresponding many-
body wave function can be expressed in a mean-field product
form [see Eq. (42)]. According to our discussions in Sec. III B,
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this implies that the time evolution of the quantum dynamics
J,(t) is completely equivalent to that of the classical dynamics
Z(t). In contrast, for A(t) > 0, quantum correlations come into
play and therefore this would result in a completely different
dynamics between J,(¢) and Z(¢). This is indeed seen in the
evolution of A(z) shown in Fig. 4(b). For short timescales
t < 5,1 =0, as aresult of which J,(¢) and Z(r) evolve in the
same manner. However, for r > 5, the value of A(¢) increases
rapidly, resulting in the different time evolution of the J (¢)
and the Z(t) dynamics. Hence the existing quantum correla-
tions in the system lead to significant quantitative differences
between the quantum and classical dynamics although the
time-averaged asymptotic particle imbalance is the same in
both cases.

2. Time-averaged Husimi distribution

This leads to the interesting but nontrivial question: while
large discrepancies persist between the dynamics of Z(¢) and
J;(t), how does it eventually result in the same value of the
time-averaged quantities Z and J.? In order to answer this
question, we first explore how our classical state initialized
at (Z =0, ¢ = m) evolves over time in the phase space up
to t = 107. Since the initial state belongs to the chaotic
layer in the PSOS (Fig. 1), it explores the entire chaotic sea
ergodically in the course of its dynamics. In Fig. 5(a), we
show the probability density function (PDF) P¢(Z, ¢) of this
trajectory over the entire course of the dynamics. Note that
the PDF P¢(Z, ¢) unsurprisingly bears a striking resemblance
with the corresponding PSOS in Fig. 1. Since the system
visits all the possible states (phase-space points) that belong
to the chaotic layer ergodically, it results in the uniform
distribution of P¢(Z, ¢) for all (Z, ¢) belonging to the chaotic
sea. The regions for P¢(Z, ¢) = 0 correspond to the regular
islands which the system cannot enter. The visualization of
the Z(¢) dynamics in terms of the PDF Pc(Z, @) allows us to
reformulate the time-averaged population imbalance Z as

_ 1 T+1’ _
Z =1 ryoo — / Z(t)dt = / doPc(Z, 9)Z, (52)
T T

where do is the volume element of the phase space. Averaged
over the whole dynamics, Pc(Z, ¢@)do thus indicates the
probability for the system to be located at the state (Z, ¢).

In the quantum limit, the evolution of the initial state
|W(0)) = |7 /2, 7) for N =500 can be visualized, analo-
gous to Pc(Z, ¢), by the time-averaged Husimi distribution
(TAHD) defined as [70,71]

_ ) 1 T+1’
0y (0. 9) =lim oo / 0u 6. 0,01, (53)
T
where

N+1
Qu (@, ¢.1) = ———(0, ¢lp()I0, ), (54)

with p(¢) = |W(¢))(W(¢)| being the system’s density ma-
trix. Qg (0, ¢,t) thus satisfies the normalization condition
[ Ou(®, ¢, 1)d2 = 1. The TAHD represents the probability
for our quantum system locating at the ACS |0, ¢) averaged
over the entire dynamics. As it can be seen from Fig. 5(b),
the TAHD matches very well with the distribution P¢(Z, @)
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FIG. 5. Upper panel: Phase-space probability distribution func-
tion for a classical trajectory initialized at the point (Z =0, ¢ = ).
Lower panel: The time-averaged Husimi distribution for N = 500
and for the initial state |\W(0)) = |7 /2, ). Note that the 6 axis has
been rescaled to cosé in accordance with the correspondence cosf =
Z. The values of the driving parameters are £y = 0.4, E, = 0.2,
w=0.5,and ¢ = 0.

in Fig. 5(a). Note that the 6 axis in Fig. 5(b) has been rescaled
to cos# since cosé = Z [see Eqgs. (44) and (47)]. This suggests
that the system evolves in an ergodic manner such that it has
an equal probability for occupying all the ACSs located in the
corresponding classical chaotic sea in the course of the dy-
namics. Analogous to the classical case [see Eq. (52)], the API
in the quantum limit can be reformulated in terms of the
TAHD @H (0, ) as (see Appendix C)

~

_ 2 [T
T = time e / dr (1)(0)

_ / dQ0y 0. 9)1.(0. ¢). (55)

with J.(0, ¢) = 2(0, ¢|J.10, ). Since the TAHD 0 (6, ¢)
has a similar distribution as the classical PDF P¢(Z, ¢),
together with the fact that J,(0, ¢) = cosf = Z, the value of
API thus agrees in both the quantum and classical limit.
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VI. CONCLUSIONS AND OUTLOOK

We have investigated a driven many-body bosonic en-
semble confined in a 1D double-well potential and showed
how an asymptotic population imbalance of particles be-
tween the two wells emerges from an initially symmetric
particle population in both the quantum and classical limits.
The asymptotic population imbalance can be controlled by
changing the phase of the driving force as well as the total
number of particles in the setup. The variation of the API
in the few-particle quantum regime is elaborated in terms
of the symmetries of the underlying Floquet modes. In the
many-particle regime, the API can be interpreted in terms of
an equivalent classical driven nonrigid pendulum. However,
we show that quantum correlations persistently exist in the
many-body system, resulting in significant differences in the
real-time evolution of the particle population imbalance as
compared to the corresponding classical description. Possible
future investigations include the control of the asymptotic
many-body coherence, which is directly related to the control
of the asymptotic magnetization along the x and y directions
in the angular momentum representation. Another interesting
perspective is the study of API for an atomic mixture consist-
ing of two atomic species with different mass and interactions.
The effect from the higher bands for the double-well potential,
beyond the single-band approximation discussed here, is also
an interesting perspective.

ACKNOWLEDGMENTS

The authors acknowledge fruitful discussions with K.
Keiler. J.C. and P.S. gratefully acknowledge financial support
by the Deutsche Forschungsgemeinschaft in the framework
of the SFB 925 “Light induced dynamics and control of
correlated quantum systems” (Grant No. 170620586). The
excellence cluster “The Hamburg Centre for Ultrafast Imag-
ing, Structure, Dynamics and Control of Matter at the Atomic
Scale” of the Deutsche Forschungsgemeinschaft (Grant No.
194651731) is acknowledged for financial support. A.K.M.
acknowledges a doctoral research grant (Grant No. 57129429)
by the Deutscher Akademischer Austauschdienst.

APPENDIX A: RELATIVE ORDERS FOR THE
OPERATORS IN THE §, OPERATOR

In this part, we demonstrate that the three operators among
the symmetry operator S, in Eq. (22) commute with each
other, therefore any changes of the relative orders among them
do not affect the physics. Recall the form of the S, operator

=R.(7) ® ©® ® O(T/2). This apparently shows that R.()
commutes with O(T/2) since they are acting on different
Hilbert spaces. Next, we illustrate that the rotation operator
R.(7) commutes with the time-reversal operator © as well.
For an arbitrarily general state |y/), it follows that

—lﬂ.] |I/f)

—J and © changes i — —i, therefore we

OR(m)|y) = [Oe ™0 11Oy), (Al

since OS0! =
have [®, R, ()] =

Finally, we move t0 the commutation relation between
® and Q(T/2). Although © and Q(T/2) fulfill the relation

OO(T/2) = O(~T/2)6, indicating ® does not commute
with Q(T/2) in general, we note that since every FM is
periodic in time as |®,(?))) = |Py(r + T))) it then gives
rise to

OO(T /2)| @ (1)) = OO(—T/2)| P (1))

= Q(T/2)0]D,(1))). (A2)

Thus, in terms of the FMs, ® commutes with Q(7'/2) as well.

APPENDIX B: RELATED PROPERTIES FOR P, (¢)

We derive here the related properties of P,(¢) presented
in Sec. V A. Before proceeding, let us first point out two
preliminaries: the former unveils the relation between two
FMs under the S;) transformation [see Eq. (30)] and the latter
reveals an interesting property for the ACS.

Followed by the discussions in Sec. III A 4, for two Floquet
Hamiltonians Hp(1) = He (1, ¢) and Hpy(1) = Hr(t, —$)
that are related by the symmetry operator S¢ = Ry(rr) ®
©, their FMs |®%(r))) and |®,%(1))) satisfy |®L(1))) =
nS’(lp |®_?(t))), with 1 being an arbitrary phase factor. Accord-
ingly, the corresponding expansion coefficients for |®%(1)))
and |®_?(¢))) fulfill the relation

o =[G’ (B1)
Equation (B1) can be roughly understood as follows: since the
time-reversal operator ® represents a joint operation consist-
ing of a complex conjugation and a spatial rotation of & about
the y axis, the additional rotation Iéy(yr) results in the net effect
for the S‘(Ip operator being a complex conjugation. For the use
in the discussions of P, (¢) below, we further set ¢t = 0 for the
FMs, which thus gives rise to

|4(0)) = ZC“""u my =y D&\l m),
|©,%(0) = ZC“ Ol my = > (et 1 m)
= [T m), (B2)

with D¢ =37 C9. Here we note that at ¢ = 0 the FM is
solely defined in the Hilbert space R, which allows for the
expression |®¢(0)) [|P,?(0))], instead of using the double
bracket.

Next, we illustrate an interesting property for the ACS.
Based on the form written in Eq. (48), for the associated wave

function, given by ¥,,(6, ¢) = (I, m|0, @), it follows that

V(0. ) = ¥,,(0. —¢). (B3)

Since ¥,,(0, ¢) is periodic in ¢ with period 2w, we imme-
diately notice that v, (0, ¢) = ¥, (0, ¢) only for the case
Qo =m.

Equipped with the above knowledge, let us first demon-
strate the relations P,(¢) = P,(—¢) for |W(0)) = |0,¢ =
) and P,(¢) # Py(—¢) for |W(0)) = |6, ¢ # ), which ac-
counts for the symmetry-breaking phenomena observed in
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J.(¢). For |W(0)) = |6, ¢), we have

P.(¢) = (@%(0)

= Y (D5 ] Um0, 0) x D 6. )

m,m’

0. ). ¢|25(0)

(B4)

and

P(—¢) = (2,%(0)]0, ¢)(0. 0| D, ?(0))

=Y DL Yn(0,9) x [Dy?] ¥ (0, 9).  (BS)

This immediately indicates P,(¢) = P,(—¢), which holds
only for the case v,,(0, ¢) = V. (0, ¢); therefore, for the
initial state |W(0)) = |0, ¢ = 7).

In a similar way, the symmetry [Py (¢)], = [Po(—¢)]_y in
Sec.V A can be proven as

[Pa(=P)]—p = (©,2(0)|0, =)0, —¢| D, (0))
= Y D5 Ym0, —¢) x [D5* 195 (6, —0)

= D2y 6. 9) x [DE] W (6. )

m,m’

= [Pa(@)]ps (B6)

where we have employed the relation ¥,,,(6, ¢) = ¥,5 (6, —¢)
in Eq. (B3). Let us note again that the above equation explains
the symmetry relation for J,(¢) obtained in Eq. (50).

APPENDIX C: DETERMINING THE API VIA THE TAHD

Finally, we demonstrate how the API J, can be calculated
in terms of the TAHD QO (0, ¢) as expressed in Eq. (55).
Following the works [64,72-74], we introduce two functions
04(0, ) and P4(0, @) corresponding to an arbitrary operator
A where

040, 9) = (0, 0lA10, ¢) (C1)
and P4 (0, ¢) is defined in the integral form
. 20+1
A=—— [ dQPy(0,9)|0, )0, ¢l, (C2)

with [ = N/2 being the quantum number for the total angular
momentum. Due to the overcompleteness property for the
ACS, the expectation value for A can be expressed as [72]

(A) = Tr(pA) = / dQQu0, 9)Ps(0, ),  (C3)

with p being the system’s density matrix and Qg (6, ¢) being
the Husimi distribgtion given in Eq. (54) for a fixed time ¢. In
this way, the API J, can be formulated as

2 T+1’ .
o f d (1)(0)

J. = hmt,r/—mo

) 1 T+1’
= lime o / dr / 42 04 (8, . DIP,.O. )/1]
T

_ /m@,,w, 0P, 0,

with F‘]Z(Q, 9)=P;(0,9)/1 and P;(6,¢)=(l+ 1)cost
[73]. For the many-particle regime (I > 1), we have
P1.(6,¢)~ cos® = J,(0, ). This demonstrates the validity
of Eq. (55).
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