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Interatomic Coulombic decay of a Li dimer in a coupled electron and nuclear dynamics approach
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Interatomic Coulombic decay (ICD) is a fundamental process between atoms or molecules via a neighbor
interaction that produces a relaxation of an electronically excited atom or molecule when embedded in an
environment. Due to the physical nature of the process, the electronic and nuclear degrees of freedom are
coupled. In this paper, we study the ICD process for a lithium dimer by means of the electron and nuclear
dynamics (END) approach. The END approach incorporates a full time-dependent description of the electronic
and nuclear degrees of freedom, although its current version does not properly account for continuum states
and has limitations in the electronic description by using a single determinantal wave function. Despite this, we
confirm that the ICD process takes place via a dipole interaction that induces the nuclear motion of the dimer
with a consequent electronic population transfer to higher excited states simulating the ionization process. When
the dimer approaches a distance of around 11.5 a.u. (6 Å), this ionization process takes place due to the dipole
coupling and occurs at the place of the strongest attractive dipole force. Passing that point, we find that the two
lithium atoms repel each other via a Coulomb explosion process followed with a consequent kinetic-energy
release (KER). We determine the KER and the timing of the ICD process. We point out the strengths and
weaknesses of the END approach and the required enhancements to account for a better description of the
ICD process in a coupled electron and nuclear dynamics.

DOI: 10.1103/PhysRevA.102.032820

I. INTRODUCTION

The interaction of atoms with the environment is known to
cause distortions in the atom or molecule electronic structure
with effects in the broadening of spectral lines as well as in
the decay process. One of the authors [1] has predicted that
if an excited atom or molecule is put in the neighborhood
of another atom or molecule a mechanism occurs called in-
teratomic Coulombic decay (ICD). The excited system can
transfer its energy in an extremely efficient way to a neigh-
boring system which then releases that energy by emission
of one of its own outer-shell electrons. ICD is different from
the Auger decay since the electron cannot emerge from the
excited system itself, but is ejected from its neighbor’s va-
lence shell. Furthermore, this emission is not mediated by
the overlap of the participating wave functions but rather
by an energy transfer via a virtual photon. Since its the-
oretical prediction, it has been observed experimentally in
van der Waals clusters [2–6], in hydrogen bonded systems
[6–8], in He dimers at very large distance [9], after Auger
and resonant Auger processes [10–13], and after ionization
of a water molecule in water clusters [6,8]. From here on, the
term “dimer” is used for two atoms in gas phase that are not
bound, but nearby. Recently, ICD has been predicted also to
occur from vibrational to electronic degrees of freedom [14].
Furthermore, ICD has been observed in nanosystems, e.g., in
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a pair of singly charged noncoupled semiconductor quantum
dots (QDs) [15,16]. Here, ICD has been predicted to be the
dominant decay channel of a two-electron Feshbach reso-
nance state delocalized over two QDs. Recently, laser-induced
ICD in QDs with electron dynamics at a multiconfigurational
time-dependent Hartree-Fock level have been reported for a
two-dimensional continuum, such that ICD control with laser
polarization is technologically achievable [17]. Very recently,
Agueny et al. [18] have predicted enhanced energy transfer
via bridge assisted mechanisms for ICD in coupled QDs.

There exist several theoretical approaches to study ICD
processes. One approach consists in calculating the rates using
an ab initio calculation of interatomic decay rates by a com-
bination of the Fano ansatz, Green’s-function methods, and
Stieltjes imaging technique [19] and extensions thereof like
the Fano-Stieltjes method applied to Lanczos pseudospectra
[20]. Another approach relies on the Hamiltonian continued
into the complex energy plane [21–25]. The decaying states
become resonances with complex energies, where the imagi-
nary part is related to the inverse lifetime.

In the above methods, the ICD rates are calculated at fixed
values of the interatomic (intermolecular) distances and the
nuclear dynamics of the ICD is calculated afterwards using
the resulting complex potential-energy surfaces [26–28]. We
propose to use a different theoretical approach based on an
ab initio time-dependent solution of the Schrödinger equation
that incorporates electronic and nuclear coupling, the so-
called electron and nuclear dynamics (END) [29]. Although
the current version of END does not account properly for the

2469-9926/2020/102(3)/032820(7) 032820-1 ©2020 American Physical Society

https://orcid.org/0000-0002-1937-2686
https://orcid.org/0000-0003-4629-414X
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.102.032820&domain=pdf&date_stamp=2020-09-28
https://doi.org/10.1103/PhysRevA.102.032820


CABRERA-TRUJILLO, VENDRELL, AND CEDERBAUM PHYSICAL REVIEW A 102, 032820 (2020)

electronic continuum and it is limited to a single determinant,
the coupled electron and nuclei dynamics induced by the
dipole interaction accounts for the ICD process. END has
successfully been applied in atomic and molecular collisions
[30–32], charge exchange [32–34], molecular fragmentation
[35,36], and energy-loss processes [31,37].

In Sec. II A, we present a review of the ICD main as-
sumptions while in Sec. II B a summary of the electron and
nuclear dynamics approach, as implemented to the study of
the interatomic Coulombic decay, is provided. Our results and
discussion are presented in Sec. III and our conclusions are
given in Sec. IV.

II. THEORY

A. ICD assumptions

Let us consider two atomic or molecular systems denoted
as A and B, separated by a distance R. The rate of the ICD
relaxation process is determined by Fermi’s “golden rule”:

� = 2π
∑

f

|〈�i|V |� f 〉|2 (1)

where V is the interaction between system A and its neighbor
B. We shall concentrate here, for simplicity of presentation,
on large distances between A and B and only mention that
ICD is highly operative at typical distances between atomic
and molecular systems. The wave functions �i and � f de-
scribe the initial and final states of the process in the absence
of this interaction. The initial state is given by the product
�i = φA

i φB
i and the final state is given by � f = φA

f φ
B
f , where

φ
j
i is the atomic or molecular wave function of system j. Let

the electronic and nuclear coordinates of system A, relative
to its center of mass, be ri and Rk and let those of system
B, relative to its center of mass, be r′

j and R′
j . Expanding the

interaction V in inverse powers of the distance between the
two centers of mass, R, provides the leading contributing term
[38]:

V ≈ −3(û · DA)(û · DB) + DA · DB

R3
(2)

where û is the unit vector connecting the two centers of mass,
and D = −∑

i ri + ∑
k ZkRk is the dipole operator of system

A with a similar expression for system B. Here Zk indicates the
nuclear charges. Averaging over the orientations of the system
and its neighbor leads to

� = 4π

3R6

∑
f

∣∣DA
i, f

∣∣2∣∣DB
i, f

∣∣2
(3)

where DA
i, f = 〈φA

i |DA|φA
f 〉 is the transition dipole moment of

system A and with a similar expression for system B.
We can view the process presented above as follows. The

neighbor subsystem B achieves an excess energy through
excitation by a photon or by the impact with another parti-
cle. This excess energy may be in the form of an electronic
excitation or an electron hole state in a shell other than the
outermost valence orbital [39]. This electron hole or excitation
is not stable but, crucially, the excess energy is not sufficient
for an autoionization process at subsystem B to occur. This
excess energy can either be carried away from subsystem B

by emission of an extreme UV or x-ray fluorescence photon
or transferred via Coulomb forces to subsystem A, in which an
electron subsequently escapes from the atomic binding. When
possible energetically, the latter nonradiative mechanism of
deexcitation is extremely efficient in comparison to the com-
peting photon emission [40]. Indeed, the characteristic times
are typically less than 100 fs (1 fs = 10−15 s) to even less
than 1 fs [41] entering the attosecond regime (1 as = 10−18 s),
compared to radiative decay lifetimes, which, except for core
levels of heavy elements, belong to the nanosecond range
(1 ns = 10−9 s). Equation (3) implies that systems with large
allowed transition dipole moments will have a large ICD rate.
Furthermore, the process depicted before assumes two static
systems A and B separated initially by a distance R0. In order
to have a time-dependent description of the ICD process, it
is required to solve the time-dependent Schrödinger equation
where the decay width, as a function of nuclear coordinates,
serves as the imaginary part of the complex potential surfaces
involved.

B. Electron and nuclear dynamics approach

For the study of the interatomic Coulomb decay, we use a
nonadiabatic approach that takes into account the electronic
and nuclear coupling within the time-dependent variational
principle (TDVP) to solve the time-dependent Schrödinger
equation. This method is called the END. As the details of the
END method have been reported elsewhere [29], we present
here only a brief summary of the theory.

The simplest level of the END theory employs a wave
function

|ψ〉 = |z, R, P〉|R, P〉 = |z〉|φ〉 (4)

where

|R, P〉 =
∏

k

exp

[
−1

2

(
Xk − Rk

ωk

)2

+ iPk · (Xk − Rk )

]
(5)

is the nuclear wave function with Rk and Pk denoting the
average position and momentum of a nucleus, respectively,
and where

|z, R, P〉 = |z〉 = det{χi(x j, R, P)} (6)

is a complex, spin unrestricted, electronic single determinantal
wave function, which is built from dynamical molecular spin
orbitals:

χi = φi +
K∑

j=N+1

φ jz ji, i = 1, 2, . . . , N. (7)

Here, N is the number of electrons and K is the states
generated by the electronic basis set. These molecular spin
orbitals are expressed as a linear combination of atomic
spin orbitals formed from Gaussians centered on the aver-
age nuclear position, Rk , of the dynamically moving nuclei
with momentum Pk through electron-translation factors [29].
Forming the quantum-mechanical Lagrangian, in the limit of
zero width parameters {ωk} and using the TDVP, produces a
set of dynamical equations that govern the time evolution of
the dynamical variables {z, R, P}. It is important to note that
the dynamics of the system is treated in a laboratory Cartesian
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system of coordinates, thus circumventing the problem of
choosing internal coordinates. The fact that the overall trans-
lation and rotational degrees of freedom are included causes
no problem since the dynamical equations satisfy general total
linear and angular momentum invariance properties [29].

The resulting END dynamical equations are expressed in
matrix form as [29]⎛

⎜⎜⎜⎝
0 −iC∗ −iCR −iC∗

P

iC 0 −iC∗
R iCP

iCR
† −iCT

R CRR −I + CRP

iCP
† −iCP

T I + CRP CPP

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

ż

ż∗

Ṙ

Ṗ

⎞
⎟⎟⎟⎠

=

⎛
⎜⎜⎝

∂E/∂z
∂E/∂z∗

∂E/∂R
∂E/∂P

⎞
⎟⎟⎠. (8)

Here ż = dz/dt and E = ∑
l P2

l /2Ml + 〈z, R, P|Hel|z, R,

P〉 is the total energy of the system with Ml the nuclear mass
and Hel the electronic Hamiltonian including the nuclear-
nuclear repulsion term. The nonadiabatic coupling terms
between electrons and nuclei are expressed in terms of the
elements of the dynamical metric as

Cph;qg = ∂2 ln S(z∗, R, P, z, R′, P′)
∂z∗

ph∂zqg

∣∣∣∣∣∣
R′=R,P′=P

,

(CXik )ph = ∂2 ln S(z∗, R, P, z, R′, P′)
∂z∗

ph∂Xik

∣∣∣∣∣∣
R′=R,P′=P

,

(CXY )i j;kl = −2 Im
∂2 ln S(z∗, R, P, z, R′, P′)

∂Xi j∂Ykl

∣∣∣∣∣∣
R′=R,P′=P

,

which are defined in terms of the overlap S =
〈z, R, P|z, R′, P′〉 of the determinantal states of two different
nuclear configurations. In Eq. (8), the detailed coupling of
the electronic and nuclear degrees of freedom is clearly
discernible. This, the simplest of END approximations, can
be labeled time-dependent Hartree-Fock for electrons and
narrow wave-packet nuclei. This approximation has been
implemented in the ENDYNE code [42].

For the study of the Li dimer ICD process, we require
the specification of initial conditions of the system under
consideration. Initially, a Li(1s22s) atom is placed at the origin
(system A) while a second Li+(1s2s) ion (system B) is placed
at an initial distance R0, on the z axis, with both of them having
zero initial momentum (at rest). In Fig. 1, we show a sketch
of the initial configuration of the system and how the ICD
process takes place. Notice that one 1s electron from atom B
has been removed to become the excited neighbor. The initial
dimer separation, R0, ranges from 12 to 40 a.u. in steps of
4 a.u. corresponding to 5 to 18 Å in steps of 1.8 Å. The time
evolution is finished when the two systems are well separated.
This time is up to 400 000 a.u. or 9.7 ps. To ensure converged
results, the adaptive differential equation solver uses a max-
imum 
t ≈ 10−4. At each time step, ENDYNE calculates all
the one- and two-electron integrals, such that the dynamics

FIG. 1. Sketch of the Li dimer ICD process. Initially the dimer is
separated a distance R0 with the atom B being the ion (a 1s electron
has been removed) and atom A being the neutral atom (neighbor).
As time passes, the dipole interaction causes them to attract and the
ICD process occurs at a critical distance RICD where they decelerate
and then the Coulomb repulsion occurs with a kinetic-energy release
(KER).

takes between one and three weeks in a 3.2-GHz computer for
each initial separation. For our paper, we tested several bases
sets, ranging from STO-3G, to 3-21G (and all the polarization
branches), up to aug-cc-pVTZ [43]. This last one took too
long to really consider it as a good candidate to study ICD.
We found that the aug-cc-pVDZ [10s5p2d/4s3p2d] with two
even-tempered [44,45] diffuse s and p orbitals basis set de-
scribed better the dynamics with a good compromise between
calculation time and the description of the dynamics. We esti-
mate the error in our calculations by adding one or two extra
diffuse orbitals to the basis set. This extended the calculation
time from ten days to three weeks. We found no noticeable
changes (less than 1%) in any of the properties of interest
(momentum, excited-state populations, charge dynamics).

Once the wave function is determined at the end of the time
evolution, the electron-excitation and interatomic Coulombic
decay probability, as a function of the time t and initial atom
separation R0, is obtained by performing a projection of the
atomic nth state as

Pn(t, R0) = |〈�n|�(t, R0)〉|2, (9)

where �n is the final excited state of the Li atom of interest
and � is the final evolved molecular wave function.

III. RESULTS AND DISCUSSION

A. Position and momentum dynamics

In Fig. 2(a), we show the distance between the two lithium
atoms, R(t ), as a function of time. Due to the induced dipole
moment between the Li+ ion and the Li atom, the initial
motion is attractive. In all the cases, we observe that the
closest distance of approach is around 7 a.u. (3 Å), which
occurs at time tmin. However, the electronic transition of the
2s electron into higher excitation and ionization states of
the neutral atom occurs at an earlier time, marked by an
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FIG. 2. (a) Li dimer relative distance, R(t ), as a function of time
for several initial distances R0. The open triangle symbols and the
dashed line that horizontally joins them denote the positions at which
the ICD 2s electron from atom A is promoted to higher excited states
(see Fig. 3). (b) Li dimer relative momentum, P(t ), as a function of
time. The open triangle symbols denote when the ICD excitation and
ionization occur. Notice that initially the ion and atom attract each
other and then after the ICD has taken place they repel each other.
The time of closest approach occurs when P(tmin) = 0.

open triangle symbol, corresponding to a larger distance of
11.5 a.u. or 6 Å. For all studied initial conditions, the ICD
process occurs at this distance before arriving at the distance
of closest approach. We label this distance RICD, which occurs
at a time t0 from the beginning of the dynamics. The energy-
transfer process produces a highly excited Li∗ atom with the
valence electron being excited and ionized to a very diffuse
orbital. Owing to the large delocalization of the ICD electron
in the finite basis of the Li∗ system, the two subsystems ex-
perience a strong Coulomb repulsion and repel in a Coulomb
explosion process. One observes that ICD occurs just at the
onset of the closest approach. As the basis set does not prop-
erly describe the ionization channel into a true continuum, the
two atoms separate with constant relative velocity after they
have reached a distance beyond the outermost diffuse orbitals
in the Li∗ atom, as observed from the constant slope of the
curve R(t ).

In Fig. 2(b), we show the relative momentum between
the two atoms as a function of time. We observe first an
accelerated attractive interaction as expected by the dipole
interaction of the dimer. Then the attraction stops followed
by a repulsion that occurs at the onset of the excitation and
ionization of the 2s electron of the neutral lithium atom. The

(a)

(b)

FIG. 3. (a) Probability to find the valence electron of the system
A lithium in its 2s state as a function of time for several relative initial
distances R0. The dashed line represents the Woods-Saxon function
that fits the excitation process. Notice that in the ICD process the
2s orbital of the initially neutral atom is emptied at a time t0 with a
width δ. (b) Probability to find an electron in the 1s core orbital of
the system B lithium as a function of time.

onset of the excitation and ionization is marked by the open
triangle symbols. Notice that this point corresponds to the
largest slope in the P(t ) curve, i.e., largest force. After the
ICD has occurred, the relative momentum becomes constant,
i.e., the atoms separate with a constant velocity after the onset
of the simulated ICD process.

B. ICD electronic population

In Fig. 3(a), we show the probability for finding the valence
electron of the neutral lithium atom, system A, in the 2s
state as a function of time. We observe that the onset of the
excitation and ionization occurs in a well-defined time, leav-
ing the 2s orbital unoccupied. This is the time t0 mentioned
previously. We notice that the 2s population, as a function of
time, follows a Wood-Saxon function:

P(t ) = 1

1 + e(t−t0 )/δ
, (10)

where t0 is the time for the onset of the ICD decay, which
corresponds to a distance RICD, and δ is the width for the
decay or diffuseness of the ICD process. In Table I, we provide
the values for t0 and δ, as well as the distance RICD and the
minimal distance reached by the dimer, Rmin for each initial
distance R0 of the dynamics.
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TABLE I. Parameters for the ICD onset, as obtained from the
Woods-Saxon function, Eq. (10), when adjusted to the END results.
R0 is the initial separation of the Li dimer; tmin is the time from the
beginning of the dynamics to the closest approach of the dimer, Rmin.
t0 is the onset of the ICD which occurs as a separation RICD and δ is
the width of the decay.

R0 (Å) tmin (ps) Rmin (Å) t0 (ps) δ (fs) RICD (Å)

8.5 0.414 3.598 0.249 57.0 6.530
10.6 0.728 3.466 0.593 28.0 6.303
12.7 1.187 3.323 1.079 30.0 5.863
14.8 1.913 3.530 1.781 34.0 6.398
16.9 2.684 3.149 2.560 30.0 6.207
19.1 3.457 3.164 3.337 12.0 6.117
21.2 4.876 3.191 4.758 13.0 6.234

In Fig. 3(b), we show the probability of finding the relaxing
electron in the 1s state of the lithium ion, system B, as a
function of time. We observe that during the onset of the
excitation and ionization the probability of finding an electron
in the 1s shell of lithium increases, but it is still too small
compared to what is expected in a complete ICD process
where this state should be filled. The reason is that in a static
one determinantal description two electron excitations and
correlation effects are missing, so there is no mechanism to
make the electron deexcite nonradiatively into the inner shell.
However, END still captures properly the physical process due
to the time-dependent dynamics of electrons and nuclei.

C. Potential-energy curves

The previous conclusions are reinforced by analyzing the
potential-energy curves (PECs) of the Li(1s22s) + Li+(1s2s)
system as a function of the initial separation R0. In Fig. 4(a),
we show the PECs as obtained at the Hartree-Fock level of
theory, as the results of the eigenvalues of the mean-field Fock
operator, for the excitations of the dimer as a function of the
dimer separation R0. We recall that initially the system starts
the interaction in the curve labeled Li(1s22s) + Li+(1s2s).
The ion and atom start to approach each other due to the
dipole interaction until they reach a distance of approxi-
mately 11.5 a.u. (6 Å) where the maximum of the dipole
transition moment is reached and the electronic transition
occurs for the 2s electron towards the 2p state and further up.
This is observed in Fig. 4(b) where we show the transition
dipole moment between the Li(1s22s) + Li+(1s2s) and the
Li(1s22p) + Li+(1s2s) state of the dimer as a function of
the separation R0, as obtained at the Hartree-Fock level of
theory. Notice that the largest transition dipole moment is at
R0 ∼ 6.5 Å, which corresponds to RICD for the ICD process.
As the process continues, energy is transferred to atom A,
generating a pseudoionized Li∗(1s2). This occurs because of
the lack of a proper description of the continuum by the
END approach, which forces the electron to occupy a very
diffuse pseudocontinuum state. The second lithium ion B is
found within this diffuse electron cloud and sees therefore a
positive charge at the center of the pseudoionized atom, such
that Coulombic repulsion takes place, as we have sketched
in Fig. 1 and observed in Fig. 2. This Coulombic explosion

(a)

(b)

FIG. 4. (a) Potential-energy curves (PECs) for the Li+ + Li
dimer as a function of the relative distance, R0, as obtained at the
Hartree-Fock level. The initial potential-energy curve is shown as
a (green) broken line and carries the label Li+(1s2s) + Li(1s22s).
(b) Transition dipole moment (coupling term) between the initial 2s
electron in system A and its 2p state, as obtained at the Hartree-Fock
level as a function of the distance R0. The vertical line is the distance
at which the ICD takes place, RICD. It is seen to correspond to the
maximum of the dipole transition moment.

produces a KER, which becomes almost constant [see
Fig. 2(b)] as soon as system B is found again outside the
diffuse electron cloud of system A. This is in contrast to the
characteristic KER dependence of 1/R0 in the ICD process
after ejection of the ICD electron into the continuum.

IV. CONCLUSIONS AND OUTLOOK

We have studied the interatomic Coulombic decay for the
lithium dimer as a function of time by means of the electron
and nuclear dynamics approach. The electronic structure of
the lithium dimer is carried out at the level of time-dependent
Hartree-Fock, which is equivalent to a random-phase approx-
imation. Our results show that the initial 2s electronic state of
the neutral atom is excited and ionized with the correspond-
ing interatomic decay driven by a dipole-dipole interaction
between the two atoms and falls into the well-analyzed class
of ICD processes. Furthermore, we find that the ICD process
occurs at the point of the strongest attractive dipole force in
the dimer with a subsequent promotion to higher excited states
followed by a Coulombic explosion. As shown by the dipole
coupling term between the 2s and 2p states, the promotion
starts at the point where it has the largest dipole transition
moment. This distance is larger than the distance of closest
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approach between the constituents of the dimer and corre-
sponds to the point of maximal dipole force. Our results are
consistent with the expression for the rate, Eq. (3), and the
original picture of virtual photon exchange [40].

The present version of the END approach to ICD has two
major shortcomings, the fingerprints of which can be seen
in the results. In the ICD of the Li dimer, the 2s electron of
Li+(1s2s) should relax and fill the 1s shell, while the excess
energy is utilized to eject the 2s electron from the neighbor-
ing neutral Li(1s22s). This is a double excitation process not
included in the one determinant description of the END used
here. It is interesting to note that END describes the removal
of the 2s electron from the neighbor. It does not, however,
describe the filling of the 1s hole correctly. Due to the sin-
gle determinant description for the electronic structure and
the limited description of the continuum states by the END
approach, the removed 2s electron is not ejected into a true
continuum, but is rather excited into diffuse bound functions.
On the other hand, by taking into account the time evolution

and the electron-nuclei coupling, the current END approach
does provide a limited but interesting physical description
of the ICD process driven by nuclear motion. The goal to
describe ICD completely by END can be achieved by a multi-
configuration extension of the method coupled to the nuclear
dynamics and a better approximation of the continuum.

Note added in proof. Recently, we became aware of the
work of Rander et al. [46] reporting an experiment on sodium
dimer identifying an ICD process related to the one we discuss
for lithium dimer.
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