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Ejected-electron-energy and angular dependence of fully differential ionization cross sections
in medium-velocity proton collisions with He and H2
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We have measured fully momentum-analyzed recoiling target ions and scattered projectiles, produced in
ionization of He and H2 by 75 keV proton impact, in coincidence. The momentum of the ejected electrons
was deduced from momentum conservation. From the data we extracted fully differential ionization cross
sections as a function of the polar electron emission angle (for fixed electron energies) and as a function of the
electron energy (for fixed electron emission angles). Comparison between experiment and various distorted wave
calculations confirms that under kinematic conditions where the post-collision interaction plays an important
role, the few-body dynamics underlying the ionization process are still poorly understood.

DOI: 10.1103/PhysRevA.102.032818

I. INTRODUCTION

One of the most important goals of research in atomic
physics is to advance our understanding of the few-body
dynamics in simple systems (e.g., [1,2]). Theoretically, this
is a problem, which cannot be solved analytically for more
than two mutually interacting particles even if the underlying
forces are precisely known. Therefore, sophisticated numer-
ical methods need to be developed. The assumptions and
approximations entering in these models need to be tested by
detailed experimental data. The most sensitive tests of theory
are offered by experiments, in which the complete kinematic
information of every single particle in the system (kinemati-
cally complete experiments) is obtained (for reviews see, e.g.,
[3–7]).

One process that has attracted particularly strong inter-
est is ionization of simple atoms or molecules by charged
particle impact. In the case of electron projectiles, the first
kinematically complete experiment was performed already
some 50 years ago [8]. Since then, a rich literature on mea-
sured fully differential cross sections (FDCS) has emerged
covering just about every kinematic configuration conceivable
(e.g., [9–19]). Initially, ionization by electron impact was a
particularly suitable test case to develop theoretical models.
There, the collision system consists of two light particles (the
projectile electron and the active target electron) and only one
heavy particle (the residual target ion including the passive
electrons), where the heavy particle is practically identical
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with the center of mass of the system. Under such circum-
stances, the scattered projectiles can be accurately described
in terms of just a few angular momentum states, which is a
favorable condition for nonperturbative approaches. Indeed,
numerous such methods have been developed over the last
two decades and good agreement with measured FDCS for
ionization of simple targets is routinely achieved (e.g., [2,19–
22]).

For ion impact, fully differential studies of ionization, both
experimental and theoretical, are much more challenging. Ex-
perimentally, the difficulty is that the large projectile mass
results in typical scattering angles of only a fraction of a mrad
(for fast heavy ions a fraction of a μrad). Furthermore, the
projectile energy loss is usually only a tiny fraction of the
initial energy, especially for fast heavy ions. As a result, kine-
matically complete experiments on ionization by ion impact
directly momentum analyzing the projectiles (along with the
recoil ions) so far have only been performed for 75 keV proton
impact (e.g., [7,23–27]). For heavier and faster ions FDCS
were measured by momentum analyzing the recoil ions and
the ejected electrons in coincidence and deducing the projec-
tile momentum transfer from the kinematic conservation laws
(e.g., [1,7,28–35]).

Theoretically, the challenges to nonperturbative ap-
proaches also stem from the much larger projectile masses
in case of ion-impact compared to electron collisions. As
a result, an enormous number of angular momentum states
has to be considered to accurately describe the scattered
projectiles. Nevertheless, several nonperturbative methods on
ionization have been developed in recent years [36–39]. How-
ever, comparison of FDCS calculated with these approaches
with experimental data is still rather limited and the agreement
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is not as satisfactory as it is for electron impact [37,38].
Research on ion-atom collisions thus still has to rely to a large
extent on perturbative models.

One major limitation with the recoil-electron coincidence
technique is that fast ejected electrons cannot be measured
with sufficiently large effective solid angle. Slow electrons
can be confined to the solid angle subtended by the detector
by a combination of the electric extraction field and a mag-
netic field. However, to accomplish this for fast electrons both
fields would have to be so large that they would significantly
compromise the momentum resolution for both the recoil-ions
and the electrons. As a result, FDCS for ionization measured
using the recoil-electron coincidence technique so far have
only been obtained for electron speeds much smaller than the
projectile speed.

Using the scattered projectile-recoil coincidence technique
for moderate-energy light-ion impact, it was possible to cover
a larger kinematic regime. In the first kinematically complete
experiment performed with this method FDCS were obtained
for an electron energy around 5 eV [23]. However, later,
FDCS were measured for electron speeds close to the pro-
jectile speed corresponding to an energy of 40.8 eV, known as
the cusp energy (note that in projectile energy loss the cusp
energy differs for different targets) [26,27]. For small electron
energy the agreement between experiment and perturbative
calculations was not very good, but qualitatively satisfac-
tory (e.g., [23,24]). In contrast, near the cusp energy, major
discrepancies between experiment and theory were found,
especially at large scattering angles [26,27]. Moreover, two
conceptually very similar perturbative models did not even
qualitatively agree with each other. In this kinematic regime,
the collision dynamics are believed to be dominated by a
higher-order mechanism known as post-collision interaction
(PCI). Apart from the primary interaction lifting the electron
to the continuum, it involves a second projectile-electron in-
teraction in the outgoing part of the collision, where they
attract each other towards the initial projectile beam axis.
The observations of [23,24,26,27] suggest that the kinematic
regime around the cusp energy represents a severe limitation
to perturbative methods in accurately describing the few-body
dynamics. However, so far FDCS were only measured for a
few electron energies very close to the cusp energy and for
only one energy well below the cusp energy. In between, and
at energies well above the cusp energy, fully differential data
are lacking. Therefore, systematic conclusions regarding the
limitations of perturbative approaches cannot be reached yet.

In this article, we present measured and calculated FDCS
for an extended kinematic regime, filling the gap between
a very small ejected electron energy and the cusp energy
region. The data confirm the severe difficulties of perturbative
approaches accurately describing FDCS in the region where
PCI is dominant. However, they also demonstrate that, even in
regimes where PCI was not expected to be dominant, pertur-
bative approaches do not always lead to accurate results either.

II. EXPERIMENT

The experiment was performed at the medium-energy ion
accelerator of the Missouri University of Science and Tech-
nology (S&T). Protons were generated with a hot cathode ion

source and extracted with an energy of 5 keV. They were then
further accelerated to 75 keV by a high-voltage platform. Af-
ter passing through a pair of collimating slits, the proton beam
intersected with very cold target beams (He and H2) from a su-
personic jet (T = 1–2 K in the direction of expansion, a frac-
tion of 1 K in the plane perpendicular to the expansion). The
collimating slits had a width of 150 μm and were placed at a
distance of 50 cm from the target region. This slit geometry
corresponds to a transverse coherence length of about 3.3 a.u.
[40,41]. This is larger than the internuclear separation in H2

(1.4 a.u.) and larger than the impact parameter range mostly
contributing to ionization. Therefore, the coherence require-
ment for observable interference is satisfied for molecular
two-center as well as for single-center interference [42]. How-
ever, it should be noted that a theoretical study demonstrated
that even at this relatively large coherence length, the FDCS
change very sensitively with the coherence length and the
projectiles therefore cannot be regarded as fully coherent [43].

After the collision, the projectiles were charge-state an-
alyzed by a switching magnet. The beam component that
did not charge exchange was decelerated by 70 keV, energy
analyzed by an electrostatic parallel-plate analyzer [44], and
detected by a two-dimensional position sensitive multichannel
plate (MCP) detector. The analyzer slits were oriented in the
horizontal direction (x direction) and had a width of 75 μm,
resulting in an energy resolution of 2.5 eV full width at half
maximum (FWHM), and a length of about 2.5 cm. Since the
direction of dispersion of the analyzer is in the y direction, the
narrow slit width means that only one energy loss (i.e., only
one ejected electron energy) could be recorded at a time, i.e.,
for each energy loss a separate experiment was performed.
From the energy, the longitudinal projectile momentum com-
ponent was determined with a resolution of 0.03 a.u. The x
component was obtained from the position information with a
resolution of 0.35 a.u. Due to the narrow analyzer slits, the y
component was kept fixed at 0 within the resolution of about
0.1 a.u. FWHM.

The recoiling target ions were extracted with a weak elec-
tric field of about 6 V/cm in the x direction, momentum
analyzed by a COLTRIMS (cold target recoil-ion momentum
spectroscopy) apparatus, and detected by another position-
sensitive MCP detector. The recoil-ion and projectile detectors
were set in coincidence. From the time of flight of the re-
coil ions from the collision to the detector, contained in the
coincidence time, the x component of the recoil momentum
was obtained with a resolution of 0.1 a.u. FWHM. The other
two components were deduced from the recoil position in-
formation. In the z direction, defined by the initial projectile
beam direction, the resolution was 0.12 a.u. FWHM. In the y
direction, the resolution (0.35 a.u. FWHM) is limited by the
temperature of the target gas in the direction of the expansion.

The electron momentum is determined through momentum
conservation through the relation k = q − prec, where q is the
momentum transfer from the projectile to the target and it is
the negative of the momentum change vector of the projectile.
FDCS were obtained for electrons ejected into the scattering
plane spanned by q and the initial projectile momentum Ki,
which in our coordinate system is the xz plane. For fixed
projectile scattering angle θp the FDCS were analyzed as a
function of projectile energy loss ε (or equivalently electron
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energy Eel = ε − I , where I is the target ionization potential)
for fixed polar electron ejection angles θel (measured relative
to the projectile beam axis) and as a function of θel for fixed
ε. The y component of the electron momentum is only needed
to select the scattering plane; however, it does not enter in
the determination of θel. Therefore, the resolution in θel is
nearly unaffected by the resolution in the y components of
the measured momenta, which is worse than for the other two
components.

In the case of the He target, FDCS were measured for en-
ergy losses corresponding to Eel = ε − I = 15.4, 25.4, 32.4,
and 35.4 eV, where I is the ionization potential of the ground
state of He, and analyzed together with previously published
data for Eel = 5.4, 37.9, 40.9, 43.9, and 60.4 eV [27]. Here,
Eel = 40.7 eV corresponds to the cusp energy. For the H2

target new data were obtained for Eel = 24.6 and 54.6 eV
in addition to previously published data for Eel = 14.6, 34.6,
37.6, 41.6, and 44.6 eV [26]. The FDCS were put on an abso-
lute scale by integrating them over the electron solid angle and
normalizing for each energy loss to double differential cross
sections in projectile solid angle and electron energy, which
were measured previously for He [45] and H2 [46].

In the case of the He target, ionization plus excitation of
the second electron could contribute to the data. The threshold
for this process in ε is 65.2 eV so that it cannot contribute
to the data for ε up to 62.5 eV (Eel = 37.9 eV). Due to the
proximity to the threshold, the cross section for ionization
excitation at ε = 65.5 eV is entirely negligible compared to
single ionization. For the larger energy losses (68.5 and 85 eV
or Eel = 43.9 and 60.4 eV) the contributions from this pro-
cess are only significant for θp much larger than 0.5 mrad.
In the angular range for which we present data here, these
contributions do not exceed 5% relative to single ionization
and become smaller with decreasing θp. In the case of the
H2 target, ionization-excitation results in dissociation of the
molecule and thus cannot contribute at all to true coincidences
with the recoiling H+

2 ions.

III. THEORY

Calculations were carried out for He and H2 using CDW-
EIS (continuum distorted-wave eikonal initial-state) and
3DW-EIS (three-body distorted-wave eikonal initial-state)
theories as base models. First, we consider ionization of He
using the CDW-EIS method. We treat helium single ionization
as a single active electron process and assume that in the final
state the ejected electron moves in the combined Coulomb
field of both the incident ion and the residual target core.
Partial screening of the active electron-target interaction due
to the “passive” bound helium electron is modeled by effec-
tive charges as considered within the usual prior CDW-EIS
approach (see below for more details).

In the center-of-mass (CM) frame, fully differential cross
sections (FDCS) as a function of the energy and ejection angle
of the electron, and direction of the outgoing projectile, can be
written as

d3σ

dEeld�eld�K
= Ne(2π )4μ2k

Kf

Ki
|Tf i|2δ(E f − Ei ), (1)

where Ne is the number of electrons in the atomic shell, μ is
the reduced mass of the projectile-target subsystem, Ki (Kf )

is the magnitude of the initial (final) projectile momentum,
and Ei (E f ) is the total initial (final) energy of the system
in the CM frame. The ejected electron’s energy is given by
Eel = k2/2, where k is the magnitude of the electron momen-
tum. The solid angles d�K and d�el represent the direction
of scattering of the projectile and the ionized electron, re-
spectively. The projectile solid angle d�K = sin θK dθK dφK

can be expressed in terms of the transversal component mag-
nitude of the momentum transfer q⊥ via the relationship
q⊥ ≈ Ki sin θK ≈ KiθK and Ki ≈ Kf , fulfilled for heavy ions
projectiles and small scattering angles. Finally, let us note that
the projectile momentum transfer q = (q⊥, qz ) = Ki − K f ,
where Ki (K f ) is the initial (final) momentum of the incoming
particle. In our context q⊥ · v̂ = 0, where v̂ is a unit vector
that defines the direction of the projectile velocity vector v
and qz = ε/v.

Let us note that when differential cross sections depend
on the projectile scattering angle, for example, the interaction
between the projectile and the residual target ion (dubbed
PT interaction) may play an important role and is therefore
considered in our theoretical analysis. On the other hand,
when differential cross sections are functions only of the
electron energy and/or angular coordinates, this interaction is
not included since their influence in the transition amplitude is
reduced to a complex phase factor that gives no contribution
to the cross sections values (for details see, e.g., [47,48]).
Invoking the eikonal approximation, the PT interaction can be
included in the transition amplitude Ai f (ρ) as a phase factor,
which for a pure Coulomb PT interaction yields

Ai f (ρ) = i(ρv)2iνA′
i f (ρ) (2)

with ν = ZPZT /v, ZP, and ZT being the projectile and
residual-target ion charges, respectively, and where ρ defines
the impact parameter (ρ · v = 0). We consider the PT interac-
tion as a pure Coulomb one between a projectile with charge
ZP and the “bare” target core charge, ZT = 1. Other values
for ZT have been used, to partially account for the screening
of the remaining bound electron. However, this choice has
little influence on the calculated FDCS. Ai f (ρ) (A′

i f (ρ)) is the
transition amplitude with (without) the PT interaction. Using
a two-dimensional Fourier transform it is possible to find a
relation between Ai f (ρ) and T (−)

f i (q⊥), i.e., the transition ma-
trices as a function of the impact parameter ρ or the transverse
component of the momentum transfer q⊥. Consequently, the
transition matrices with and without the PT interaction can be
written as

T ′(−)
f i (q⊥) = 1

2π

∫
dρ eiq⊥·ρA′

i f (ρ), (3)

T (−)
f i (q⊥) = iv2iν

2π

∫
dρ ρ2iveiq⊥·ρA′

i f (ρ), (4)

respectively. Applying the inverse Fourier transform in Eq. (3)
and replacing A′

i f (ρ) in Eq. (4), results in

T (−)
f i (q⊥) = iv2iν

(2π )2

∫
dq′

⊥T ′(−)
f i (q′

⊥)
∫

dρ ρ2ivei(q⊥−q′
⊥ )·ρ.

(5)
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The two-dimensional integral over the impact parameter can
be done analytically to finally obtain [49,50]

T (−)
f i (q⊥) = ν

iv2iν (2π )−iν

24π3

×
∫

dq′
⊥T ′(−)

f i (q′
⊥)|q⊥ − q′

⊥|−2(1+iν). (6)

The last multidimensional integral in Eq. (6) is evaluated
numerically using quadratures. As is well known, the eikonal
approximation is valid as long as (i) the projectile suffers very
small deflections in the collision (the so-called straight line
approximation) and (ii) the velocity of the recoil ion remains
small compared to that of the emitted electron. In the present
work we only consider scattering angles of up to 0.5 mrad so
that condition (i) is fulfilled. Additionally, because of the large
recoil-ion to electron mass ratio, condition (ii) is satisfied as
well.

In the computation of the transition amplitude T (−)
f i (q⊥),

we use nonorthogonal Jacobi coordinates (rP, rT ) to describe
the ionization process [51]. These coordinates represent the
position of the active electron with respect to the incoming
projectile (rP ) and the target ion (rT ), respectively. RT is also
considered, representing the position of the heavy projectile
with respect to the center of mass (CM) of the electron-target
subsystem. If we neglect terms of orders 1/MT and 1/MP,
where MT and MP are the masses of the target ion nucleus and
incident heavy ion, respectively, we can write RT ≈ rT − rP.
Within the prior CDW-EIS model, the transition amplitude
can then be computed as

T (−)
f i (q⊥) = 〈

χ−CDW
f

∣∣Wi

∣∣χ+EIS
i

〉
, (7)

where the initial (final) state distorted wave χ+
i (χ−

f ) is an
approximation to the initial (final) state satisfying outgoing-
wave (+) (incoming-wave (−)) asymptotic conditions. For the
initial state the asymptotic form of the Coulomb distortion, the
so-called eikonal phase, is used in the electron-projectile in-
teraction together with a semianalytical Rothan-Hartree-Fock
description for the initial bound-state wave function [52]:

χ+EIS
i = (2π )−3/2 exp(iKi · RT )ψRHF(rT )E+

v (rP ), (8)

where E+
v (rP ) is

E+
v (rP ) = exp

[
−i

ZP

v
ln (vrP − v · rP )

]
(9)

and ψRHF(rT )

ψRHF(rT ) =
5∑

i=1

Nie
−ζirT . (10)

The normalization factors Ni and effective charges ζi are ob-
tained from Ref. [52].

The final-state wave function is cast into the form

χ−CDW
f = (2π )−3/2 exp(iK f · RT )χ−

T (rT )C−
Pe(rP ), (11)

where C−
Pe(rP ) represents the Coulomb distortion of the

ejected electron wave function due to the projectile, i.e.,

C−
P (rP ) = N (νP ) 1F1 (−iνP, 1,−ikPrP − ikP · rP ). (12)

νP = ZP
kP

is the Sommerfeld parameter, kP is the relative mo-
mentum of the electron-projectile subsystem, and N (νP ) the
Coulomb factor, defined as

N (νP ) = �(1 − iνP ) exp(πνP/2). (13)

Additionally, the wave function of the ejected electron in the
field of the target residual ion χ−

T (rT ) can be written as

χ−
T (rT ) = (2π )−3/2 exp(ikT · rT )N (νT )

× 1F1(−iνT , 1,−ikT rT − ikT · rT ). (14)

Here, νT = Zeff
kT

, kT and Zeff being the relative momentum and
the effective charge of the electron-target subsystem, respec-
tively, and N (νT ) the Coulomb factor, defined now as

N (νT ) = �(1 − iνT ) exp(πνT /2). (15)

We use a variational calculated Zeff = 1.6875 for the final
ion state, to partially account the influence of the remaining
passive electron [53]. Small variations in the FDCS can be
observed for other values of Zeff . Finally, the perturbation
potential Wi in Eq. (7) is defined by

(Hi − Ei )χ
+
i = Wiχ

+
i , (16)

where Hi is the full electronic initial Hamiltonian, neglecting
the total CM motion. Particularly, Wi is composed of two
differential operators [54], i.e.,

Wi = 1
2∇2

rP
− ∇rP · ∇rT . (17)

The details on extending the CDW-EIS approach to the
H2 molecule were reported in [55]. Here, we only summarize
the main differences to the treatment of the He target. The
molecular transition amplitude T (−)

f i (q⊥, R) can be written as

|T (−)
f i (q⊥, R)|2 = 2{1 + cos [prec · R]}∣∣T eff,(−)

f i (q⊥)
∣∣2

,

(18)

where prec = q − k and R is the vector that identifies the
relative position of the nuclei in the molecule.

In Eq. (18) T eff,(−)
f i (q⊥) is the CDW-EIS transition am-

plitude corresponding to effective atomic centers located at
the position of each H atom. The pure ionization of the H2

molecule is modeled using an equilibrium distance R = 1.4
a.u. and the initial electronic state in each center is given by
a hydrogenic function with a variational charge Z = 1.19 and
the corresponding normalization factor Ni(R) = 0.5459. For
the final electronic state, continuum wave functions centered
on each target nucleus are used with an effective charge Zeff =√

2εi, being εi = 0.566 a.u. being the H2 binding energy.
An average over all the molecular orientations should be

performed in Eq. (18) for the case of randomly oriented
molecules. Consequently, we obtain the molecular transition
amplitude T (−)

f i (q⊥, R) as

|T (−)
f i (q⊥, R)|2 = 2

{
1 + sin χ

χ

}∣∣T eff,(−)
f i (q⊥)

∣∣2
, (19)

where T eff,(−)
f i (q⊥) is the same atomic transition amplitude

as in the case of oriented molecules and χ = precR. The
H2 FDCS can then be computed by inserting the molecular
transition amplitude T (−)

f i (q⊥, R) [Eq (19)] in Eq. (1). The PT
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interaction is included in the same way as in the case of the
He atom. In both the He atom and H2 molecule cases, when
comparing with the experimental data, we use CDW-EIS-PT
(CDW-EIS) to label the calculations with (without) the PT
interaction included.

The 3DW-EIS is a fully quantum mechanical model which
is described in Refs. [56,57], and here we provide only a short
overview to show the similarities and differences with the
CDW-EIS. Using the two-potential formulation, Foster et al.
[56] showed that an exact transition matrix Tf i for Eq. (1) can
be written as

Tf i = 〈χ−
f |Vi|βi〉 + 〈χ−

f |W +
f |ψ+

i − βi〉, (20)

where χ−
f is an approximate final-state wave function, W +

f is
the final-state perturbation, ψ+

i is the exact initial-state wave
function that must be approximated, and βi is the asymptotic
initial-state wave function, defined by

βi = φ+
PW(Ki, RT )ψt (rT ), (21)

where φ+
PW(Ki, RT ) is a plane wave for the incident proton

and ψt (rT ) is the bound-state wave function for the target. For
helium, this wave function is approximated as an analytical
fit to the Hartree-Fock (HF) ground state wave function of
helium [58] and, for the H2 molecule, as the Dyson molecular
orbital for the active electron ψt (rT ) = φ

Dy
1s [59,60].

The final-state wave function χ−
f is cast into the form

χ−
f = φ−

PW(K f , RT )C−
PT (RT )φ−

DW(k, rT )C−
Pe(rP ). (22)

Here the factor φ−
PW(K f , RT )C−

PT (RT ) is a Coulomb wave for
the scattered proton in the field of the target ion which is
composed of a plane wave times the Coulomb distortion factor
C−

PT (RT ) for a target charge of +1, φ−
DW(k, rT ) is a distorted

wave for the ejected electron in the field of the target, and
C−

Pe(rP ) is the Coulomb distortion factor for the interaction
between the ejected electron and the proton. Compared to the
final-state wave function for the CDW-EIS of Eq. (11), it is
seen that the CDW-EIS approximates the final-state projectile
wave function as a plane wave while the 3DW-EIS approx-
imates this wave function as a Coulomb wave; the ejected
electron wave function in the CDW is a Coulomb wave for an
effective charge while it is a distorted wave in the 3DW; and
the final-state ejected-electron-proton interaction is the same
in both cases (with the exception of some approximations
made in the CDW approach which should be valid for this
case).

The exact scattering wave function ψ+
i in the entrance

channel can be approximated by the eikonal initial state (EIS)
introduced by Crothers and McCann [61], which is composed
of the asymptotic initial-state wave function βi times the
eikonal phase which approximates the long range Coulomb
initial-state interaction between the projectile and the target.
We thus can write

ψ+
i ≈ βiE+

v (rP, RT ), (23)

where E+
v (rP, RT ) is

E+
v (rP, RT ) = exp

[
i
Zp

v
ln

(vRT − v · RT

vrP − v · rP

)]
. (24)

Comparing Eq. (23) with Eq. (8), it is seen that the CDW-EIS
contains the asymptotic form of the proton-electron interac-
tion only while the 3DW-EIS has this interaction plus the
asymptotic form of the projectile-nucleus interaction as well.
Different approximations are made for the initial bound state
wave function as well, but this is probably not important.

In summary, the primary differences between the CDW-
EIS and 3DW-EIS are (1) for the initial state, the CDW
contains the asymptotic form of the initial state interaction
between the projectile and target active electron while the
3DW has this interaction plus the asymptotic interaction with
the target ion; (2) for the final state, the CDW approximates
the final-state projectile wave function as a plane wave while
the 3DW approximates this wave function as a Coulomb
wave; and (3) for the final state, the ejected electron wave
function in the CDW is a Coulomb wave while it is a distorted
wave in the 3DW. From a numerical viewpoint, the biggest
difference between the two calculations is the way in which
the T matrix is evaluated. The CDW-EIS makes a straight-line
approximation for the projectile which allows the integrals
over the projectile coordinates to be evaluated analytically.
The 3DW-EIS is a fully quantum mechanical calculation that
makes no additional approximations, which means that a full
six-dimensional (6D) integral over all projectile and electron
coordinates must be performed for each fully differential
cross section calculation. With the straight-line approximation
made in the CDW-EIS, the PT interaction becomes an overall
phase factor which can be factored out of the scattering ampli-
tude, while in the 3DW-EIS this interaction is embedded in the
6D T -matrix integral and does not factor out of the integral.

IV. RESULTS AND DISCUSSION

In the θel dependence of the FDCS in the velocity-matching
region, which we published previously, we observed a double
peak structure for large θp [27]. The second peak, at larger
Eel, known as the binary peak, occurs close to the direction of
q. Qualitatively, it can be viewed as a manifestation of first-
order contributions, although, especially at small projectile
velocities, higher-order contributions need to be considered
for an accurate quantitative description. The first peak, located
near θel = 0◦, to which we refer as the forward peak, is a
manifestation of PCI and it is dominated by higher-order
contributions. At small θp, q moves closer to θel = 0◦ and the
FDCS are dominated by the forward peak. As a result, only a
single peak near θel = 0◦ was observed. Since PCI is believed
to maximize at the velocity matching, it was expected that the
forward peak would be most pronounced at the cusp energy
(Eel = 40.8 eV). Instead, for the He target it was found to keep
increasing going from Eel = 40.9 to 37.9 eV (while for the H2

target it maximized exactly at the cusp energy). However, it
was not clear at which electron energy the forward peak max-
imizes because at that time no data were available between
Eel = 5.4 and 37.9 eV. We therefore start our analysis of the
new data by discussing the θel dependence of the FDCS for
Eel = 35.4 eV.

These data are plotted in Fig. 1 for the He target as a func-
tion of θel for fixed θp of (from top to bottom) 0.1, 0.2, 0.3, and
0.5 mrad. Qualitatively, the data look very similar to those for
Eel = 37.9 eV. Here, too, at large θp partly resolved forward
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FIG. 1. Fully differential cross sections for electrons ejected
from He into the scattering plane for an electron energy of 35.4 eV as
a function of electron ejection angle. The projectile scattering angles
are indicated in the insets of each panel. The dashed blue curves
represent the CDW-EIS calculations, the solid blue curves the CDW-
EIS-PT calculations, and the red curves the 3DW-EIS calculations.

and binary peaks are visible and at the smallest θp the FDCS
are dominated by the forward peak. Another similarity is that
the ratio between the FDCS at θel = 0◦ and in the direction
of q minimizes somewhere between θp = 0.2 and 0.3 mrad,
suggesting that the relative importance of PCI minimizes in
this angular range. These θp correspond to a magnitude of q
of about 1.4 to 1.6 a.u. A similar effect was observed earlier in
the FDCS for ionization of He by fast heavy ion impact: there,
a shift of the binary peak in the forward direction relative
to q, caused by PCI, also minimized at similar q [32]. In
contrast, for Eel = 15.4 eV the FDCS, shown for the same θp

in Fig. 2, exhibit a rather different dependence on θel; here, the
forward peak is completely absent, as expected, and the data
maximize, except for θp = 0.5 mrad, near the direction of q.

The comparison of the FDCS for Eel = 15.4, 35.4, and
37.9 eV demonstrates that PCI is much less prominent well
below the velocity matching and that it plays a similarly
important role for Eel = 35.4 and 37.9 eV. However, it does
not provide quantitative information as to where exactly the
FDCS for θel = 0◦ maximize. To address this question, in
Fig. 3 we plot the FDCS for θel fixed at 0◦ as a function of
Eel for fixed θp as indicated by the insets. In all cases, a very
sharp peak structure, with a width of about 5 eV FWHM, is
observed at around Eel = 38 eV, i.e., it is shifted relative to the

FIG. 2. Same as Fig. 1, but the electron energy is fixed at 15.4 eV.

cusp energy by about 2 to 3 eV. A second, smaller and broader,
maximum appears to be present near Eel = 15 eV. Although
this is manifested by only one data point, it is nevertheless
significant as it occurs systematically for all θp, except for 0.5
mrad, where no data are available for Eel < 15 eV.

The blue curves in Figs. 1–3 represent the continuum
distorted-wave eikonal initial-state (CDW-EIS) calculations
with (CDW-EIS-PT, solid curves) and without the PT in-
teraction (CDW-EIS, dashed curves). The red curves show
the three-body distorted-wave eikonal initial-state (3DW-EIS)
calculations, which also account for the PT interaction. We
emphasize that the 3DW-EIS and CDW-EIS-PT models are
conceptually very similar and should essentially catch the
same physics of the collision process.

The comparison between experiment and theory for the θel

dependence of the FDCS at Eel = 35.4 eV is quite similar
to what we reported previously for other electron energies
in the velocity-matching regime: for the smallest θp all cal-
culations reproduce the shape of the θel dependence very
well. Only in magnitude are there some discrepancies in
the CDW-EIS results and to a lesser extent in the 3DW-EIS
results. However, with increasing θp the disagreement with
the experimental data grows larger and the various theoreti-
cal models increasingly differ from each other. Surprisingly,
the CDW-EIS calculation, which conceptually is the “least
complete” model, yields by far the best agreement with the
measured FDCS for θp = 0.5 mrad. For Eel = 15.4 eV, on
the other hand, in the shape of the θel dependence of the
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FIG. 3. Fully differential cross sections for electrons ejected from He in the forward direction (θel = 0◦) as a function of the electron
energy. The projectile scattering angles are indicated in the insets of each panel. Curves: same as in Figs. 1 and 2.

FDCS the agreement between theory and experiment is sat-
isfactory up to θp = 0.3 mrad. Furthermore, for these θp the
3DW-EIS model even reproduces the magnitude of the mea-
sured FDCS within less than 20%. In contrast, the agreement
of all calculations with the data at θp = 0.5 mrad is rather
poor. Here again, the CDW-EIS model gives overall signif-
icantly better results than the calculations including the PT
interaction. This comparison between theory and experiment
near the matching velocity (Eel = 35.4 eV) and well below
the matching velocity (Eel = 15.4 eV) reinforces our earlier
conclusion that kinematic regions, for which PCI is very
strong, are outside the regime of validity of distorted-wave
approaches.

In the energy dependence of the FDCS for θel fixed at
0◦, shown in Fig. 3, the agreement between experiment and
theory is mixed. All calculations reproduce a very sharp cusp
peak in the velocity-matching regime. However, both calcula-
tions including the PT interaction do not reproduce the shift
of the centroid of 2 to 3 eV to smaller energies seen in the
data. On the other hand, the CDW-EIS model reproduces the
cusp peak in the experimental data at θp = 0.1 mrad almost
perfectly. At θp = 0.5 mrad, the cusp peak in this calculation
is also shifted, but only by 1 eV. At the other two scattering
angles the CDW-EIS results exhibit a similar shape and lo-
cation of the cusp peak as the calculations including the PT

interaction. At present, we cannot offer any explanation for
this shift observed in the data and in the CDW-EIS calcula-
tions.

The smaller peak structure seen in the experimental data
at about 15 eV is qualitatively reproduced by the CDW-EIS
and the 3DW-EIS calculations. However, the former model
underestimates its height (relative to the cusp peak) and the
latter overestimates it for θp = 0.1 mrad, while these trends
are reversed for θp = 0.2 mrad. Interestingly, in the CDW-
EIS approach this maximum is completely removed by the
inclusion of the PT interaction. An additional structure is
seen in the CDW-EIS-PT calculation at about Eel = 30 eV at
all θp, except for 0.1 mrad, which is present neither in the
experimental data nor in the other two calculations.

It should be noted that fixing θel at 0◦ in the energy de-
pendence of the FDCS is about as selective on a strong role
of PCI as fixing Eel near the cusp energy in the angular
dependence of the FDCS. Indeed, in the energy dependence
for θel = 0◦ the discrepancies between theory and experi-
ment are similarly severe as in the angular dependence of
the FDCS, especially at large θp. In addition, conceptually
very similar theoretical models yield qualitatively different
results. Once again, these observations reinforce our earlier
conclusion [27] that kinematic regimes for which PCI plays
an important role are particularly challenging to distorted
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FIG. 4. Fully differential cross sections for electrons ejected from He into the scattering plane at a fixed ejection angle of θel = 30◦ as
a function of the electron energy. The projectile scattering angles are indicated in the insets of each panel. Curves: same as solid curves in
Figs. 1–3.

wave approaches. One might expect the agreement between
experiment and theory to be significantly improved in the
energy dependence of the FDCS for θel fixed at a value closer
to the direction of q. This is closer to the region of the
binary peak and one might expect PCI effects to be rather
insignificant.

In Fig. 4, such data are shown for θel = 30◦ for the same
θp as in Fig. 3. For θp = 0.1 and 0.2 mrad, indeed the cusp
peak has nearly completely disappeared, signifying a strongly
reduced role of PCI. Furthermore, the agreement between the-
ory and experiment at θp = 0.1 mrad is significantly improved
compared to θel = 0◦ and the various calculations do not differ
as much from each other, at least up to the cusp peak region.
However, for θp > 0.2 mrad, an increasingly pronounced cusp
peak emerges, which shows that there the FDCS are substan-
tially affected by PCI. At first glance, this may look like a
surprising observation because in double differential energy
spectra (i.e., FDCS integrated over all projectile solid angles)
the cusp peak tends to disappear rapidly for θel larger than
just a few degrees (e.g., [62–64]). However, it should be noted
that the presence of a cusp peak at large θp in the data of
Fig. 4 is not in conflict with the double differential electron
spectra. The integral of the FDCS over the projectile solid
angle is dominated by θp smaller than 0.2 mrad so that the

cusp peak observed at larger θp is not visible in the double
differential cross sections (DDCS). On the other hand, even if
the DDCS are further integrated over all electron solid angles,
a weak “shoulder structure” near the cusp energy, of similar
shape to that seen in Fig. 4 for θp = 0.1 and 0.2 mrad, is
found in the resulting single differential energy-loss spectrum
(see also [65]). Furthermore, strong PCI effects for θel sig-
nificantly larger than 0◦ are also routinely observed for fast
highly charged ion impact, where they manifest themselves
by a forward shift of the binary peak relative to q (see, e.g.,
[28,29,32]).

The experimental data of Fig. 4 are to some extent qual-
itatively reproduced by theory insofar as in some cases the
calculations also exhibit a cusp peak. Furthermore, the 3DW-
EIS model correctly predicts that the cusp peak becomes
increasingly pronounced with increasing θp. However, the
height of the cusp peak is systematically underestimated. In
contrast, the CDW-EIS-PT model only shows a clear cusp
peak at θp = 0.5 mrad and generally tends to be in worse
agreement with the data than the 3DW-EIS results. Further-
more, the inclusion of the PT interaction in this model does
not lead to a systematic improvement in the agreement with
the data. In fact, the shape of the cusp peak at θp = 0.5 mrad
is better reproduced by the CDW-EIS model.
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FIG. 5. Fully differential cross sections for electrons ejected
from H2 into the scattering plane for a fixed projectile scattering
angle of 0.325 mrad and for electron energies as indicated in the
insets, as a function of electron ejection angle. Curves: same as in
Fig. 4.

Furthermore, this latter calculation shows a rather pro-
nounced cusp peak at θp = 0.1 mrad, while in the CDW-EIS-
PT results a small minimum is seen near the cusp energy.
Two different interaction sequences (in a classical descrip-
tion) have been identified as mostly contributing to PCI
[26,27,66,67]. Both start with the primary projectile-electron
interaction, lifting the electron to the continuum, and both end
with a second projectile-electron interaction, leading to both
particles attracting each other towards the projectile beam
axis. In between, either the electron (Vep-Vet-Vep sequence) or
the projectile (Vep-Vpt-Vep sequence) is redirected by an inter-
action with the residual-target ion. The pronounced cusp peak
in the CDW-EIS calculation at θp = 0.1 mrad shows that the
Vep-Vet-Vep sequence plays an important role in PCI at small
θp. However, the fact that the inclusion of the PT interaction
in this model results in a minimum strongly suggests that the
other sequence is very important as well. The minimum can
probably only be explained by destructive interference (e.g.,
between both sequences). The absence of a minimum in the
experimental data suggests that the Vep-Vpt-Vep sequence is
overestimated in the CDW-EIS-PT approach. Better agree-
ment with the data in the cusp region is achieved with the
3DW-EIS model.

The behavior of the CDW-EIS calculations, with or without
PT interaction, is somewhat erratic. For example, going from
θp = 0.3 to 0.5 mrad the energy dependence of the FDCS in

FIG. 6. Calculated fully differential cross sections for electrons
ejected from atomic H into the scattering plane for a fixed projectile
scattering angle of 0.325 mrad and electron energy of 54.6 eV as a
function of electron ejection angle. Curves: same as in Fig. 4.

the cusp region rapidly changes from a smooth decline (CDW-
EIS) or a step (CDW-EIS-PT) to a pronounced peak structure.
This is consistent with the presence of strong interference ef-
fects, which tend to be quite sensitive to kinematic parameters,
such as the scattering angle, determining the phase angle. It is
also consistent with the sensitivity of the FDCS to the projec-
tile coherence length found in theoretical calculations [43].

The important observations in the measured FDCS for
ionization of He and in the comparison with theory can be
summarized as follows: first, there are large discrepancies
between experiment and theory and large differences between
conceptually very similar models under kinematic conditions
where PCI plays an important role. Second, the inclusion
of the PT interaction does not lead to significant overall
improved agreement with the measured data. In fact, for sev-
eral kinematic settings the best agreement is achieved with
the model not including the PT interaction. Third, PCI can
be rather strong at relatively large electron ejection angles.
Finally, in some cases the theoretical calculations exhibit a
somewhat erratic behavior, which we take as an indication for
strong interference effects.

In Fig. 5 we compare the angular dependence of the FDCS
for ionization of H2 for an electron energy below the ve-
locity match (top panel, Eel = 14.6 eV or vel/vp = 0.77),
nearly at the velocity match (center panel, Eel = 41.6 eV or
vel/vp = 1.01), and above the velocity match (bottom panel,
Eel = 54.6 eV or vel/vp = 1.16). In all cases, θp is fixed at
0.325 mrad. The curves represent the same calculations as in
Figs. 1–4. Like for the He target, here too, the discrepancies
between experiment and theory and between the theoretical
models are particularly large at the cusp energy. However,
one important difference is that for H2 even well outside
the velocity-matching regime the discrepancies between the
CDW-EIS-PT calculations and the experimental data are quite
severe. The 3DW-EIS approach yields significantly better
agreement in this kinematic region, but it is nevertheless
somewhat worse than for He.
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FIG. 7. Same as Fig. 3, but for electron ejection from H2.

One important difference between H2 and He is the pres-
ence of molecular two-center interference for the former target
[68]. The description of this interference probably repre-
sents the largest difference between the CDW-EIS-PT and
3DW-EIS models. In the former, it is accounted for in an
ad hoc manner by multiplying the FDCS for ionization of
atomic H with a model interference factor of the form f =
1 + sin(precR)/(precR), where prec is the recoil-ion momen-
tum and R is the internuclear distance of the molecule at
equilibrium (see Sec. III for more details). In the latter model,
in contrast, the interference is included from first principles
in the transition amplitude. In the case of electron impact
the interference pattern calculated with the 3DW-EIS model
was found to be phase shifted by π relative to the model
interference term [69]. This could explain the large differences
between the 3DW-EIS and CDW-EIS-PT calculations even
well outside the velocity-matching regime. Indeed, for ioniza-
tion of atomic hydrogen, which is not afflicted with molecular
two-center interference, both calculations, shown for Eel =
54.6 eV and θp = 0.325 mrad in Fig. 6, give similar results.

In Fig. 7 the ejected-electron-energy dependence of the
FDCS for H2 is shown for θel = 0◦ and for the scattering
angles as indicated in the insets. As for the He target, here
too a sharp cusp peak is found for θp = 0.1 and 0.2 mrad.

However, in contrast to He, the cusp peak is not shifted
relative to the energy corresponding to the velocity match.
Previously published data only covered electron energies
close to the cusp energy and 14.6 eV [27]. For these ener-
gies the FDCS seemed to exhibit a rather flat behavior for
θp = 0.325 and 0.55 mrad. With the new data points there
actually appears to be a maximum for the two larger θp as
well, although it is significantly broader than at small θp.

Regarding the comparison between theory and experiment,
an important advantage of analyzing the energy dependence of
the FDCS is that the molecular two-center interference term
hardly varies at all over the energy range plotted in Fig. 7.
Therefore, if the differences between the CDW-EIS-PT and
3DW-EIS calculations of the angular dependence were mostly
due to the different treatment of this interference then both
models should yield results that are more similar in the energy
dependence. Indeed, for θp = 0.325 mrad, for which the an-
gular dependence of the FDCS is plotted in Fig. 5, both calcu-
lations are much closer to each other in shape, although there
are large differences in magnitude. In contrast, large and qual-
itative differences are visible at θp = 0.55 mrad, illustrating
that, in spite of their conceptual similarity, both models sig-
nificantly depart from each other in the description of the few-
body dynamics beyond molecular two-center interference.
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V. CONCLUSIONS

We extended previous measurements of fully differential
cross sections on ionization of He and H2 by 75 keV pro-
ton impact in the region of the ejected electron-projectile
velocity matching to a broad energy range covering electron-
to-projectile speed ratios from 0.36 to 1.22. The data were
compared to various conceptually similar distorted-wave
calculations, with and without inclusion of the interaction
between projectile and residual target ion (PT interaction).
For the He target, qualitatively good agreement between ex-
periment and theory is found for relatively small projectile
scattering angles and ejected electron energies well out-
side the velocity-matching regime. However, with increasing
scattering angle and approaching the velocity matching, in-
creasing discrepancies between experiment and theory are
observed. At the same time, the various calculations in-
creasingly depart from each other. Especially at the largest
scattering angle (0.5 mrad) the experimental data and the
various calculations do not even resemble each other qual-
itatively. Another important observation is that the overall
agreement between experiment and theory is not improved
with the inclusion of the PT interaction. In fact, in some cases
significantly better agreement is obtained using the calcula-
tion without the PT interaction.

Higher-order mechanisms including the post-collision in-
teraction (PCI) are known to be particularly important near
the velocity-matching regime. Therefore, the severe discrep-
ancies between the data and the various calculations in this
region demonstrate that kinematic conditions for which PCI
is strong fall outside the regime of validity of distorted-
wave models. The observation that the inclusion of the PT
interaction does not lead to overall improved agreement sug-
gests that higher-order mechanisms leading to PCI which
include this interaction represent a particularly large chal-
lenge to theory. However, this does not necessarily mean
that such mechanisms are generally underestimated. Features

characteristic of PCI could also be suppressed through de-
structive interference even if the role of the PT interaction is
overestimated.

In the case of the H2 target discrepancies between experi-
ment and theory and differences between the calculations are
already quite significant well outside the velocity-matching
regime and at small scattering angles. Here, in addition to
the difficulties in accurately describing the few-body dynam-
ics under kinematic conditions were PCI is strong, another
challenge is represented by molecular two-center interference.
The description of this interference represents the largest dif-
ference between the CDW-EIS and 3DW-EIS approaches. For
electron impact, it was shown already that this difference can
result in a phase shift in the interference pattern calculated
with both methods. It would thus not be surprising if for
proton impact the FDCS calculated with the same approaches
were also afflicted by large differences in the two-center inter-
ference term.
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