
PHYSICAL REVIEW A 102, 022616 (2020)

Optical manipulation of the negative silicon-vacancy center in diamond
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The silicon-vacancy center in diamond has recently attracted significant attention as a candidate for quantum
information processing as it overcomes many of the optical issues present in the nitrogen-vacancy center.
Historically it has been hampered by short dephasing times; however the recent development of high-purity
samples at low temperatures resolves this issue. Hence it is timely to explore whether silicon-vacancy centers
are useful for quantum tasks beyond single-photon sources. Here we investigate the potential of the silicon-
vacancy center to realize two important operations required for quantum information processing: high-efficiency
projective measurement and efficient single-qubit rotations. Due to its similar nature, the germanium-vacancy
center is discussed as a point of comparison.
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I. INTRODUCTION

Substantial improvements in the speed and size of mod-
ern computers since the invention of the transistor over
seventy years ago has changed almost every aspect of our
lives. Landmark discoveries in quantum information science
[1–3] promise advantages based on the principles of quantum
physics that cannot be achieved with classical machines alone.
The rapid advance in quantum science and technology has led
to the exploration of many physical systems including quan-
tum dots [4], dopants and crystal defects [5,6], trapped ions
[7], and superconducting circuits [8,9] as candidate systems
for quantum computation [10,11], communication [12,13],
and metrological [14,15] tasks. Further, remarkable control in
these systems [16–19] as well as mechanisms for protecting
such systems from decoherence [20–22] have allowed many
pioneering demonstrations to be performed [23,24]. No phys-
ical system however has all necessary attributes for the wide
range of quantum tasks one is likely to require and so new
physical systems need to be investigated.

One new and promising candidate system for quantum
tasks is the negatively charged silicon-vacancy center defect in
diamond (SiV−). This proposes both an electron and nuclear
spin as well as optical interface. As such it is suitable for
quite a diverse range of quantum tasks [25]. It has been
seen by many as a successor to the optically problematic
nitrogen-vacancy center [26]. SiV− consists of a single silicon
atom at the center of a split vacancy, in the space left by
the removal of two adjacent carbon atoms in the diamond
lattice. Sukachev et al. [27] have shown excellent coherence
properties for this center, measuring a T2 time of 13 ms with a
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T1 time exceeding 1 s. The center also displays long-lifetime
nuclear spin storage [28], along with a hyperfine interaction
(10–100 ns [25]) between the electronic and nuclear spin
states in the 29Si isotope. Stabilization of the spin state of
the silicon-vacancy center gives us a reason to reconsider
the potential of this center for the encoding, processing, and
measurement of quantum information [29]. The key question
to answer is whether the silicon-vacancy center provides a
path around NV− optical issues [30–35].

We know that quantum computing requires preparation,
single- and two-qubit gates, and measurement. Current ap-
proaches with the SiV− center operate in a regime of small
magnetic fields at low temperatures to preserve the center’s
coherence time. However, high-fidelity single- and two-qubit
gates necessary for future scalable quantum information pro-
cessing have proven elusive. Recently, Bhaskar et al. [36]
and Becker et al. [37] have demonstrated high-fidelity single-
qubit measurement and initialization, but these cannot be
used in typical entanglement generation and further may
actually interfere with the information encoded in the 29Si
nuclear spin. Next, π -pulse fidelities close to 99% for a direct
transition were obtained in [27]. This came at the cost of
making such a direct transition between qubit states strongly
allowed and reducing the lifetime of the upper qubit state.
The authors of [27] observed spin measurement fidelities
of order 90%. Operational fidelities for coherent population
transfer through weakly allowed transitions have been limited
to approximately 90% [38]. It appears that some significant
change in approach will be necessary to overcome these issues
in the common field regimes, or a different operating regime
altogether (such as the strong magnetic field regime) will need
to be found.

Here we theoretically investigate the spin measurement
fidelity, mediated by cavity reflection [39–44], and its
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FIG. 1. (a) The energy level structure and ground-state relaxation rates of the negatively charged silicon-vacancy center ground and excited
state manifolds (GSM and ESM) under the assumptions described in Sec. II, for a magnetic field with BZ = 9.179 T and BX = 0.600 T. Labels
(±, m, q1, q2) are added for those states significant to the main text. Decay rates are distinct from those of Sukachev et al. [27], because they
are calculated for emissive decay (see Appendix A 3), whereas those cited values were measured for qubit states only in the lower branch of a
regime qualitatively similar in structure to our zero-field case. All optical transitions preserve the spin state (|ψ〉S , denoted by column), while
Z-polarized optical transitions additionally preserve the orbital state (|ψ〉L , denoted by color) and are coupled twice as strongly [25,47]. (b),
(c) Transition diagrams for STIRAP population transfer as described in Sec. IV (b), and cavity-mediated spin measurement as described in
Sec. III (c). σX/Z denote the photon-polarization of driving fields. Arrows depict driven transitions, with red and blue arrows a factor eiπ out of
phase. Nearby undesirable transitions are also shown with partial transparency.

application to entanglement distribution in the strong-field
regime. We further consider single-qubit manipulation us-
ing optical stimulated Raman adiabatic passage (STIRAP)
[45]. Prior experimental work showing optical control
[25,37,38,46] left open the question of the utility of a STIRAP
pulse approach for high-fidelity operations on single spins.
Our paper is organized as follows: In Sec. II we review the
core properties of the silicon-vacancy center, while Secs. III
and IV describe the cavity-mediated spin measurement and
population transfer using STIRAP. Section V provides a point
of comparison for measurement with the germanium-vacancy
center, with Sec. VI summarizing our findings.

II. THE SILICON-VACANCY CENTER

The SiV− center consists of four optically excited states
(ES) and four lower-energy ground states (GS)—see Fig. 1—
each associated with spin and orbital angular momentum
components [25,47]. They are governed by Hamiltonians of
the form

Ĥ = h̄λŜ(o)
Z Ŝ(e)

Z + f μBBZ Ŝ(o)
Z + 2μB

∑
i

BiŜ
(e)
i

+ h̄εI Ŝ
(o)2
Z + h̄

∑
j

ε j Ŝ
(o)
j , (1)

where i ∈ {X,Y, Z} and j ∈ {X,Y }. Here Ŝ(o/e)
X/Y/Z are spin-1/2

operators for the orbital (o) and spin (e) subsystems with
the orbital operators containing an extra factor of 2 [47,48].
Next λ = −2π × 51.5 GHz (−2π × 257 GHz) denotes the
spin-orbit coupling in the ground (excited) state manifold,
GSM (ESM), while f = 0.1 reflects a dynamic Jahn-Teller
suppression of the magnetic field on the orbital component

[47]. Further, μB/h̄ = 2π × 14.0 GHz T−1 is the Bohr mag-
neton, while BX/Y/Z are applied magnetic fields along each of
the principal axes and εI/X/Z represent strain fields. The ES
lifetimes are 1.8 ns [49].

At low temperatures (T � 100 mK) we assume decoher-
ence is dominated by an Orbach process [48]. This process
is limited by the excitation rate of the orbital component and
subsequent relaxation from the upper branch of the ground
states. This appears to occur in the orbital and spin com-
ponents at a ratio of 100 : 1 based on relative T1 and T2

times of 1 s and 10 μs [27]. The zero-temperature orbital and
spin relaxation rates from the upper branch are inferred from
[48,50] to be 66 ns and 6.6 μs, respectively (see Appendix A 3
and Fig. 1).

Some parameter tuning is required if we want to use STI-
RAP to perform our single-qubit rotations. STIRAP requires
coupling to the same intermediate excited state (or set of
states), for which perturbative mixing is insufficient. Bringing
the central excited states together to mix spin projections
inverts the order of the two central ground states, reducing
the qubit lifetime. We justify this by the 10 ns timescale of the
operations, applying a magnetic field of BZ = 9.179 T, BX =
0.600 T. Further, the coherence time remains more than an
order of magnitude larger than the expected hyperfine period.
Finally, strain terms are set to zero and several optimistic
assumptions are made (see Appendix A).

III. MEASUREMENT AND INITIALIZATION OF THE
ELECTRONIC SPIN STATE

The most common means of measuring the spin state of
the center has been resonance fluorescence [25,27,37,38,50–
52]. This has been limited by population of the excited
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FIG. 2. Measurement fidelity as a function of the cooperativity
and the number of single-photon pulses. Identified in red is the maxi-
mum observed fidelity, 0.9914. The dashed black (gray) curve shows
the fidelity with a source (detection) efficiency of 0.5, maximized
over the pulse number.

states, but strong Purcell enhancement using a two-photon
process [42,53] with axially polarized transitions (having
greater coupling and branching ratios [47]) provides a way
to overcome this. Coherent states can be used to overcome
loss and enhance coupling with the SiV− center; however
such techniques are not suitable for projective entanglement
generation and so we will turn our attention to multiple single-
photon pulses (which later could be relaxed to weak coherent
pulses).

Our proposed measurement approach differs from the res-
onance fluorescence technique and instead relies on reflection
from a coupled optical cavity. Here dependent on the SiV−

state, the scattering properties from the cavity change. A
sequence of single photons then probes the state of the center
using conditional reflection from the coupled cavity-center
system. The scattering approach relies on two main assump-
tions: photon populations from pulses in succession do not
interfere with one another and the bandwidth of the driving
field is small. As such we have chosen a pulse width of 20 ns
(after which 4.5 × 10−3% of the population should remain)
given the decay time is on the order of 1.8 ns. Further, the
20 ns width is also an order of magnitude greater than that
at which the transmission or reflection probabilities diverge
from the ideal case (∼3 ns; see Appendix B 2). Finally, the
maximum number of probe pulses is limited to order 10
through the spin relaxation time.

In our cavity-assisted spin measurement, we want to per-
form two tasks: the first is to distinguish the different qubit
basis states and the second is to project a superposition state
into one of the basis states. As such let us consider the case
where our SiV− qubit is initially prepared in a 50/50 mix-
ture. In Fig. 2 we show our estimated measurement fidelities
against cooperativity, pulse number, and source and detection
efficiency. We observe that maximum fidelities of order 99%
are found for cavity cooperativities in the region 50–100,
when ideal sources and detectors are assumed. This 99%
maximum of course drops when we consider inefficiencies in
our source and detectors. For a 50% detection (source) effi-
ciency, the fidelity drops to order 96.6% (97.6%), increasing
the number of single photons required from 1 to 7 (8). The

chief limitation is temporary leakage to higher-energy ground
states, resulting in significant dephasing and a non-negligible
probability of spin-flip transitions. Our estimated spin decay
time 6.6 μs is an extrapolation from a different field regime
and so the possibility remains that lifetimes observed ex-
perimentally may exceed this estimate. An improvement of
two orders of magnitude in the spin decay time would be
required to obtain a measurement fidelity of 0.999 under our
field configuration (see Appendix B 1). This would apply
only to spin measurement and initialization and not to the
projective entanglement generation, which degrades on the
loss of entangled photons.

IV. POPULATION TRANSFER BETWEEN SPIN STATES

Single-qubit rotations with the SiV− center have pre-
viously been demonstrated both directly between ground
states [27] and indirectly using perturbative Raman transi-
tions through the excited states [38]. Relying on perturbative
spin-projection overlap leaves such processes vulnerable to
decay, and the fidelity of optically mediated transitions has
consequently been limited to around 90%. It remains an
open question whether a STIRAP approach could be used
to maintain population in the qubit subspace to avoid this.
As described previously, the field configuration required for
optical STIRAP alters the coherence properties of the ground
states. Here we describe how this altered coherence interacts
with constraints in the energy level structure, placing a limit
on the fidelity of coherent population transfer. The spin state
of the center does not change under optical excitation. Trans-
fer between the qubit states must therefore involve at least
two intermediary states. As shown in Fig. 1 the separation
between these places a limit on the rate of the transfer of order
2π × 10 GHz. Further, a strong Stokes pulse may allow a
transition to the lowest-energy excited state of the ESM (state
“m” in Fig. 1), causing decoherence through rapid optical
decay.

Now in our work here we use a Lindblad-based master
equation approach to simulate coherent population transfer
using the STIRAP process. We assume a 1.8 ns optical decay,
66 ns ground-state orbital decay, and 6.6 μs ground-state spin
decay (see Sec. II and Appendix C). Further, the pulse time
was chosen at 33 ns to limit ground-state spin relaxation to
less than 1%. Following [54], we use Gaussian-shaped Stokes
and pump pulses with the same profile (width and magnitude)
that are separated by one standard deviation (33/8 ns). The
frequencies and polarizations are chosen resonant with the
target transitions. Our simulations show the best performance
occurs with a maximum pulse amplitude at approximately
10% of the detuning between the intermediate states “±”. The
population dynamics for this driving amplitude are shown in
Fig. 3. Here the degree of transfer is limited to order 97%,
which is caused by a trade-off between the population transfer
to the target ground state and to excited states resulting in
rapid spontaneous decay. This can be observed in the com-
parable final populations of |10〉LS , |01〉LS , and |11〉LS , and
in the presence of slight oscillations in the transfer curve. As
noted for spin measurement in the previous section, this trade-
off limiting the performance of STIRAP population transfer
could be improved to fidelities in the high nineties if the spin
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FIG. 3. State population probabilities versus STIRAP transfer
time from qubit state q1 [blue (dark gray)] to q2 [red (light gray)],
as defined in Fig. 1.

decay time for the center in our field configuration is found to
be higher than estimated. We also leave open the question of
pulse optimization utilizing methods such as gradient ascent
pulse optimization (GRAPE) [16] or machine learning [55].

V. THE GERMANIUM-VACANCY CENTER

The germanium-vacancy center (GeV−) has quite similar
properties to the SiV− center but exhibits stronger spin-orbit
coupling, a larger discrepancy between the magnetic suscepti-
bility of the ground and excited states, and longer excited-state
lifetimes (narrower natural optical linewidths). As such it has
the potential to be a superior qubit to SiV−. In this section
we therefore ask whether these discrepant properties might
improve optical contrast—the primary limiting factor in the
SiV− measurements of Sec. III. Though we do not yet have
as much information for this system, we can provide a rough
estimate for the efficiency (fidelity) of a single-photon cavity-
assisted measurement.

The GeV− center forms the same split-vacancy structure
as SiV− and evolves under the same form of the Hamiltonian
given in Eq. (1) [56]. In this case however the key ground-
state parameters [56–63] are g⊥

S = 2.0023, λ(GS) = 2π ×
181 GHz, g||,(GS)

S = g⊥
S − 0.006, and f (GS) = 0.128, while

the corresponding excited-state parameters are λ(ES) = 2π ×
1120 GHz, g||,(ES)

S = g⊥
S − 0.1, with f (ES) = 0.089. Now for

convenience here we have ignored the strain terms at present
due to the already large energy separations, which should
limit their impact. Further, phonon-induced decoherence for
the GeV− center should scale as either e−8.7/T or as T 3 [48],
so that absent new limiting factors, reducing the temperature to
100 mK should improve the dephasing time from T ∗

2 = 19 ns
[61] to at least 152 μs. The lifetimes of the optically excited
states are 6 ns [56,62,64,65], and the branching ratios appear
[61] consistent with those of the SiV− center.

We are faced with significant uncertainty in estimating
the low-temperature decay rates between the ground-state
branches. Qualitatively, however, the system-environment
coupling is likely much greater than for SiV−: Despite much
stronger spin-orbit coupling the experimentally determined
coherence times for GeV− are only T1 � 25 μs and T ∗

2 =
19 ns at 2 K [61]. We may therefore expect that any population

will relax quickly to the lower branch. We also note that for
the expected two-photon relaxation process [48], the current
T1 and T ∗

2 times indicate a branching ratio to the lower branch
on the order of 1000 : 1.

Our expectation of rapid ground-state decay motivates
two significant modeling assumptions: First, the qubit must
be encoded in the two lowest ground states (in contrast
to SiV−), restricting magnetic fields to � 6.4 T to pre-
vent a crossing of the spin-orbit branches. Second, that de-
cay from the upper ground states is faster than the time
between measurement pulses, justifying their incorporation
via a modification of optical branching ratios, rather than
explicitly as states. Taking the extreme case of a 6.4 T
magnetic field to maximize transition contrast, the ground-
state frequencies are −191.65 GHz, 10.65 GHz, 12.28 GHz,
and 168.72 GHz, while the excited-state frequencies are
−657.04 GHz, −462.96 GHz, 478.91 GHz, and 641.09 GHz
[see Fig. 4(a)].

In our measurement, using an optical transition between
the GSM and ESM manifolds for state-dependent scattering,
we target the transition between states of lowest energy (see
Fig. 4). The nearest undesirable transition is −13.07 GHz
detuned. This means that in conjunction with the narrow
lifetime-limited linewidth of GeV−, we expect that this center
will tolerate larger cooperativities than SiV− and so give
higher measurement fidelities. This behavior is observed in
Fig. 4, where a fidelity estimate above 0.999 is seen for
cooperativities above 500 using a single-photon pulse (with
a cooperativity of 50 we obtain comparable measurement
fidelities to those for SiV−). An increase in the measured
T2 time would, counterintuitively, require a greater cavity
cooperativity (through changing branching ratios). Lowering
the magnetic field to limit the phonon occupation number
associated with ground-state transitions would reduce the
optical transition contrast. Our estimates should therefore be
interpreted in line with earlier SiV− assumptions as outside
projections of the center’s potential.

Unlike the SiV− case, single-qubit rotations performed
using an optical STIRAP approach are not assessed for this
system because the magnetic field required to identify the cen-
tral excited states (∼40 T) is impractical. Instead one might
drive a microwave transition between qubit levels (potentially
with a strain field applied [27]).

VI. CONCLUSIONS

In this paper, three key observations have become apparent.
First, cavity-mediated measurement should be possible on a
timescale of order ∼20 ns with an error rate of order 1% for
SiV (0.1% for GeV). Second, there is a trade-off in the field
configuration between the lifetime of the qubit and the fidelity
of STIRAP population transfer. Third, population transfer
between encoded qubit states of SiV can, in principle, be
achieved on a timescale of order ∼33 ns with a fidelity of
order 97%. This estimated performance does not surpass that
of the nitrogen-vacancy center [44,66].

Now despite operating in a field regime for which the
coherence time is reduced, the potential of SiV− for quan-
tum information processing remains intact. Our single-qubit
rotation, though limited to order 97%, remains competitive
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FIG. 4. (a) GeV− energy level structure under a 6.4 T axial magnetic field. The target transition for measurement is denoted with a black
arrow. (b) Estimated GeV− measurement fidelity versus cooperativity, for one single-photon pulse and ideal source and detection efficiencies.

with prior experimental results [38] for optically mediated
transfer. Prior results for direct transfer [27] reaching 99%
observe measurement fidelities of order 90% and come at a
cost to qubit lifetime similar to that which we observe. We
do sacrifice long-time, high-fidelity single-qubit measurement
and initialization [36,37] for shorter-time measurements with
fidelities on the order of 99%. However, the approach we
have taken is straightforwardly generalizable to two-qubit
projective entanglement generation (formerly 95% [36]).

Distributed quantum information processing requires a
more general set of operations than the use of SiV− as a
single-photon source. Correspondingly, there are drawbacks
to focusing exclusively on performance derived from the long
coherence times now available with the center. First, many
photons weakly incident on the center reduce the fidelity
of spin-photon entanglement generation. The small detuning
between spin-selective optical transitions additionally limits
the fidelity of small-photon-number adaptations through the
T2 time of the center. Second, in the presence of a nearby 29Si
nuclear spin, long-time operations will exceed the hyperfine
period. They may therefore cause dephasing and reduce the
fidelity of information stored in the nuclear spin state. Hyper-
fine parameters following transition to the excited states, so
far unknown, exacerbate this issue. The coherence time was
formerly the primary limiting factor for quantum information
processing with SiV−. Recent results [36,37] have shown
that this is now only one in an array of important factors
to be considered collectively. We hope that our results will
encourage the exploration of more exotic field regimes, even
where this may come at the cost of trading off performance in
one area for another.
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APPENDIX A: DETERMINING PARAMETERS

In this Appendix we discuss key assumptions and parame-
ter regimes for the SiV− beginning with strain.

1. Zero strain

When the strain terms are comparable to the spin-orbit
splitting of the ground states, the orbital components of the
two-qubit states are no longer orthogonal. In such a case a
direct transition can be driven between the states of the spin
component, though this comes at the expense of a direct re-
laxation process between the two-qubit states, decreasing the
coherence time. This regime was investigated experimentally
by Sukachev et al. [27] to achieve dynamical decoupling. A
high-strain environment such as is explored in [48] might be
used to manipulate optical transition detunings, in addition to
raising the operating temperature.

For a strain tensor that does not mix axial with perpen-
dicular components, the susceptibilities of the ground and
excited states [48] were determined by Maity et al. [63]. For
a discussion of the effects of strain on spin-photon interaction
and transition contrast, see [29].

We have decided to leave these terms at zero. Strain terms
strong enough to preserve the symmetry in transition overlap
between the ground and excited states desired for the fast
STIRAP pulses we are investigating would require a magnetic
field two orders of magnitude larger than the current figure
(9.179 T). Such strong fields are not believed to be experi-
mentally feasible at the current time.

2. Optimistic assumptions

Not enough is yet known about the silicon-vacancy center
to provide performance estimates at the level of precision
required for scalable quantum information processing tasks.
Here we deliberately take an optimistic view where we en-
counter uncertainty in the properties of the center, to clar-
ify known limitations while leaving open the potential for
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fortunate refinement in the future. Specifically, our assump-
tions are the following: no static Jahn-Teller terms (these
are wrapped into strain); no fluctuation in the dynamical
parameters; no nonradiative decay from the optically excited
states; no native decay terms with decay times greater than
∼10 μs, which we justify by expected operation times; no
nuclear (hyperfine) sublevels; and no additional energy levels
around the optically excited states [25,67,68].

3. Ground-state decay times

For timescales of order tens of microseconds or below,
the coherence time of the negatively charged silicon-vacancy
center is dominated by thermal phonon interactions. Meesala
et al. [48] identify three phonon-mediated spin decay pro-
cesses: single-phonon transitions, two-phonon resonant tran-
sitions, and two-phonon off-resonance transitions. All three
processes are caused by perturbative overlap in the spin
projections of ground manifold energy eigenstates. Asso-
ciated with the vanishing absorption components of these
processes at low temperature or large fields are T2 figures
of order milliseconds and tens of milliseconds [27]. For
population transfer, and also associated with inversion in the
ground-state manifold caused by the large axial magnetic field
of the second qubit regime in Sec. II, the emission rates of
these phonon processes are also significant. Simply reducing
the temperature is insufficient to suppress these emission
rates.

Beginning with the zero-field regime, the orbital decay
time from the upper branch is computed beginning with the
101 ns prefactor and about 45 GHz ground-state splitting for
the rates of Jahnke et al. [50], relative to our chosen value of
51.5 GHz. Accounting for a cubic dependence on the energy
gap, this provides a number of about 66 ns for direct orbital
emission, from which we infer a conservative 6.6 μs figure
for spin relaxation. As mentioned, this latter figure depends
on perturbative spin-projection overlap; here it comes from
the ratio between the observed T1 (>1 s) and T2 (13 ms) times
of Sukachev et al. [27] (roughly 100 : 1), though we are aware
that earlier figures could provide more optimistic ratios [25].

We move now to the second qubit regime with a magnetic
field of BZ = 9.179 T and BX = 0.600 T. The single-phonon
transition rate scales according to the overlap between an ideal
initial state and its alternate-spin projection; our perpendicular
magnetic field has been restricted to limit this overlap so that
the alternate spin state is observed with probability less than
10−3. Indeed, this restriction is a primary factor limiting the
intensity of applied STIRAP pulses and the transition contrast
in measurement mediated by a strongly coupled optical cavity.
Under the assumption that perpendicular field perturbations
can be expressed as some fraction 0.1%–0.01% of the dom-
inant axial magnetic field, BZ = 9.179 T, they contribute to
order 0.01 T to 0.001 T. This is between 0.17% and 1.7% of
the intentional 0.6 T perpendicular field, and should contribute
correspondingly negligible spin-projection overlap. Remain-
ing factors in the single-phonon transition rate are those gov-
erning standard absorption and emission: the thermal phonon
occupation number, the phonon density of states, and the
electron-phonon coupling. By assumption on the temperature,
the first is low enough to make absorption rates negligible

relative to the timescales of the operations we are considering
(timescales of order 100 ns). The latter two we determine
together by working backward again from the fit of Jahnke
et al. [50], who obtain a prefactor of 1/(101 × 10−9) Hz for
an energy gap of order 50 GHz. For our magnetic field con-
figuration, with a separation between qubit states of slightly
less than 250 GHz, the cubic dependence of the combined
density of states and electron-phonon coupling on the size
of the energy gap yields an additional factor of roughly 125
(2503/503 = 53). We therefore infer that the single-phonon
transition rate should be approximately 1.25 × 105 Hz, giving
a spin lifetime of order 8 μs under emission. This value, being
only very approximate, is close enough to the 6.6 μs figure
obtained from the zero-field regime that for simplicity we
proceed with 6.6 μs for both regimes.

We note that the above estimates are extrapolated from
figures measured in quite different field configurations from
our own; if the spin decay time in particular is found to be
longer than we predict, the performance of the operations we
considered could be correspondingly improved.

APPENDIX B: CAVITY-MEDIATED
REFLECTION CALCULATIONS

First we must expand the energy level structure of Eq. (1) to
incorporate both ground and optically excited subspaces. This
may be done by introducing an additional two-level system,
and prefixing all Hamiltonian terms with a projector onto one
or the other of the states of this system, which we will call the
“transition” (TR) subsystem:

Ĥ (GS) → Ĥ (GS) ⊗ P̂(TR)
0 , Ĥ (ES) → Ĥ (ES) ⊗ P̂(TR)

1 . (B1)

The result leaves us with a new bare system Hamiltonian that
is the tensor sum of the former individual cases:

Ĥsys = Ĥ (GS) ⊕ Ĥ (ES). (B2)

Interactions between the SiV− center and an optical cavity
mode can now be expressed with a Jaynes-Cummings Hamil-
tonian in terms of combined operators of the optical-transition
subsystem, the orbital angular momentum subsystem, and
annihilation and creation operators of the harmonic mode,

Ĥint = h̄g[(ĉ†
z σ̂

(TR)
− + ĉzσ̂

(TR)
+ )

− 1
2 (ĉ†

x σ̂
(TR)
− + ĉxσ̂

(TR)
+ )σ̂ (o)

x

+ 1
2 (ĉ†

y σ̂
(TR)
− + ĉyσ̂

(TR)
+ )σ̂ (o)

y ], (B3)

where g is the vacuum-Rabi coupling, the factors of 1/2
account for the difference in polarization coupling amplitudes,
σ̂ are the usual Pauli matrix operators, and we have further
divided the harmonic mode into modes ĉx, ĉy, and ĉz, cor-
responding to different photon polarizations. This division
allows us to define selection rules in the interaction Hamil-
tonian, corresponding to the configuration of spin and orbital
angular momentum operators above.

The cavity modes now require their own self-energies,

Ĥcav = h̄ωc(ĉ†
z ĉz + ĉ†

x ĉx + ĉ†
y ĉy), (B4)
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and the cavity must itself be coupled to external fields,

Ĥc−r = h̄

√
κr

2π

∑
k∈{x,y,z}

∫ ∞

∞
dω(ĉ†

k r̂k,ω + ĉk r̂†
k,ω

),

Ĥc−t = h̄

√
κt

2π

∑
k∈{x,y,z}

∫ ∞

∞
dω(ĉ†

k t̂k,ω + ĉkt̂†
k,ω

),

Ĥfields = h̄
∑

k∈{x,y,z}

∫ ∞

∞
dω ω(r̂†

k,ω
r̂k,ω + t̂†

k,ω
t̂k,ω ), (B5)

where k contains the polarization labels, ω is the angular
frequency of the external field, r̂k,ω and t̂k,ω correspond to
modes at the input and output mirrors of the cavity (r: re-
flection, t : transmission), and κr/t denotes the rate of photon
loss through each of these respective mirrors. Note that since
the transmission port is not used for detection in this scheme,
scattering from the cavity itself can be wrapped into the decay
rate κt , so long as the ratio κr : κt is adjusted appropriately.

We can now restrict ourselves to the single-excitation sub-
space and move to Fourier space to obtain a matrix Langevin
equation set of the form

⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣

Ĥ (GS) Ĥ ′
int,z

Ĥ (GS) Ĥ ′
int,x

Ĥ (GS) Ĥ ′
int,y

Ĥ ′†
int,z Ĥ ′†

int,x Ĥ ′†
int,y Ĥ (ES)

⎤
⎥⎥⎥⎦ −

⎡
⎢⎢⎣ i(κr + κt )Î12/2

(
	ac + iγopt/2

)
Î4

⎤
⎥⎥⎦ − (	cf + EGS)Î16

⎞
⎟⎟⎟⎠x̄ = −i

√
κr

⎡
⎣δ̄12

0̄4

⎤
⎦,

(B6)

where ÎN is an N × N identity matrix, γopt is the optical decay
rate of the center, 	ac is the frequency detuning between
the target transition of the center and the cavity mode, 	cf

is the frequency detuning between the cavity mode and the
driving field, EGS further shifts the frequency to align with
the energy of the initial ground state, δ̄12 is a 12 × 1 binary
vector of Hamming weight 1 that determines the initial state
and driving polarization, 0̄4 is the 4 × 1 zero vector, and
elements Ĥ ′

int,k (k the polarization as above) are single-photon
components of the interaction matrix relating only to one of
the three orthogonal photon polarizations, so that, e.g., the
8 × 8 submatrix [

Ĥ (GS) Ĥ ′
int,y

Ĥ ′†
int,y Ĥ (ES)

]
(B7)

corresponds to the restriction of Ĥsys + Ĥint to consider only
single, Y -polarized photons.

Using the now-standard input-output method of Collett and
Gardiner [69], we find a series of equations of the form

rout (t ) = rin(t ) − i
√

κrc(t ), (B8)

for each of the states of the system (36 in total, most of which
have a vacuum component for the input field). From this we
obtain through the solution of the above matrix equation the
scattering amplitudes of the cavity-center system.

Having determined the scattering amplitudes of the system,
with the knowledge that we drive with only Z-polarized
photons, and under the assumption that distinct scattering
pathways dephase, we are then able to decompose an arbi-
trary density matrix into pure states, evolve each pure state
according to these scattering amplitudes, and recollect the
results. So long as the optical decay times are significantly
faster that either the times between single-photon pulses or
the ground-state decay times, the scattering process can be
treated in secular fashion, and the approach repeated, project-
ing the state according to a selected branch of measurement
outcomes.

We assume that the total decay rate of the cavity κr + κt

is equal to the optical decay rate of the center γoptical, but the
ratio between the rates for the individual mirrors is locally
optimized via gradient descent, as are 	ac and 	cf .

1. Improved coherence times

In Sec. III we estimated a required spin decay time of
863 μs to achieve a measurement fidelity of 0.999. The
parameters for which this time was obtained were the fol-
lowing: a cooperativity of 5, a trial (pulse) number of 31
(or similarly a weak coherent pulse with an average of one
photon per 20 ns over a total time of 620 ns), an atom-center
detuning of −94.500314 GHz, and a cavity-field detuning of
−6.125525 GHz. For our field configuration, as the cooper-
ativity is raised above 5, the performance is limited by a de-
creased transition contrast, while as it is lowered the increased
contrast is outweighed by the increased measurement time.

2. Measurement pulse time

We have established minimum pulse times according to
other decay terms. Assuming a Gaussian pulse for simplicity,
a z score of −2.5 covers 0.49% of the pulse area, so that 99%
of the pulse lies within a width of 5.16 standard deviations.
We will call this the width of the pulse. The pulse time is
limited by the lifetime of the center and the minimum energy
gap between optical transitions. In our particular case, there
exist two levels either side of the target that appear to interfere
destructively; shown in Fig. 5 are example reflection (and
complement) probabilities from the secondary (and target)
qubit states. The target state achieves a maximum reflection
probability of O(99%), the limiting fidelity of a single-shot,
single-photon measurement. The error channel due to scatter-
ing is relatively insensitive to the bandwidth of the pulse.

With the aim of maximizing the reflection contrast between
the two-qubit states, we therefore take 2π × 0.71 GHz as the
rough upper bound on the total frequency width of the pulse,
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FIG. 5. The single-photon reflection probability for the sec-
ondary (blue, lower curve) qubit state and the complement (differ-
ence between 1 and this probability) for the target (red, upper curve)
state, as functions of the frequency detuning between the cavity mode
and the target transition of the SiV− center. For this figure only, the
incident field and cavity mode are resonant, the cavity mirrors are
balanced, and the center-cavity cooperativity is 70. The peaks from
the secondary qubit state appear to interfere destructively to suppress
reflection close to the target transition. Units are expressed in pure
frequencies. The red dashed lines are placed between the two curves
at the levels 0.1%, 1%, and 2% as a guide to the eye emphasizing
allowable pulse widths associated with these levels.

obtaining standard deviations in the frequency (σ f ) and time
(σt ) domains of

σ f �
2π × 0.71 GHz

5.16
= 2π × 0.13 GHz, (B9)

σt �
1

2σ f
� 0.58 ns. (B10)

APPENDIX C: STIRAP MASTER EQUATION
CALCULATIONS

For the STIRAP simulations of Sec. V we use a master
equation of the standard Linblad form,

∂

∂t
ρ̂ = −i

h̄
[Ĥsys + Ĥdrive, ρ̂] +

∑
A,B∈S

γ A
B LA

B (ρ̂), (C1)

where S is the set of spin and angular momentum eigenstates,
γ A

B is the rate of decay from an initial state |A〉 to a final state

|B〉, LA
B is a Linblad superoperator based on this transition, i.e.,

LA
B (ρ̂ ) = |B〉〈A|ρ̂|A〉〈B| − 1

2
(|A〉〈A|ρ̂ + ρ̂|A〉〈A|), (C2)

Ĥsys is the system Hamiltonian obtained by expanding Eq. (1)
of the main text with an additional two-level system to allow
for the optical degree of freedom (labeled “TR” for “tran-
sition,” as described for the reflection calculations above),
and Ĥdrive is the driving Hamiltonian containing the STIRAP
pulses,

Ĥdrive(t ) = h̄�max√
2πσ

[
e

−(t−μ+ )2

2σ2 f+(t )σ̂ (o)
X + e

−(t−μ− )2

2σ2 f−(t )

]
σ̂

(TR)
X ,

(C3)

f±(t ) = cos (ω(q1,+)t ) ± cos (ω(q1,−)t ), (C4)

where σ̂
(o)
X and σ̂

(TR)
X are Pauli sigma-X matrix operators

acting on the orbital and optical-transition degrees of free-
dom, respectively, �max is the maximum pulse amplitude
expressed as an angular frequency, tmax is the total pulse
time (from which the widths, σ = tmax/8, and means, μ± =
(tmax ± σ )/2, of the Gaussian window functions are deter-
mined), and ω(A,B) is the angular frequency of the tran-
sition between states A and B, using the state labels of
Fig. 1.

Enumerating states in S with the triplet labels XY Z , where
X,Y ∈ {0, 1} represent the orbital and spin degrees of free-
dom, respectively, and Z ∈ {G, E} tracks whether the system
is in the ground (G) or excited (E) states, the terms with
nonzero rates of decay are set to

γ 00E
00G = γ 01E

01G = γ 10E
10G = γ 11E

11G = (4/6)/(2π × 1.8 ns),

γ 00E
10G = γ 01E

11G = γ 10E
00G = γ 11E

01G = (2/6)/(2π × 1.8 ns),

γ 10G
00G = γ 01G

11G = 1/(2π × 66 ns),

γ 00G
01G = γ 10G

11G = 1/(2π × 6.6 μs), (C5)

where the prefactors (4/6) and (2/6) account for the rela-
tive observed emission intensities of parallel and orthogonal
photon polarizations [25,47], 1.8 ns is the optical decay time,
and 66 ns (6.6 μs) is the orbital (spin) decay time in the
ground-state manifold, as described in Appendix A 3.
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