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Emergence of a geometric phase shift in planar noncommutative quantum mechanics
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Appearance of adiabatic geometric phase shift in the context of noncommutative quantum mechanics is
studied using an exactly solvable model of a two-dimensional simple harmonic oscillator in the Moyal plane,
where momentum noncommutativity are also considered along with spatial noncommutativity. For that we
introduce a modified form of Bopp’s shift, that bridges the noncommutative phase-space operators with their
effective commutative counterparts, having their dependence on the noncommutative parameters, and study the
adiabatic evolution in the Heisenberg picture. An explicit expression for the geometric phase shift under adiabatic
approximation is then found without using any perturbative technique. Lastly, this phase is found to be related to
Hannay’s angle of a classically analogous system, by studying the evolution of the coherent state of this system.
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I. INTRODUCTION

Ever since Berry observed the occurrence of geometrical
phase obtained in the adiabatic transport of a quantum system
around a closed loop in the parameter space, the concept
of Berry phase has attracted great interest both theoretically
[1,2] as well as experimentally [3,4]. Particularly it has been
observed in certain condensed-matter systems that this phase
can give rise to effective noncommutative (NC) structure
among the coordinates and thereby impact physics [5-7]. Ad-
ditionally, the occurrence of noncommutativity in the lowest
Landau level in the Landau problem is quite well known.
Apart from these effective low-energy effects, there are very
strong plausibility arguments due to Doplicher et al. [8,9]
that this noncommutative algebra satisfied by spatiotemporal
coordinates [10], when elevated to the level of operators, can
naturally serve as a “deterrent” against gravitational collapse,
associated with the localization of an event at the Planck
scale. Here the status of the noncommutative parameters is
more fundamental, as if they are new constants of nature,
like h, G, c, etc. [11], and possibly can play a vital role in
the development of a future theory of quantum gravity [12].
This aspect was also corroborated in a separate study of the
low-energy limit of string theory by Seiberg and Witten [13].

Besides this above-mentioned noncommutative structure
among the space-time coordinates, it has also been proposed
that, along with the spatial components of space-time, mo-
mentum components too can satisfy a noncommutative al-
gebraic structure [14—16]. This was already indicated by the
reciprocity theorem proposed by Born in 1938 [17]. In the
same spirit it was observed in [18,19] that the noncommuta-
tive structure among the spatial and momentum components
can be related to the respective curvatures in momentum and

*saptarshibiswas531@gmail.com
fparthanandi @bose.res.in
*biswajit@bose.res.in

2469-9926/2020/102(2)/022231(18)

022231-1

coordinate spaces, respectively. Further, it was observed in
[20] that, to maintain Bose-Einstein statistics in noncommuta-
tive spaces, one needs to introduce noncommutative momenta
as well. It was also indicated in the literature [21-23] that a
nonrelativistic system in (2 + 1) dimensions admitting frac-
tional spin can exhibit Galilean symmetry through a twofold
centrally extended Galilean algebra, where one involves the
commutator of the boost generators K; between themselves,
which is a nonvanishing constant [Kj, K;] = ifik, and the
other involves boost and linear momentum, which gives the
mass m: [K;, P;] = iimd;;, with other commutators taking
their usual forms. Here « can be associated with the fractional
spin of the anyons, as has been shown in [24,25], through cer-
tain nonrelativistic reduction of (2+1)-dimensional [(241)D]
Poincaré¢ algebra iso (2, 1). A minimalistic realization of this
twofold centrally extended algebra in terms of the covariantly
transforming particle coordinate X; under linear or angular
momenta (P;, J) and boost K; for zero values of the pair of
Casimir operators can only be provided if %;’s satisfy a NC
algebra of the form [X;, £;] = if¢;; with « = m20 being a
constant [26]. Further, if the planar system is now subjected
to a static and uniform magnetic field B, then the momentum
components too become noncommutative with further defor-
mation in the [p;, p»] commutator [27,28].

In fact the sheer presence of momentum noncommutativity
alone can have nontrivial astrophysical consequences, like
enhancing the Chandrasekhar mass limit for the white dwarf
stars, as has been shown by one of the authors very recently
in [29]. The phase-space noncommutative structure has also
been shown to emerge naturally in certain systems in an
enlarged phase-space analysis [30]. It is therefore quite natural
to investigate the occurrence of Berry phase, if any, in a
quantum-mechanical system where both position and momen-
tum operators satisfy noncommutative algebra. This will then
serve, in some sense, as the converse of the case where the
occurrence of Berry phase can give rise to noncommutative
algebra [5], as mentioned earlier. In order to undertake this
study in this paper, we find it convenient to consider the
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simplest system of a harmonic oscillator lying in the Moyal
plane, where the momentum components are also taken to be
noncommutative along with the position coordinates. Further,
to compute Berry phase, we make the mass and “spring
constant” time dependent, varying adiabatically with time
period T . There are precedents of such studies in the literature.
For that one may cite the examples of the well-known Paul
trap in [31-33] where the spring constant or frequency is
time dependent and in [34,35] where the mass is also time
dependent. In fact, our model (1) below was inspired by these
previous works, although the Paul trap will not be directly
applicable in our case, as it employs a varying magnetic field.
Through a detailed analysis, we shall indeed show in this
paper that occurrence of both types of noncommutativity in
this quantum system plays a vital role for the existence of
nonvanishing geometric phase shift for the system.

In this context, we would like to mention that some authors
[36] had also considered a similar problem earlier, though
in a different system involving a gravitational potential well,
and found no geometric contribution in the total adiabatic
phase. However, there are certain basic differences between
our considerations and theirs. First of all, their original sys-
tem, involving a gravitational potential well, was commutative
in nature to begin with and thereby possessed time-reversal
symmetry. On the other hand, it is known that the breaking of
time-reversal symmetry plays a necessary (but not sufficient)
role in the existence of Berry’s phase from [37,38], the authors
of which also introduced noncommutativity just by substi-
tuting the commutative variables by their NC counterparts,
using the inverse of the Bopp shift (or the Seiberg-Witten
map in the parlance of [36]). Therefore, here the occurrence
of noncommutativity in the rewritten version does not have
any fundamental status; rather its occurrence is a bit contrived
in nature. More importantly, it has been pointed out in [39]
that their particular form of noncommutative algebra and
Bopp shift is equivalent to a scaled version of (Al) and its
realization (A2) only for the scale factor &~ I"as in (16). Con-
sequently, the above-mentioned Bopp shift (A2) becomes very
restrictive in nature, in the sense that it provides a realization
of the one parameter (£) family of phase-space commutation
relations (A1) in terms of commutative phase-space variables
(A2), only for a specific and critical value of £ = &, (A3). In
contrast, our realization (A4) holds for any arbitrary value of
&. And it is only for & = &, that these two realizations are
unitarily equivalent. This has been elaborated in Appendix
A. In fact, as we show in the sequel (see the fourth point
in Sec. IV), the geometrical phase vanishes for that critical
value of & = &., which can be shown by using any one of
the realizations (A2) or (A4). And for other values of & # &,
there is a nonvanishing geometrical phase. This can be clearly
shown by making use of our realization (A4) only, which is
solely responsible for the generation of a crucial dilatation
term, the presence of which, as we show below, is quite
indispensable for getting the desired geometrical phase shift.

Furthermore, we would also like to point out that the issue
of Berry phase in noncommutative space was analyzed in
[40] also, albeit in the absence of any momentum space non-
commutativity; only position-position noncommutativity was
considered. Additionally, there the author basically computed
the first-order noncommutative correction, by expanding the

Moyal star product up to O(6), to the already existing geomet-
rical phase shift. This is quite in contrast to our analysis, where
we show how the presence of phase-space noncommutativity
itself can be a source for generating nonvanishing Berry
phase in an otherwise simple quantum-mechanical system,
in the sense that this phase shift does not survive when the
commutative limit is taken. And this could be accomplished
only through the form of the Bopp shift we have introduced,
as mentioned above. Additionally, we have also computed the
geometric phase shift in the Heisenberg picture. This served a
dual purpose as it not only enabled us to virtually read off the
quantal Berry phase (we also showed how to obtain this by
using the more well-known approach of obtaining the Berry
phases through the one acquired by the state vectors after
time evolving in the Schrodinger picture) corresponding to
our system of interest, just by looking at the extra phase factor
occurring over and above the dynamic phase by adiabatically
transporting the ladder operators of our system Hamiltonian,
but also enabled us to identify the corresponding Hannay
angle in a rather straightforward manner. It therefore helps us
to “kill two birds with one stone.”

Moreover, an inter-relation between the extra quantal ge-
ometric phase, apart from the dynamical phase, in the wave
function in the quantum description and the corresponding
angle shift at classical level, was established by Berry through
semiclassical torus quantization [1]. The change of the angle
was found to be related to the rate of change of the extra
phase with respect to the quantum number of the state which
is being transported adiabatically. This can be viewed as a
manifestation of Bohr’s correspondence principle for phases
arising through adiabatic transports in the respective quantum
and classical systems. However, in the present paper, we shall
establish this classical correspondence by extending Berry’s
analysis to nonstationary coherent states, in the spirit of
[41-43], representing localized nonspreading wave packets
which are being transported along classical trajectories.

The paper is organized as follows. We begin by introduc-
ing in Sec. II noncommutative phase-space operators where
we consider momentum space noncommutativity, along with
the spatial ones of Moyal type. Here we also compute the
instantaneous energy spectrum of a two-dimensional (2D)
harmonic oscillator the mass and frequency parameters of
which are slowly varying with respect to time by making use
of a generalized noncanonical phase-space transformation,
which we refer to as generalized Bopp shift (see Appendix A),
which maps the noncommutative phase-space variables to
their commutative counterparts. In Sec. III we find, in the
Heisenberg picture, the extra phase factor which is acquired
by the creation and annihilation operators under an adiabatic
excursion in parameter space of the system. We then discuss
the geometric phase shift in state space of the oscillator in
Sec. IV and provide a contact between quantum geometric
phase shift and classical Hannay angle in Sec. V. Finally,
we conclude the paper in Sec. VI. Lastly, in Appendix A we
discuss different types of Bopp shifts, i.e., different realiza-
tions of noncommutative algebra and their relations with one
another, and in Appendix B, apart from reviewing some of the
necessary group theoretical aspects related to our model, we
show that although the dilatation term in the Hamiltonian can
apparently be transformed away by a time-dependent unitary
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transformation it nevertheless reappears in “disguise” in the
dynamical term, albeit retaining its geometrical nature.

II. PLANAR NONCOMMUTATIVE SYSTEM

In this paper, we are basically considering a 2D harmonic
oscillator on the Moyal plane, with time-dependent coeffi-
cients P(t), Q(t) varying adiabatically with period T':

H(t) = P(t)(p] + p3) + Q)(&] + £3) ()

such that P(¢), Q(¢) > 0 and these time-dependent parameters
are assumed to subsume all other parameters like mass and
frequency as mentioned in the previous section. This model
is constructed in the spirit of [31-35] where the plausibility
of having time-dependent parameters P(¢) and Q(¢) in a real
physical system was demonstrated. We are further assuming
that the momentum components also satisfy a noncommuta-
tive algebra [44—47] in addition to the position coordinates, so
that the entire noncommutative structure takes the following
form:
[X, %] = ie;;,  [Pi, Pj] = ineyj,
[, p;jl = ihd;;, 6On <O. 2)
Note that we need to enforce 67 to be negative for consistent
quantization. See, for example, [48,49] and references therein.
In order to carry out the diagonalization, we introduce
below a type of Bopp shift, providing a realization of the
above algebra (2) through a linear map
[, pj) — (gi, pj)ii, j=1,2], and we refer to this as
the generalized Bopp shift (see Appendix A for other kinds
of Bopp shift [36,39,50] and their relation to the one given
below):

. o V=01

Xi = ¢qi — ﬁéijpj + z—heijq]"

R n V=01

pi=pi+t ﬁfijq]‘ + 7 €ijPjs 3)

where ¢; and p; are commuting coordinates and momenta, re-
spectively, satisfying the usual Heisenberg algebra, [g;, ;] =
0 = [pi,» pjl. lgi, p;]1 = ihd;;, and are distinguished by the ab-
sence of overhead hats. Although this transformation (A7) is
not a canonical one, it nevertheless helps us in diagonalizing
the Hamiltonian. Substituting (3) in (1) results in the follow-
ing form of the Hamiltonian:

H(t) = at)(p1 + p3) + BO(q; + 43) + 8()(pigi + qip:)
—y@)(q1p2 — @2P1)s 4

where the time-dependent coefficients «, 8, y, § are given by
o =rofi- 1o L)
a(t) = - — — .,
4n? 2h
s = ol — Tt Py (L)
B 45> 2/

1
y () = 2P@)+001)],

_ (¥~
=2

)[UP(I) —00@)]. ®)

At this stage we recognize the Hamiltonian as a combina-
tion of three terms:

H(t) = Heno,1 (1) + Hgho2 (1) + Hi(t) (6)

where Hgpo i(t)’s (i = 1 or 2) are like generalized time-
dependent harmonic oscillator Hamiltonians along the ith
direction,

Henoi(t) = a(t)(p}) + B1)(q7)
+ 8(t)(pigi + qipi) (mosumoni), (7)

and

Hi(t) = —y@)qip2 — ¢2p1)s (¥

which is like a Zeeman term. In order to diagonalize the whole
Hamiltonian, we first need to diagonalize Hgho,;(¢) of (7) for
each i [51-53], so that these Hamiltonians can be brought into
the form Hgpo (1) = X (t)(a;fa,- 4+ 1) (no sum on i). To that
end we introduce annihilation (and corresponding creation)
operators a;, a; with the following structure:

172
_(_F 8 yep=8
o= (=) [ ()]

i=12, 9)

satisfying [a;, a;] = §;;. Note that we have 8 > 0 and a8 —

8% = (% — %)2 + PQ > 0, as follows from (5) and from the
fact that PQ > 0. The entire Hamiltonian (4) then takes the
following form:

H(t)=ho| Y ala; + 1| + ify (aja: — djay),
j=1,2

w=2/aBf — 8. (10)

Noting at this stage [54] that the second nondiagonal term
is like the Jordan-Schwinger representation of the J, angular

momentum operator [7 = aﬁ(? )ijajl, we need to carry out
another additional unitary transformation of the following
form, which can bring the term into the exact diagonal form
of J3, while retaining the diagonal form of the first term:

ai a 11 —illag
o) - [e]-al e o
lai,al] =68, lai,aj]=0 (i, je{+ -} (12

Finally the diagonalized Hamiltonian in the standard
quadratic form reads

H(t) = h Z wiaj'aj + ho, wor=wTy. (13)
j=+—

Note that here we have identified two characteristic fre-
quencies w4 of the system.
The eigenvalue equation of this Hamiltonian is

H@)|ny, nast) = By, (t)Ing, nost), (14)
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the solution spectrum of which can virtually be read off from
(13) as

En]nz(t) = hw(nl +ny + 1) - hy(”l - n2)7

(@ )y (@ly»
V!
where nj,n, are semipositive definite integers and
ay(1)|0,0;7) = 0. This reproduces the spectrum obtained
in [55]. Clearly the spectrum is nondegenerate and one can
safely assume that there will not be any level crossing during
the adiabatic process. In this context, we would like to point
out that essentially the same system was analyzed in [44]
but using Bartelomi’s realization. One can easily check that
both the algebra and spectrum in [44] agree with (2) and
(15), respectively, by making the following simple formal

replacements in (A1) and (A2):

0 — ¢ 0,

with & = &, (A3).
Finally let us write down our previous operators a;, a, of
(9) in short as
a; = A(){g; + [B@) + iC(0)]pi} (i € {1,2})
B\ s o
here A(t) = | — , Bt)y=-=, C@t)=—. (7
where A(t) (hw) ) 5 () 25 (17)

We see that a, al has explicit time dependence through
the time dependence of A, B, C.

Ini, nast) = 0, 0;1) 5)

n—&'n, h— hg=h",  (16)

III. HEISENBERG EVOLUTION OF LADDER OPERATORS

In this section we will solve the adiabatic evolution in
the Heisenberg picture to look for the geometric phase shift.
The equation of motion for a generic operator O is given by

dt = L1O, H] + 9 " Specifically, for the ladder operators,
they take the followmg forms:
ay X+ O 0 Y ai
d a| |0 XY 0 a-
arla |70 v o xp o oo||d|
a’ Yy* 0 0 X*||da
A (B +iC)
Xe=—=+i 2C — ),
= l(y F208F 2C )
(B+iC)
Yy=——". 18
2C (18)

Up to now all the expressions we have found are exact.
However, here onwards we will start considering the adi-
abaticity of P(¢) and Q(¢). Note, from the dependence of
A,B,C,a, B,y,8 on P(t), Q(t) we anticipate that they also
follow the same order of adiabaticity as P and Q, i.e., if
P,O~e, P,O~¢€%... then F ~e, F~ €2 .,whereF
collectively stands for A, B,C,a,8,y,5. We w111 not omit
any term under adiabatic approximation right now, but will
only keep track of the order of various terms. Eventually, it
will be clear that it is the second- or higher-order terms which
are ignorable [56,57].

We can now decouple the four coupled equations occur-
ring in (18) by taking the derivatives of these equations and

combining them suitably to get

d*a, _ day Y
= X X*
drr T dt ( rhy T )

S
+ a, <X+ — XYY - X+Xf),

d*a_ _da_ < Y )
= X +-+4+X

dr? dt Y
+a_|X_ — ?X,—}—YY —X,X+ . (19)

We can make some important observations here: if ¥ ~ ¢,
then Y ~ €2, and so § €.

Now substituting X,,X .Y from (18) and only retaining
terms mvolvmg <, we deduce

. .
da _ day (‘43+ ) +a+(ﬂ - §X+> (20)

dt?
where
A . C
. d cC A
Q= l<V - ZE(C,B) —Ye T 2;)/>
+{y? —4C?B* — 2BB} + O(€>). (21)

As one can check, the differential equation satisfied by a_
also has a similar form.

To proceed further we now need to cast (20) into its so-
called normal form. To that end, we define another time-
dependent operator b(¢) as

ay(t) = b(r)ed S P+, (22)

In terms of b(¢) Eq. (20) can now be rewritten as

2
b+b(§—£ - )+b< X, — l3—+ﬁ(ez)> =0.
2Y
(23)
Now, we have - = gilg as follows from (18). Let us
write it as

Y . C

—=Z+4+iZ—- = 24

v +HiZ— = (24)

here both Z and Z ~ &(¢) and correspond, respectively, to the

real and imaginary part of gi‘g
Then using the expressions of 3 and Q from (21) we get
b+bU+iV)=0 (25)
where

U =4C*B*> +2BB +27CB + O(e*) ~ O(Y),
d c )
V=2—(CB)—2CBlZ—=|+0O()~ O(c). (26)
dt C
Note that, since we are working in the adiabatic regime, the

functions U and V vary very slowly with time. Hence, the for-
mula for WKB approximation for the complex potential [58]
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can be applied to get the general solution of the differential
equation as

_ Ci . B
b(t)—b(O)[ 0] eXp(fO [i&(T) ¢(r)]dr)
0 o
+ 20l eXp(/o [—lé(r)+¢(r)]dr>} 27)

where /U + iV =& +i¢ and (C,, C,) are arbitrary coeffi-
cients. This result can also be derived by solving the differ-
ential equation using the method of successive approximation
and considering the adiabatic variation of U and V.

In our case, this boils down to

VUTF V24U V2
5= 2 VUt w

BB +CBZ
208

o IVUT+VI-U _ [v?
- 2 4U

_24(CP)—2CB(Z - §)
~ 4CB '

~ U ~2CB +

(28)
|

Note that we have ignored second- and higher-order terms.
We now observe that the solution must satisfy the boundary
condition b(t = 0) = b(0) . Also, the periodicity of the param-
eters implies /|£(0)| = /|£(T)|. Finally, it can be observed
that only the second term with coefficient C, in the solution
(27) yields the dynamical phase of a with proper sign. This
will eventually be clear as we calculate a (7). We therefore
set C; = 0 in (27). Now combining all these expressions, the
particular solution of (23) is obtained as

N o BB +CBZ
(29)
¥

Now, we have y=Z+ iZ — % As the latter is an exact
differential, we can write

Ty T . C
/—dr:f <Z—|—iZ——>dr
o Y 0 C
T T
=/ Zdt—i—i/ Zdt = 0. (30)
0 0

So, fOT Zdt = fOT Zdt =0, implying that ¢ is also an
exact differential.

Hence using (22), we can essentially drop the term in-
volving just the exact derivatives and then split the respective
dynamical and geometric phase shifts as

B 7 BB +CBZ 1 (T/A . C Y
a.(T)=a,(0)exp [—1/0 <2C,3+W)dr+§/0 (K+21y+5+7>dr:|

T
= a, (0)exp {—i/ [(ZC,B -7)+ (
0

And the solution becomes

B/“—C/’j)}dt}. 31
2CP

T B
ay(T) =a;(0)exp {—i/ [@Cﬁ —y)E (E)]dt}
0

. T T
—a,(0)exp [—%/0 (hw — yh)dt —i/o g%<%>dz], (32)

with the two terms in the exponent representing the dynamical and the geometrical phases, respectively.
Finally, a close look into the decoupled evolution equation of a_ in (19) tell us that it is similar to the one for a, except that
(+y) is replaced by (—y ). Also, y is entering into the solution only through the substitution of (22). So, we get

. T T
a_(T) = a_(0)exp [—%/0 (liw + yh)dt —i/o g%(%)dr], (33)

which gives the correct dynamical phase fora_.

IV. GEOMETRIC PHASES

Now looking at the second phase factor in the expression
of both the creation and annihilation operators a4 (7") in (32)
and (33), the additional factor over and above the dynamical
phase, obtained by leading behavior for adiabatic transport
around a closed loop I' in time 7', can be identified with the
Berry phase or geometric phase (more precisely geometric
phase shift) in the Heisenberg picture. As pointed out earlier,
the result obtained here can readily be converted to the more

(

familiar form in terms of the phase gathered by the state
vector by going over from the Heisenberg to the Schrodinger
picture. The geometric phase shift ®; found above can be
written in a more familiar form by using the transformation
f—f = % - Vg, where R represents a vector in the parameter
space the components of which are time dependent. Then we
can write ®¢ as a line integral over a closed loop I' traced
out in the parameter space as t varies from zero to 7, i.e., a
complete period, so that it can be written as a functional of I"
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as

[ = p )
ori=¢_ “ve(3)-ar

o)l o

where we have made use of Stoke’s theorem in the second
equality, to recast it as a surface integral over S. Note that S
stands for any surface belonging to the equivalence class of
surfaces in the parameter space having the same boundary
I', and where any two such surfaces can be connected by
smooth deformation without encountering any singularity.
Now substituting «, S, ¥,  from (5), the geometric phase can
now be expressed in terms of our original time-dependent
parameters P(¢), Q(t) and the noncommutative parameters 6

and n as
— ) +P(%)
warn= (Y577) oo o
P(£) - 0(%)

X Vg - dsS. (35)
(Q(1 - ) +P(%)z)

One can rest assured at this stage that the denominator
never vanishes as PQ > 0. Also it is worth noting that, in
the absence of either of the two types of noncommutativity,
i.e., if 8 or n = 0, the geometric phase vanishes. So, it is the
noncommutative nature of phase space, as a whole, alongside
the geometry of the parameter space trajectory, which plays
the crucial role in the appearance of geometric phase shift for
this 2D harmonic oscillator system.

Before we proceed further, let us pause for a while and
make some pertinent comments.

(1) The reason behind the appearance of this phase can
be attributed, in our case, to the time-reversal symmetry
breaking of the Hamiltonian (1) and (4) [37,38,59-61]. To
elaborate on this matter, we need to explain in a bit more
detail about what we mean by time-reversal symmetry of
a generic time-dependent Hamiltonian H(¢) having a set of
time-dependent parameters. First note that this Hamiltonian
‘H(t) can be regarded as a sequence of instantaneous time-
independent Hamiltonians: one for each time ¢ and each
of them being a distinct Hermitian matrix (finite or infi-
nite) with real diagonal and complex off-diagonal entries, in
general. Now, time-reversal symmetry refers to the instan-
taneous Hamiltonians #(fy), i.e., as if the parameters are
frozen at their values corresponding to that instant ¢ = f,
which is not time dependent anymore. And a time-dependent
Hamiltonian being time-reversal symmetric means that each
such instantaneous Hamiltonian in the sequence must be real
symmetric, not just complex Hermitian. In other words, if
we let a system evolve by this Hamiltonian H(fy) for some
finite time interval after ¢y and then time reverse at any later
time ¢ > fo, then the corresponding wave function is simply
obtained by complex conjugation, without touching the set of
parameters occurring there at all. This is because of the fact
that the values of the parameters are now held fixed to their
respective values at time #y and so are affected neither by the
subsequent continuous time evolution nor under the discrete

time-reversal transformation, i.e., the time arguments occur-
ring in the parameters undergo no flipping of sign by this,
which we can call more appropriately a “quasi-time-reversal”
transformation. Consequently, under this quasi-time-reversal
transformation, the system will retrace its own history, and if
that happens regardless of which instantaneous Hamiltonian
of the original time-dependent system was chosen then we
say H(t) is time-reversal symmetric. A concrete mathematical
definition of such time-reversal symmetry [37,62] would be

@I—?(z‘)@’l =H(@) (without any change in the sign of ¢)
where, the antilinear (quasi- or instantaneous) time-reversal
operator = leaves all the real time-dependent parameters in-
tact. The latter nomenclature, i.e., instantaneous time-reversal
symmetry, has been borrowed from [63], where similar cir-
cumstances were encountered in a system involving a topo-
logical insulator.

Now in the commutative plane, H.(t) = P(t)(p] P>+ p3)+
Q(t)( —I—x2) with py, p», X1, X, satisfying ordlnary Heisen-
berg algebra (Instantaneous or qu351 ) time-reversal trans-
formation operates as p; — pi=EpE'=—p;and % —
£ =2% 8" =4, which shows that the Hamiltonian is

= H.(t), as the

i A A
symmetric under time reversal, & H,.(t) 27!

parameters P(¢) and Q(¢) are not touched.

On the other hand, in the noncommutative plane, the
dynamics is given by the Hamiltonian (1) with noncommu-
tative coordinates and momenta satisfying algebra (Al) or
equivalently by the Hamiltonian (4) with the mathematically
commuting coordinates and momentum transforming like
pi = —Ppi> ¢i = ¢qi, under time reversal. Hence, the Hamil-
tonian  H(1) = ()P} + p) + BU)(a} + 43) + () (pigi +
gi pi) — v ()(q1p2 — g2p1) 1S not time-reversal symmetric:
EH(r) 8=" # H(t); the presence of the dilatation term and
the Zeeman-like term breaks this symmetry [64]. Particularly,
the breaking by the dilatation term is primarily responsible
for getting the nonvanishing Berry phase in our case. In fact
it has been shown in [37,62] that this time-reversal symmetry
breaking is a necessary, but not sufficient, condition for the
appearance of nonvanishing Berry phase. And it is because
of this broken time-reversal symmetry, while considering
noncommutative phase space [44,62,65], that there arises the
possibility of obtaining a nonvanishing geometrical phase
shift in our system of a 2D simple harmonic oscillator in
noncommutative phase space.

(2) The Berry connection one-form A on the loop I" that
we found can be also be directly read off from (32) and (33)
as

=843 2o(2) A () o

showing that, up to a nonsingular gauge transformation, the
Berry connection can also be written as

A= —gd(é). (37)
w [0

This particular feature of this connection one-form is indeed
quite gratifying as the symmetry between « and S, the coef-
ficients of 5> and g° in the Hamiltonian (4), is somehow re-
stored with this. In fact, this form of the connection one-form

022231-6



EMERGENCE OF A GEOMETRIC PHASE SHIFT IN ...

PHYSICAL REVIEW A 102, 022231 (2020)

(37) occurred earlier in [1,66—68], where a Hamiltonian of
the same form as (4) was used to describe a one-dimensional
(1D) parametric generalized harmonic oscillator, except that
there time-dependent coefficients «, B, 6 were of fundamental
nature by themselves, unlike in our case, where «, 8, § are not
fundamental and rather given in terms of more fundamental
P and Q through a set of linear relations (5). Also note that
any of our time-dependent parameters a(t), B8(t), 5(t), y(t)
cannot vanish for all time ¢, otherwise we would have got
P(t) &< Q(t)! as is clear from (5). With this the closed loop
I" will collapse to a 1D line in P, Q space thereby yielding a
vanishing geometric phase. This is particularly true for §(¢),
which clearly plays a vital role here, and its origin can be
traced back to (9) where (%) occurs as the real part of the
coefficient p;; in its absence we cannot get any geometrical
phase, as is clear from (32) and (33).

(3) Although the y (¢) occurring in the Zeeman term in (4)
is required to be nonvanishing, in order to get a nonvanishing
Berry phase, it also plays another important role by allowing
us to avoid the crossings of energy levels by lifting the degen-
eracy, as we have mentioned already in Sec. II. Despite all this,
it does not have an explicit presence in the expression of the
Berry phase (34) and (37) [if we ignore the relations in (5) for
the time being]; it rather appears in the dynamical phases in
(32) and (33) and corroborates the general observation made
by Anandan and Stodolsky [69] where the dynamical group
was U (2). To understand the reason behind all this, observe
that, although the Hamiltonian H(z) (4) or (6) do not commute
at different times, [H(z), H(t')] # 0 for ¢ # ¢/, but being
an element of the algebra su(1, 1) ® u(1) it splits into two
commuting parts as in (80) (see Appendix B). Importantly,
these two terms in (80) commute with each other at different
times also. Consequently, the corresponding time evolution
operator (in the Schrodinger picture) factorizes as

U= 7A-(e—‘;; fdl[a(t)(p%-%p%)+ﬂ(t)(qf+q§)+5(t)(p;q;+qip;)])
x 'f‘(g% fdt}’(t)(qﬂ’Z*qul)) (38)

where 7 is the time-ordering or chronological operator. After
all, it can be easily seen that y(¢), like w(¢), occurs in the
integral as fOT y (t)dt, which is not a functional of the closed
loop I, the latter being the telltale sign of geometrical phases
(34) and (36): dg[I'] = [ A.

(4) Finally, we would like to study the implication of the
unitary equivalence between the two forms of Bopp shifts
(A2) and (A4), as has been demonstrated in Appendix A, in
our context. To begin with, note that the geometrical phase
®; in (35) was obtained for the scale parameter &, taken
without loss of generality, to be £ = 1. For any other value of
&, the corresponding ®¢ can be obtained easily by replacing
0 — &6 and n — &n, i.e., making use of the Bopp shift (A4).
Note that ®; remains invariant if and only if 7 is also scaled
to h — &, as (A4) will reduce in this case to £ = 1, thereby
undoing the scaling operation just as in (16). At the critical
point & = &, (A3), however, the counterpart of the expression

'For example, y () = 0 V¢ implies from (5) that P(t) < Q(¢) Vt.
In fact writing this more explicitly, we have £ = —2

9 n’

(35) will be absent if one makes use of realization (A2). On the
other hand, with the equivalent realization (A4) with & = &,
the counterpart of (35) will definitely be present, but it can be
shown that it loses its geometrical nature and in either case
one finds that ®; vanishes: ®; = 0. This can be shown in
two different but equivalent ways by taking advantage of the
above-mentioned unitary equivalence between two forms of
Bopp shifts (A2) and (A4) holding for & = &, (A3) only. To
this end, we first employ (A2) in (1) to obtain the Hamiltonian
in the following form:

H'@) =aV)pi + BV )G — vV Oejqip;  (39)

where

92
aV@) = éc(P(t) +tim Q(t)>,
2
Mgy — m
B (t)—éc(Q(t)+4h2P(t)>,

yu) = %[GQO) + nP()]. (40)

Equations (39) and (40) are the counterparts of (4) obtained
by employing (3) in (1). Here, not only do we have §'(t) =
0 Vr [which is the counterpart of §(¢) in (5)], but also note
the absence of any linear equation relating 8 (¢) with P(¢)
and Q(¢), thereby indicating the absence of a counterpart
of (35) following from (34), in this case. Consequently, one
has to make use of (36) and (37), or the second terms in
the exponents of (32) and (33), to find that the Berry phase
vanishes: &5 = 0, in this case.

To arrive at the same conclusion through the Bopp shift
(A4), we need to write down the corresponding expressions
fora, B, y, § for &€ = &, which is simply obtained by replacing
0 — £.6;n — &1 in (5), as mentioned above, to get

HO ) = aP)p; + BP (g}
—yPWeijqip; + 8P @) qipi + pigi)  (@1)

where
20 0 ?
a?() = a(t;€) = P(I){l - %mzn} + QU)(iﬁ) ’
29 . 2
BOt) = B(t: &) = Q(t){l - iihzn} +P(”<$£;> ’

Y@ =y(t:6) = %[UP(I) +00)],

£2/—0n

8P(1) = 8(1;8,) = ( e

)[nP(t) —00®)]. (42

Apparently the presence and nonvanishing nature of §(¢)
here, however, suggest a nonvanishing ®s. So, it will be
difficult to demonstrate that ®; = 0 in this case by just em-
ploying (35) here. However, it turns out that this nonvanishing
8@ (t) can be eliminated by using a time-independent unitary
transformation U € SU(1, 1) ® U(1). Indeed, by making use
of the time-independent unitary transformation (A5) and the
relations in (A6), we readily see from (1) that

HO) =UHV (@)U (43)
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where the respective parameters are given in (All) and
B = B in (A13). This indicates that the U(1) part of the
total dynamical symmetry group SU(1, 1) ® U(1) (B2) (see
Appendix B) is also fixed by this fine tuned value of 8 = B,
in (A13); it is not arbitrary. This, in turn, fixes all other param-
eters of SU(1, 1) in (A11). And this feature makes it difficult
to demonstrate the vanishing of @, just by employing (35), as
mentioned above. In any case, we see that the dilatation term
in (41) can be eliminated for all times ¢ and thereby ensuring
@ = 0. Thus, for this particular value of & = &, the phase
turns out to be integrable. Perhaps, a more transparent way to
understand it would be to consider the following identity:

P00 = BP0 = Vp V@) i, (44)

which follows trivially from (40) and (42) and can be re-
garded as a corollary of (43). This demonstrates the invari-
ance under the SU(1, 1) or rather SO(2, 1) = SU(, 1)/Z,
subgroup of SU(1, 1) ® U(1), of the corresponding frequency

(B13) (see Appendix B): w(t;&.) =2/aW@)BD() =
2/a@()BD(t) — [8@(1)]?, written in terms of either set of
the parameters. This, in turn, implies that the parameters are
indeed connected by SO(2, 1) transformation (B8) and (B13),
and as has been elaborated in Appendix B this §)(¢) can be
regarded as the time component of a spacelike three-vector.
But now it can be eliminated for all times by a global (time-
independent) “Lorentz transformation,” in (241) dimensions.
And finally when this SO(2, 1) transformation matrix is lifted
to its covering group SU(1, 1) (see Appendix B), it gives the
SU(l1, 1) part of the transformation matrix U € SU(1, 1) ®
U(1) (AS) (see Appendix A).

Since this U is time independent, no connection term of
the manner [(B18) in Appendix B] will arise here, and for any
state | W(¢)) the time evolution of which is governed by H®(¢)
as ihd, | W(t)) = HP()|W(r)) we have a corresponding state
[UT|W(r))], which time evolves by H(r), as in2Y1rO) =
HO@O[UT|W(t))]. And thus we are back to H(r) again,
where the corresponding §"(¢) = 0 and the Berry connection
vanishes as a result. In other words, for this critical value &. of
the parameter &, it is indeed possible to transform away the di-
latation term, by subjecting the Hamiltonian H®(¢) to a time-
independent unitary transformation H®(t) — UTH® (1)U
(43), resulting in vanishing of the Berry phase.

This analysis of course will not hold for any values of &
other than &, i.e., for & # &.. Nevertheless, here also, it is
possible to eliminate the dilatation term completely, but only
by a unitary transformation W(¢) € SU(1, 1) (B16) which is
necessarily time dependent. Here, unlike the the above case,
it is not essential, however, to have V() belonging to the
entire product group SU(1, 1) ® U(1); retaining the U(1) part
becomes optional. Consequently the disappearance of Berry’s
phase here is only apparent in nature [68,70] and it gets
lodged in the dynamical part, albeit retaining its geometrical
characteristics [67]. This has been elaborated in Appendix B.

Now returning back to our main objective, let us try to
relate this geometric phase shift obtained in the Heisenberg
picture, with the more familiar form of Berry phases acquired
by state vectors. For that we revert back to the Schrodinger

picture. First let us rewrite (32) and (33) as

a+(T) =a4(0)exp(—iO+ 4 — iPg) (45)
where
T T /3 d 5
Opg = / (ho Fyh), ¢= / ——(—)dr (46)
0 0o @ drt /3

are the dynamical and geometric phases, respectively.

Let (0, t) be the Schrodinger evolution operator of our
concerned system, generated by the Hamiltonian (4). Then,
as(t) = U0, Has+ (U, t), where as.(t) are the ladder
operators in the Schrodinger picture. Note that the time de-
pendence is not entirely frozen here, even in this Schrodinger
picture; it creeps in through the time-dependent parameters.

We can therefore write

@ (T))" @ (T)y"

Va0 =0
e (@l (T)" (@l (T))" o
=U'0,T) NN U, T7))0,0;r = 0)g
i e @s (D) ag (T
=U"0,T) N e |0,0;t =T)g

= U0, T)Iny, np;t = T)ge 0
= =00 |y it = 0) (47)

where ¢, ,, represents the total adiabatic phase acquired
by |ni, np;t = 0)g after evolving by H(¢) over its complete
period T'. Further using (45) we also find
(@, (T))" @' (T))"
n !«/ ny !
T n (T n
_ m(Oat ) im(©_stog) @+ (0)" @ (0)"

l’llly/l’lg!

0,052 = 0)s

x10,0;1 = 0)s
— einl(®+.¢I+¢G)ei"2(®—.d+¢‘G)|n1 ,npst = 0)g. (48)

Note that here we have made use of the fact that a.(t =
0) = ag+(t = 0). Now comparing the above two equations
(47) and (48), we get

Gnin, = P00 + [11(O4 ¢ + Pg) +m(O_ 4 + Pg)]. (49)

So, the Berry phase acquired by the state |n;, ny;¢ = 0)g is
given by

gn.,nz) — ;0»0) + (n1 +ny)dg. (50)

This kind of linear nature in the Berry phases of different
eigenstates is a general result [71] for any Hamiltonian with
an equally spaced discrete spectrum. And in our case the
total Hamiltonian (13) is partitioned into two commuting parts
corresponding to @ and a_, where each part produces its own
equally spaced spectrum in its respective sub-Hilbert space
H. and the tensor product of which forms the total Hilbert
space: H = H, @ H_.

Importantly, it is the difference of the Berry phases of dif-
ferent eigenstates which contributes to the expectation value
of any operator at time ¢ in a state obtained from any initial
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state and evolving under an adiabatic Hamiltonian, (0)([) =
(¢(t)|0(t)|w(t)), where the ground-state contribution ¢l(30,0)
cancels out. And most experiments concerning Berry’s phase
[72] employ this idea only. Our derivation certainly provides
complete information which, in principle, may facilitate the
predictions of such cases.

V. CLASSICAL ANALOG: HANNAY ANGLES

We now take up the study of the classical analog of this
quantal geometric phase, namely, the Hannay angles [66]. To
clinch the correspondence we will exploit the correspondence
principle of quantum mechanics with classical mechanics,
using coherent states [73] and some suitable chosen quantum
operators that represent the classical action and angle vari-
ables. For that, it will be convenient to recall the concept of
instantaneous Hamiltonians introduced in the previous sec-
tion to discuss the concept of time-reversal symmetry in our
context and to interpret the time-dependent Hamiltonian H()
(4), the time dependence of which stems from the presence
of a set of time-dependent parameters «(t), (), §(¢), and
y (1), as a collection of an infinite number of time-independent
planar systems labeled by time, say fy, and the set of param-
eters takes its values to be fixed by its respective values for
time 7o as «(fy), B(ty), ¥ (to), 5(tp). Left on their own, these
individual systems evolving by Hamiltonians like H(#), with
parametric values frozen at a(ty), B(fy), v (ty), 6(ty), will give
rise to periodic motion in their respective phase spaces at the
classical level, as we show below. In fact, each such instan-
taneous Hamiltonian H(#p) can be brought to the standard
form of a pair of decoupled planar oscillators by suitable
unitary (canonical) transformations of the respective quantum
(classical) systems. And this ensures the occurrence of peri-
odic motion in the phase spaces, facilitating the introduction
of canonical action and angle variables, for each of these
classical systems corresponding to the instantaneous Hamil-
tonians. As one can easily see, we can accomplish this task
by introducing a set of canonically conjugate position and
momentum operators, the so-called quadrature variables, from
the ladder operators @, and a_ as

A hot T A . [ hos +
g+ = (@i +ay), pir=i/——(@,.—ay). (51)
20)i 20

Utilizing (9) and (11), this shows §y =
4+(q1, g2, p1, p2), P+ = p+(q1, q2, p1, p2)  are  linearly
dependent on the old coordinates and momenta. At the
quantum level, this can be implemented at each such instant #,
by suitable unitary transformations V(#y) € SU(1, 1) ® U(1).
This is exactly like the case of W(t)) as in (B16) (see
Appendix B), which helped us to eliminate just the dilatation
term, without touching the Zeeman term in H(¢) (4), except
that we are now eliminating the Zeeman term also. But
the explicit construction of such a V(zy) is neither easy nor
required in our case, as we are dealing with the instantaneous
classical systems here. In fact, as one can easily see, at
the classical level (where phase-space variables are just ¢
numbers) an analogous linear canonical transformation with
the coefficients determined by the values of «, 8, ¥, § att =t
canonically transforms the instantaneous classical systems

from {q1, g2; p1, p2} canonical pairs to {g4,q-;p4, p-}
canonical pairs. Correspondingly, we get from the classical
Hamiltonian in old phase-space variables, which is the
classical counterpart of our quantum Hamiltonian (4) at
the instant #y, the 2D decoupled harmonic-oscillator-like
Hamiltonian, written just in terms of new phase-space
variables:

w? a
—F+=p. (52

602 o
Helto) = — ¢ + = p?
cta(fo) 2a‘I++ P++2a )

2

This is the classical counterpart of unitarily transformed
Hamiltonian (4): V(t)H(to)V' (ty). Now if we were to con-
sider time evolution in the full time-dependent system gov-
erned by H(t), instead of just the time-independent Hamilto-
nians H(fy) with parameters frozen at fixed values, we would
be required to augment the unitary transformed Hamiltonian
by a suitable connection term like iAV(t)3,V'(¢), so that
the total Hamiltonian Hy(2), as in (B18), can govern the
time evolution of the transformed states [V(¢)|W(¢))]. And as
shown in the case of W(¢) (B16) in Appendix B here too
we can show that the geometrical phase will now occur in
the dynamical phase obtained through Ho, (¢ ), but will retain
its geometrical feature. Similarly the classical counterpart of
this Hoi(#) can be obtained by simply adding a term of the
form %—f, where F' is a suitable generating function [74], to
(52). In this section, we are, of course, not bothered about this
extra time-derivative term in H (1), because the parameters
o, B, y, and § are held frozen to their respective values
corresponding to the instant ¢ = fy. Additionally, each such
instantaneous Hamiltonian Hcj,(¢y) (52) in the classical case
gives rise to periodic motion in phase space, if considered as
a separate system on its own, and hence allows us to intro-
duce corresponding action and angle variables, as mentioned
above.

Now in this classical case [73] let {C(I,R)} denote a
continuous family of periodic trajectories C(/, R) in the phase
space associated with the classical Hamiltonians Hcj,(R) and
let w(I, R) be the angular velocity on C(I, R), where each
curve is equipped with a definite origin for angle variable v
conjugated to the action variables /. Now, during the adiabatic
evolution, a point in phase space follows a trajectory of
constant action, and only the angular coordinate v(r) will
evolve in time, and its value at time ¢ is given by

v(t):v(O)—}-/ (I, R(s))ds + Avi(t). (53)
0

This involves an integration along the curve C(Z, R(t)), and
also contains, apart from the usual dynamical contribution,
a geometrical one also, the so-called Hannay angle Avf(z).
Note that, since our classical Hamiltonian ¢, (R) has two
degrees of freedom, we expect two sets of action-angle coor-
dinates {{l;, v;} : i =1, 2}.

Now let us consider the coherent states [75—77] of our two-
dimensional harmonic oscillator (13), which are supposed to
be the best approximations to a classical state. The coherent
states analogous to [78] in this case are the tensor product of
two independent Glauber-Klauder-Sudarshan coherent states
[77], which are simultaneous (normalized) eigenstates of the

022231-9



BISWAS, NANDI, AND CHAKRABORTY

PHYSICAL REVIEW A 102, 022231 (2020)

two mutually commuting annihilation operators a4 and a_:
|21, 22;R) = |21(R)) ® |z2(R)),
ai|zi(R)) = zilzi(R)),
a_|z22(R)) = z2|z2(R)),

lz1,20;R) = e —(lalP+l2?)/2
Z:()rg—:o vl v/n!

|n1, ny; R).

(54)

Further, it has been shown in [73] that a suitable quantum
operator for classical action /; is I:-(R) = KN, (R), where N; (R)
is the ith number operator, with i € {4, —} in our case. Now,
let U;(R)’s be the unitary operators defined through their
action, Uy (R)|n1, n2; R) = |ni — 1, n2;R), Ui(R)[0, n2; R) =
0, and similarly for U>(R). They essentially correspond to
the well-known polar decomp051t10ns of the operators like
a into the so-called number N and phase operators 0: a,. =
Nie™, where U;(R) can be thought of as the operator
corresponding to e~ Tt is also shown that the expectation

values of these operators in the state .|Z1,Z2;R> are given
by I; = ([(R)) = |z:|*h and (U;(R)) = €™>*2@), 5o that in the

classical limit we can identify z; = \/ge_i"f .

And this natural relationship between the ladder operators
of the quantum system and the corresponding action and
angle like operators was the main driving motivation behind
our unconventional approach to determine the Berry phases
by solving the evolution equations of a4 in the Heisenberg
picture, which also provides a natural framework for semi-
classical correspondence. In fact, the geometrical part of the
phases acquired by a1 over a complete period of an adiabatic
cycle, as found in (32) and (33), is precisely Hannay’s angle of
the corresponding classical adiabatic evolution, as we identify
below. So we see that we could determine at one go the
Berry phases as well as Hannay’s angle from (32) and (33).
Additionally, had we taken the more conventional route we
would have been required to determine the exact energy
eigenfunctions of the quantum system in order to find the
intended geometric phases, which is not a very easy job to do
for a generalized two-dimensional Harmonic oscillator such
as (4). Hence the overall approach we took, though it was not
the generic one, suited our desired goals more appropriately.

Now returning back to the original point, we consider the
following wave packet as the initial state, which best approx-
imates the initial conditions for the corresponding classical
adiabatic evolution,

|z1, 22; R(0))

— o~ (ulP+iP)/2 Z Z

=0np=0

111

Inl, n2;R(0)) (55)

and evolve it adiabatlcally over a complete cycle, to get, using
(49),

U0, T)lz1, z2; R(0))

_ e*(kl‘ +lz21?)/2 Z Z

n1—0n2 0

e 0y, ny; R(T))

WJ_

x @ M (O+a+®6) ,=in2(O- a+Pg)

—i(04,4+%c) )

— e*(|11|2+|12|2)/2 « e~ %00 i i (z1e
A/ N !

n;=0n,=0

—i(O_ 4+Pg)ym

\/Vlz!

— €_i¢0'o|Z1€_i(®+"’+¢G), Zze_i(g""+¢G);R(T)). (56)

x (z2¢ |ny, no; R(T))

Therefore, up to a global phase factor, the coherent state as-
sociated with the initial Hamiltonian 7 (0) evolves to another
coherent state |z1(T"), zo(T); R(T)), now associated with the
Hamiltonian #(7T') at time 7, where z;(T) = z;e~(®+4+%c)
and z2p(T) = z0e~®-4+®6)_ Thus, from the evolution of z;
and 7z, in (56), through a complete period of the adiabatic

Hamiltonian, we can identify ©4 , = fOT w+(t)dt’', where

8EIX S
w; = ;i 2 (like ‘”;C") with the dynamical phases and

@ [from (34)], with the angular shift, which was obtained
classically by Hannay.

The expectation values of the new set of position-
momentum, i.e., the quadrature operators (51), which are now
time dependent, are found to be given by [75]

= /2h/wi+Re(z;),
+) = /2hwiIm(z;)

On adopting the parametrization of z; and z,, introduced
above, the expectation values of these phase-space operators
in the transported state are obtained as

(G+)r = v2I;/wicos[v;(0) + O 4 + g,

(P+)r = =V 2w1sin[v;(0) + O 4 + D], (58)

(i =1, 2, respectively). (57)

showing that the corresponding classically canonical conju-
gate phase-space variables, i.e., the classical counterparts of
quadrature operators g+, p+ (51), undergo oscillatory motion.
Thus the geometric phase @, entering into the nonstation-
ary coherent state through all of its stationary components,
i.e., the energy eigenstates, generates in the classical limit
(h — 0, |z)| = oo, /T, = VTi|z;| — finite) the angle variable
conjugate to the action /; and is given by the phase of z;.
Therefore the additional phase of z;, i.e., one over and above
the dynamical phase, can be identified with the Hannay angle,
which can clearly be understood from classical arguments.

Before we conclude this section, we would like to draw
the attention of the reader to an earlier work [72], where
also Berry phase was computed using the Heisenberg picture.
However, in contrast to our approach, the authors of that work
had incorporated adiabatic approximation right at the level of
the time-dependent Schrodinger equation, thereby identifying
an effective adiabatic Hamiltonian #,;(¢) as described in
[79,80], which then governs the time evolution of adiabatic
state vectors in the Schrodinger picture. That also helped them
to obtain an effective Heisenberg equation of motion for any
general phase-space operator, under adiabatic approximation.
On the other hand, in our approach, we worked with the
original Hamiltonian itself and only implemented adiabaticity
while solving the respective Heisenberg equations of motion
explicitly.
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Finally, to clinch the correspondence with Hannay’s angle,
the authors of [72] directly took expectation of the time
evolved quantum operator calculated in the way mentioned
above, with the initial coherent state of the system best suited
for the initial conditions of the dynamics. And finally, they ex-
tracted Hannay’s angle from the oscillatory sinusoidal terms,
which resemble the ones we had in (57), occurring in the time
evolved expectation value obtained in the Heisenberg picture.
This is again in contrast to our case, as we determined Han-
nay’s angle of our system using the Schrédinger picture. That
is, we calculated the time evolved expectation value, using the
initial (# = 0) quantum operator and time evolved coherent
state, after a complete periodic cycle of the Hamiltonian. On
the way, of course, we had to make use of our preceding find-
ings, namely, the Berry phases calculated in the Heisenberg
picture. Further, while determining Hannay’s angle from time
evolved expectation, we made use of two special quantum
operators [73], which are the authentic quantum versions of
the classical action and angle variables, thereby obtaining the
genuine classical correspondence with Hannay’s angle.

VI. CONCLUSIONS

We have considered the system of a harmonic oscillator in
the Moyal plane, but with the additional feature that there is
noncommutativity among momentum components, also like
the spatial ones, and other parameters are varying slowly
with time. Although periodicity, rather that adiabaticity, is
more relevant in the computation of geometrical phase, as
shown by Aharonov and Anandan [81], we nevertheless find
the original adiabatic approach due to Berry convenient to
execute. For that we introduce a form of Bopp shift, which
is more general in nature and does not involve any effective
Plank constant 7., as has been done in the literature. Through
this Bopp shift, we can generate a certain dilatation term
involving the commutative phase-space variable ([g;, g;] =
0 = [pi, pjl, lqi, pj1 = ikd;;), which plays an indispensable
role in generating this geometrical, i.e., Berry, phase. We
have also provided an unconventional approach to compute
this geometrical phase shift initially in the Heisenberg picture
and then related it with the conventional Berry phase in
the Schrodinger picture. Finally, the classical analog of the
Hannay angle was also computed using Glauber-Sudarshan
coherent states. We finally observe that the emergent Berry
phase (geometrical phase shift) depends on both types of
noncommutative parameters (8 and n) and it will vanish in
the situation if either one of these parameters were to vanish.
Thus we can conclude that the noncommutative phase-space
structure induces a suitable geometry on the circuit I' in
parameter space of the 2D time-dependent harmonic oscillator
system, which manifests in the appearance of the associated
geometrical phase shift, when a circuital adiabatic excursion
in the parameter space is considered.

We would also like to mention that the effective com-
mutative Hamiltonian H(z) (4), obtained by making use of
our Bopp shift (3), takes its value in su(1, 1) @ u(1) Lie
algebra (B9), which contains terms responsible for explicit
breaking of time-reversal symmetry of the family of instan-
taneous Hamiltonians #(z)’s, which is a necessary condition

to get Berry’s phase [38,62]. The instantaneous eigenstates
of the Hamiltonians H(¢) can therefore be taken to belong
to the representation space of the group SU(1, 1) ® U(1) and
the occurrence of geometrical phase becomes inevitable in
this case, as has been shown in [82,83]. Our result there-
fore corroborates this general observation. And as long as
the noncommutative parameters 6 and n can be regarded as
fundamental parameters in some appropriate energy scale the
resulting Berry phase can also be regarded as fundamental.

Finally, regarding physical models exhibiting Berry phase
with phase-space noncommutative structures, one can perhaps
envisage designing a planar system of charged anyons, hav-
ing fractional spin (related to 8) and trapped in a harmonic
potential well, with a normal magnetic field B (related to 1)
[84-86] and where the mass and frequency parameters are
both taken to be slowly varying as periodic functions of time.
We feel that, with this, one can have some experimental
demonstrations of this phenomenon, which should have some
bearings in condensed-matter systems [63,87].

Last but not least, we briefly mention some interesting di-
rections in which our present paper can be extended. The first
is to construct coherent-state Euclidean path-integral [88,89]
formulation invoking adiabatic iterative prescription [90,91]
for calculating nonadiabatic corrections on Berry phase in
noncommutative phase space. Apart from the 2D oscilla-
tor, one also can think of other exactly integrable systems
where the partition function in the coherent-state path-integral
method can be computed so that one can eventually obtain
Gibb’s entropy of the system and also try to make a possible
connection with von Neumann entropy [92,93] of the system
in the presence of the modified geometric phase.

The analysis presented here can perhaps also be extended
to compute the quantum information metric and Berry curva-
ture [94] from the effective action [89] corresponding to the
above-mentioned path integral, so that one can try to connect
some features in noncommutative quantum mechanics with
quantum information science. Of course, any endeavor to de-
tect the effect of noncommutativity is a challenging enterprise.
In light of the present paper, there could appear many surprises
in this area. We hope to return to some of these issues in our
future work.

ACKNOWLEDGMENTS

P.N. thanks Prof. M. V. Berry for enlightening him about
quite a few subtle points in connection with this paper. Also
he has benefited from conversation with Sayan K. Pal. S.B.
would like to thank the authorities of the S. N. Bose National
Centre for Basic Sciences for providing a very pleasant atmo-
sphere, academic and otherwise, and for their kind hospitality
during the course of his stay in the S. N. Bose National
Centre for Basic Sciences when this work was initiated, and
also would like to thank KVPY (Kishore Vaigyanik Protsahan
Yojana), India for providing financial support in the form
of a fellowship during the course of this work. Finally, it is
a pleasure to thank both the referees for their constructive
comments on the earlier version of the paper, and we believe
that it has helped us to enhance the quality of the paper quite
substantially.

022231-11



BISWAS, NANDI, AND CHAKRABORTY

PHYSICAL REVIEW A 102, 022231 (2020)

APPENDIX A: UNITARY EQUIVALENCE OF DIFFERENT
REALIZATIONS OF NC PHASE-SPACE ALGEBRA

As we have already mentioned, there is yet another realiza-
tion of the whole phase-space noncommutative algebra given
in [39,50], unlike the one used by us (3). And Berry phase
too was studied using that realization in noncommutative
phase space, albeit in a completely different system involving
a gravitational potential well [36], but was found to vanish
where an equivalent scaled version of the realization (A2)
[39], given below, was employed. What we would like to show
here is that our realization (A4) is a more general one in the
sense that the one parameter (£) family of noncommutative
algebra (A1) given below and the realization (A2) occurring
in [39,50] are unitarily equivalent to our realization (A4), only
for a particular value of £ = &, (A3), and hence will produce
the same physical results for this value only. However, our
realization (A4) is the only one which persists to be valid for
other values of &, i.e., for & # &, also.

To demonstrate this above-mentioned equivalence between
the realizations (A2) and (A4) holding only for & = &, (A3),
let us consider the following structure of noncommutativity
among the phase-space variables:

[, X1 = i&0¢;;, [pi, ] = i&neij,
[X;, pj]l = ihd;;, On <O, (A1)
where 6 and 7 are constant parameters, €;; is an antisym-
metric constant tensor, and £ is a scaling parameter. We then
introduce the commuting coordinates ¢; and momenta p;, re-
spectively, satisfying the usual Heisenberg algebra: [g;, ¢;] =
0 = [pi, pjl, lqi, pj1 = ihd;;. Note that in our notation these
gi’s and p;’s carry no overhead hats, in contrast to their
noncommutative counterparts (¥;’s and p; ’s).

In [50], the realization in terms of the above ¢;’s and p;’s is
given by the following linear transformation:

0 n
NGl A(1
xf ) = \/§<qi - ﬁﬂ‘jl)_/), PE )= \/§<Pi + ﬁfz‘j%‘)
(A2)
which holds only if
-1
£ on A2

But this realization of the algebra (A1) is not unique [84].
Indeed, we provide below another possible realization of (A1)
in terms of another linear transformation, as

~(2) &0 §/—0n
i ai 2h €iibi 2h €l
A &n §+/—0n

The merit of this realization is that it is valid for any value
of £ and need not be fixed to the value given in (A3). This is
unlike the one in (A2). Clearly, neither of the transformations
(A2) or (A4) represents a canonical transformation, as they
change the basic commutator algebra. It is, however, quite
obvious that for the value of the & parameter, fine tuned to
value in (A3), the realizations should be unitarily equivalent.
We now construct this unitary transformation explicitly, which

maps the realization (A2) to the other one (A4). To that end,
let us make the following ansatz of the unitary operator,

oD .BL ) .
U=exp| — 17 exp| — 17 exp[—iopp°] expl—ic1G7],
(AS)

where D=¢G-p+ p-4 and L = § A p are, respectively, the
dilatation and angular momentum operators,” and relate these
two representations as

P =w;iut, pP =upu (A6)

Note that we have taken the parameters o and g to be
dimensionless, in contrast to the parameters «; and oy, which
are dimensionful. Now making use of Hadamard identity we
can easily show that

)?52) = Aql — BGUPJ +C6qu +Dpi9

P = Ep; + Feijq; + Geijp; — Has, (A7)
where
A = AJ/E[cos(B) + a1 Osin(B)],
P -
B= % (ﬁ - Zalazéh)cos(ﬂ) + 2afisin(B) |,

C = \/gk[sin(ﬂ) —ajfcos(B)],

D= \/TE (;—h - 2a1a2h€)sin(ﬁ) - 2a2hcos(,3):,
E= */Tgm — 4oy 1 )cos(B) + nansin(B)],

F =/ [%cos(ﬁ) + Zalhsin(ﬁ)],

G- */Tg[u — 4oy sin(B) — nascos(B)].

H = JE [%sinw) - 2a1h005(ﬂ)]~

A = exp(—20). (A8)

On the other hand, all these eight coefficients A—H in (AS8)
can be determined easily by comparing (A7) with (A4) and
are provided below in two segregated clusters:

J=0
H=0, D=0, A=1 C=¢ Zh" (A9)
and
4 &n v —0n
B=t—, E=1 F=21 G=:¥"T (A10
n 2 §on - (A0

The reason for this segregation is that a simple inspection
suggests that we can make use of the first three equations in

2While the former represents the scalar operator, the latter repre-
sents a pseudoscalar operator in a commutative plane and generates
appropriate transformations. It is also quite well known that the three
scalar generators (D, 5?, G*) form a closed SO(1,2) algebra [70],
while L commutes with all of them: [L, §*] = [L, p*] = [L, D] = 0.
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(A9) to solve for a1, az, and A in terms of the single parameter

B as

a) = Ltan(ﬁ), a i |:

_ 6 tan(B)
452 C4R? '

1+ ZEtan®(B)

k= (VE[cos(B) + aiOsin(B)]) (A1)
and then this B can be determined by first making use of
the fourth equation in (A9) to get the following quadratic
equation:

§

5 6
W(—Gn)ftanz(ﬁ) - (Z—Z - 2h)tan(/3) —&/—6n=0,

(A12)

yielding the following two roots for 8:

—9 —_on\ 2
ﬂlztan”(‘/ﬂg) ﬂzz—tan_l[(ﬁg> } (A13)

It is now a matter of a lengthy but straightforward compu-
tation to verify that only when g; from (A13) along with «y,
oy, and A from (A11) are substituted to the set of expressions
of B, E, F, and G in (A8) they readily yield the corresponding
expression given in (A10). This therefore provides an explicit
demonstration of the unitary equivalence of two realizations
(A2) and (A4) for specific values of & = &, in (A3). For other
values of £ the realization (A2) will not hold, in contrast
to the realization (A4), which persists to hold. In this sense
the realization (A4) is more general and in this paper we are
basically working with the algebra (2) and its realization (3),
which are nothing but Eqgs. (Al) and (A4) themselves with

£=1.

APPENDIX B: DYNAMICAL SYMMETRY GROUP
SU(, 1) ® U(1) OF THE HAMILTONIAN (4) AND
APPARENT REMOVABILITY OF THE BERRY PHASE

Following Wei-Norman method [95] we can readily iden-
tify the Lie algebraic structure [96] of the Hamiltonian opera-
tor (4). To that end let us introduce the generators:

] 2 | 2 / . . . .
K, = % K_= % Ky = _’(qut:%pz{
L = €;;qip;. (B1)

It can now be shown quite easily that Ky, Ky, and L satisfy
the su(1, 1) @ u(1) Lie algebra [97]:

(Ko, K+] = £1Ky, [K,, K_]=—-2hKy,
[Ks, L] = [Ko, L] =0 (B2)

where L is the u(1) generator commuting with all su(1, 1)
generators. Upon exponentiating in a suitable manner, like
in (AS), they will generate all the elements of the group
SU(, 1) ® U(1).

To be more transparent, let us introduce the dimensionless
generators T, T», and T defined through K 1 and K as

K, =6(T,+iTy), K_=—nT —iT»),
Ky
Ty = . On<0 (B3)

where 6 and n are the dimensionfull minimal scale factors
in noncommutative phase space, which help us to maintain
consistent dimension of all SU(1,1) generators in (B1), and
in terms of the dimensionless basis T ,(where © =0, 1,2)
the above (B2) commutation relations take a more suggestive
form as

[Ty, T =ifie;;T;, [Ty, Tj1=—ihe;; Ty, (i, j=1,2), (B4)

where /i = % is the dimensionless reduced Planck’s con-
stant. Notice at this stage that Ty and Ty are skew Hermitian
like K4 and K, but 75 is Hermitian.

A faithful finite 2D representation [98,99] “IT” of this

SU(1,1) is furnished by the Pauli matrices &’s as®

h inh
(7o) = 503,

(T = -0 (B5)

Using this representation, one can easily see that any su(1, 1)
Lie algebra element A*TI(T ), with coefficients A* and u =
0, 1, 2, takes the following traceless form:

U
AMTI(T ) = §<A* _3), A=A"+iA%>.  (B6)

If this object is now subjected to a SU(1,1) transformation
by U € SU(1, 1) as

APTI(T ) — UARTI(T ) U' = B*TI(T ), (B7)

where we could easily replace Y — V € SU(1, 1) ® U(1),
as [L,K,] =0 Vpu, the resulting object in (B7) will again
be another su(1, 1) element with some other coefficient B*,
where the tracelessness property will be preserved along with
the determinant. Particularly, the latter, i.e., the preservation
of the determinant, implies that we must have the following
identity holding:

AN + A% — A% = (B + (B*)* — (B")*. (BY)

We immediately conclude that A* can be regarded as a three-
vector transforming under Lorentz transformation SO(2,1) in
(2+1) dimensions where A”’s and A° may be thought of as
representing spatial and temporal components, respectively.
This connection of the Lorentz group SO(2, 1) with its double
cover SU(1, 1) or SL(2, R) is well known in the literature:
SO(2, 1) =SU(1, 1)/Z, = SL(2, R)/Z,; all of them share
the same Lie algebra.

We can now apply all of these formalisms to our system
Hamiltonian (4), which can be written as a linear combi-
nation of the original infinite-dimensional representation of

3Observe at this stage that in this finite-dimensional representation
it is rather I1(Ty) which is only Hermitian and I1(7';)’s are skew
Hermitian. This is a typical and peculiar feature of finite-dimensional
representations of the Lie algebra associated with noncompact uni-
tary groups like SU(1,1).
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SU(1, 1) ® U(1) group generators (B1) as
H) = —2i[a(t)K- + B(t)K+ + 25(t)Kp]
=y (L = Hgpo(r) — y (1)L. (B9)

Clearly the part of Hamiltonian Hgy,(7) in (7) is an su(1, 1)
Lie algebra valued element. Rewriting this in terms of gener-
ators T, := (To, T, T) introduced in (B3) we get

Heno(t) = —2iAM(1)T (B10)
where
Al(t) [—na(t) + 0B(t)]
Ay = [ AXO) | = | ilna(t) +0B(1)] (B11)
A%(t) [24/—0718(2)]

Note that A%(¢) as occurs here is purely imaginary and this
ensures the Hermiticity of Hgpo(¢) (B10). Now if the above
three-vector A*(t) scaled by 7 as

AR (1) = AM(t) == RAM (1) (B12)
invariance of the SO(2,1) norm of A*(¢) readily gives
[A')F + [A @) - [A°@O))
= 4IP[a()p(t) — 82 ()] = BPw’(t) >0, (B13)

where w(#) > 0 in (10) is the frequency of the Hgno(?) and is
invariant under the instantaneous Lorentz transformation.

Further 28(z) oc A%(¢) here in (B11) and (B13) can be
identified with the temporal component of the spacelike three-
vector A,. Consequently, at any instant ¢ = fy, the tip of the
three-vector A*(#y) will lie on a 2D hyperboloid the tangent
plane of which is orthogonal to A" and as time evolves
A" will trace out a trajectory (in fact a closed loop here)
intersecting this one-parameter family of such hyperboloids.
Further, the spacelike nature of A* implies that at the instant
t =ty we can choose a suitable SO(2,1) transformation such
that §(¢y) vanishes in this particular Lorentz frame. Obviously
this needs to change from moment to moment and therefore
be time dependent. This, on the other hand, can be induced by
subjecting the Hamiltonian Hgp,(7) (B9) and (B10) to a time-
dependent unitary transformation belonging to the covering
group W(¢) € SU(1, 1) in the manner of (B7). One can, of
course, consider the bigger group SU(1, 1) ® U(1) also here,
but the presence of U(l) is quite inconsequential here and
therefore optional in nature. This has to be contrasted with
(43) in Sec. IV, where we need to choose a specific U(1)
element other than the identity element.

In fact it is not very difficult to construct such a unitary
operator WW(t). To that end consider an instantaneous SO(2,1)
transformation A(fy) transforming the triplet

(a(10), B(to), 8(19)) — (' (10), B'(10), &' (t0))
= (a(), B'(1), 0)

in such a manner that the coefficient of the dilatation term
vanishes. Using (B13), we readily obtain

a(ty)B(to) — 8%(to)
a'(to) '

(B14)

B'(t) = (B15)

One can easily verify, at this stage, that a corresponding
unitary transformation V(¢) at an arbitrary time ¢ can be
constructed as

! ﬁ”]. (B16)

W(t) =exp| =
() p [ 7200
Under this transformation the instantaneous total Hamiltonian

H(t) (6) indeed transforms as
H(t) = WOHOW' ¢)

a(t)ﬂ(t)—SZ(t)) 2

= a(t)p? + ( o) q; — v()€ijqip;

(B17)

eliminating the dilatation term. However, from the time-
dependent Schrédinger equation, one can easily recognize that
(B17) should not be identified as the Hamiltonian responsible
for the time evolution of the transformed instantaneous state
[W(@)|W(r))] as W(z) itself has an explicit time dependence.
Indeed, it is not difficult to see that the time evolution of the
state [WW(¢)|W(¢))] is governed by the effective Hamiltonian
7L(t), obtained by augmenting the one in (B17) by a suitable
“connection” term as

. d_ .
H(t) — Ht) = WOHEOW (1) — th(I)EW'(t)
(B18)
so that ifid,[W (t)|v (£))] = H()[W ()| (¢))] holds. This has
to be contrasted with the case involving time-independent
unitary transformation U (AS) [see discussion below (44)]

connecting H"(r) and H® () (43). Expanding this H(r) we
obtain

a()B(t) — 8%(1) — $ 4(58
a(t)

H(t) = a(t)p? +< ))q?—y(t)L

= Hsho(t) - V(t)L'

This is like a usual 2D harmonic oscillator Hamiltonian
with just the Zeeman coupling y (t)L. Here we also observe
that y (¢)L, Hsho(t), and H(r) commute among each other,
even at different times. So, they have simultaneous instanta-
neous eigenstates.

To find out the eigenstates of the system Hamiltonian
(B19) one may proceed and introduce the annihilation (and
corresponding creation) operator. This can just be obtained by
setting 8 = 0 and replacing 8 — B in (9) to get

_ By [ ,
o= (i) o 5o} =1

«OBO-8 "3 § (5
alt)
relation [@;,d]] = 8. Accordingly, the system Hamiltonian

(B19) can be written as

H(t) = hadt)@la; + 1) + ihy (Deyalae  (j.k) € {1,2)
(B21)

(B19)

(B20)

with B = ( ), satisfying the commutation

where

() = 2\/ @ )B(H) — 8] - @i<M

2 dt oz(t))' (B22)
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Again introducing operators a through time-independent
canonical transformation (11) we get the Hamiltonian (B21)
in standard diagonal Hermitian form as

—ad'a.), je{+ -}

(B23)

H =ho@a; + 1) — hy () @,a,

The instantaneous nondegenerate eigenstates are now
given by

@ y+@ y-
Jnply/n_!
a+(1)|0,0; (1)) =

ny,n_;(t)) = 10, 0; (1)),

(B24)

Note that we have written the time argument ¢ within the
parentheses as (¢) in order to distinguish these towers of
eigenstates from (15), which are clearly not the same; they
are built upon different instantaneous ground states.

Correspondingly the instantaneous discrete energy eigen-
values are given by

En+’n7(l) = h&)(nJr +n_+ 1) — h)/(t)(lu _ I”l,)
~ _ a(t) d [(6(t)
~ W(ny 4+ n_ + l)w(t)[l e (mn)}
(B25)

—hy(®)(ny —n-)

where w = 2,/aB — 2. Here it suffices to work in the first
order of adiabaticity (manifested through the order of time
derivatives of the parameters). This is tantamount to ignoring
the higher-order time derivatives of the slowly varying param-
eters in (B22) and (B25).

Now since 7(¢) and H(t)sno in (B19) commute with each
other they share the same eigenspaces. Consequently, we can
express an eigenstate (B24) of F(t), as a linear combination
of eigenstates of H()sho, as

npons @)= > il (0O (B26)
ny+ny=n,+n_
where we have denoted the eigenstates of H (¢ )spo as
@)™ @)
Iy, no; () = 10, 0; (2)) (B27)

A/ N !\/ I”lz!

and n; +np, = ny +n_. This restriction ensures that the
eigenstates are taken from a single eigenspace of H(f)sho
[100]. Note that G, s are themselves time independent,
because the ladder operators diagonalizing () are derivable
from the ladder operators of H()sho, Using time-independent
invertible linear transformation (11). This also ensures that
both sets of lowering operators {@;, @} and @ annihilate the
same instantaneous ground state |0, 0; (¢)) at time ¢.

Since we are working in the regime where the adiabatic
theorem works properly, the Berry phase for an eigenstate

|ny, n_), if it exists, would be given by
&0 =i [ dren @1 e 0

——l/dl‘ Z

ny+ny =my +mp
=ny+n_

2D
C:':r :lnz*c:tlr’rlh sho <m1 P mZ(t)|

1, no; (1))20. (B28)

x —
dt
Now for a pair of tuples (m;, my) and (n, np) sandwiching
inside the sum there are two possibilities: either (i) m; =
ny, np = np or(ii)ml # np, np ;é np.
Let us consider the case of the second possibility first as

D
holmi, mz,(f)| |n1 no; ()3

=(sho(n11(t)| Im(t))sho) (ah (M2 () n2(1)) )

+ <sho(m2(t)|—|nz(t))sho> X (o (mi @) m (0)) ) = 0
(B29)

whereas for the case of the first possibility (m;, my) = (ny, ny)
we get

d
/dt(f}?o(m,nz;(t)lalnh”%(’))g&)

/dt<gho(n1(t)|—|n1(t))sho Sh(,(nz(t)l—Inz(t)>sho)

=0 (B30)

as this represents the Berry phase of a pair of decoupled 1D
simple harmonic oscillators which we know to have vanishing
Berry phase. So ®'®) = 0, implying the total Hamiltonian
FL(t) does not produce any Berry phase by itself, apparently.
However, the total dynamical phase acquired by
|ny,n_;(t)) after a complete cycle I' of time period T
by the Hamiltonian #(¢) is obtained by using (B25), to get

T Eﬂ n t
®,, . (T) = / dt;o
0 h

T
:/ dt[<n++ )(w+y)+<n += )(a)—y)
0
ad(§
—(”++n_+1)aa<&>:|, (B31)

agreeing with our result (49) after a gauge transformation
(36). Indeed, the last term, although it now occurs in the
dynamical phase, nevertheless retains its geometric character
as it represents the line integral of the one-form A (36) along
the closed loop I' as frA and therefore the resulting phase
is a functional of I' and matches exactly with the Berry
phase (46). This whole exercise therefore shows how one
can eliminate the crucial dilatation term responsible for the
Berry phase through a time-dependent unitary transformation
to find it to reappear again in disguise within the dynamical
part, revealing its geometric origin, when considering the total
adiabatic phase as a whole. It should therefore show up in
suitably designed interference experiments.
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