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We unravel the stationary properties and the interaction quench dynamics of two bosons, confined in a two-
dimensional anisotropic harmonic trap. A transcendental equation is derived giving access to the energy spectrum
and revealing the dependence of the energy gaps on the anisotropy parameter. The relation between the two- and
one-dimensional scattering lengths as well as the Tan contacts is established. The contact, capturing the two-body
short-range correlations, shows an increasing tendency for a larger anisotropy. Subsequently, the interaction
quench dynamics from attractive to repulsive values and vice versa is investigated for various anisotropies. A
closed analytical form of the expansion coefficients of the two-body wave function, during the time evolution
is constructed. The response of the system is studied by means of the time-averaged fidelity, the spectra of the
spatial extent of the cloud in each direction, and the one-body density. It is found that as the anisotropy increases,
the system becomes less perturbed independently of the interactions, while for fixed anisotropy quenches toward
the noninteracting regime perturb the system in the most efficient manner. Furthermore, we identify that in the
tightly confined direction more frequencies are involved in the dynamics stemming from higher lying excited
states.

DOI: 10.1103/PhysRevA.102.013314

I. INTRODUCTION

Ultracold gases offer a highly controllable platform for
studying quantum few- and many-body systems due to their
extraordinary tunability [1,2]. Feshbach resonances play a
pivotal role, since the interparticle interaction strength can
be arbitrarily adjusted by means of magnetic and optical
fields [3,4]. Moreover, advances in atom trapping enable us to
realize systems of different dimensionality [5–8] and particle
number, thus rendering few-body ensembles which exhibit
remarkable properties, such as the Efimov effect, experimen-
tally tractable [2,9–13].

Utilizing anisotropic harmonic traps allows us
to reach the quasi-two-dimensional (quasi-2D) and
quasi-one-dimensional (quasi-1D) regimes by manipulating
the axial (ωz) or the radial frequency (ωr), such that h̄ωz

(h̄ωr) becomes much larger than all the intrinsic energy
scales of the system [8,14,15]. The crossover to different
dimensions has been investigated in various setups and
several relations have been established for the scattering
properties in different dimensions, e.g., between the
scattering lengths [16–22]. These relations give rise to
confinement-induced resonances [16,23–26], which provide
further means to tune the interparticle interaction in lower
dimensional settings. Moreover, it has been showcased that
the two-body Tan contact in three dimensions (3D), 2D, and
1D are proportional by factors depending on the dimension

[15,27,28]. Interestingly, next-to-leading-order terms in the
asymptotic expansion of the two-body momentum distribution
reveal the contribution of the three-body contact and the role
of dimensionality [29]. Recently, on the two-body level, a
correspondence between a dimension-dependent centrifugal
barrier and a confining potential has been established
[30]. Importantly, apart from the stationary properties, the
nonequilibrium dynamics of Bose and Fermi gases at the
dimensional crossover has attracted considerable interest
[31–34]. This is corroborated by the advent of new trapping
techniques, e.g., utilizing optical tweezers [35,36], which
paves the way for monitoring the time-evolution of few-body
systems. For instance, the collisional dynamics of two 6Li
atoms [13] has been experimentally probed, by quenching the
frequencies of an anisotropic 3D harmonic oscillator.

The stationary properties of two ultracold atoms confined
in an isotropic harmonic oscillator trap have been thor-
oughly explored across all dimensions [37–39]. Generaliza-
tions of these studies include, for instance, the involvement of
anisotropic traps in three dimensions [40–43], higher partial
waves [44,45], long-range interactions [46], and hard-core
interaction potentials [47]. Moreover, a correspondence be-
tween three bosons interacting via three-body forces in 1D
and two bosons interacting via pairwise interactions in 2D
has been established [48–53]. The stationary solutions have
been utilized in order to probe the nonequilibrium dynamics
of two atoms, by quenching the interaction strength in all
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dimensions [54–57]. The solutions also serve as a simple
model for the dynamics of quenched Bose gases, at short
times and larger momenta than those set by the density of the
gas [58,59]. Analytical expressions for several observables are
known, including, for instance, momentum distributions [60]
and thermodynamical quantities [61,62].

Even though the dimensional crossover at the two-body
level has been extensively studied from three to lower di-
mensions, the crossover from two to one dimensions is yet
an unexplored problem, in terms of both the stationary and
the dynamical properties. In this work, we shed light into the
stationary properties and interaction quench dynamics of two
ultracold bosons trapped in an anisotropic 2D harmonic trap.
However, our results have a more general character and can
be equally applied to two distinguishable s-wave interacting
ultracold atoms in even-parity states of their relative coordi-
nate. A transcendental equation for the anisotropic system is
derived, allowing us to probe the underlying energy spectrum
for arbitrary interactions and anisotropies. For instance, it
is shown that the energy gaps between the involved eigen-
states for a fixed interaction strength strongly depend on the
anisotropy. An analytical expression for the two-boson wave
function both in real and momentum space is constructed and
the relation between the 2D and the 1D scattering lengths is
established. We find that the momentum distribution exhibits
a multihump structure along the weaker confined direction
while the corresponding one-body densities feature two-hump
patterns. Remarkably, the 2D and the 1D Tan contacts, captur-
ing the occurrence of short-range two-body correlations, are
found to be proportional to each other by a simple relation.
The Tan contact of the bound and the ground state shows an
increasing tendency for larger anisotropies independently of
the sign of the interaction, and in particular for the ground
state it tends to saturate when approaching the 1D regime.

Subsequently, we focus on the interaction quench dynam-
ics of the two particles from attractive to repulsive interactions
and vice versa. The response of the system is analyzed in
terms of the time-averaged fidelity, and the frequency spectra
of the spatial extent of the bosonic cloud in both confined
directions. We showcase that the time-evolved state devi-
ates significantly from the initial one in the vicinity of zero
postquench interactions, when the latter is initialized at finite
attractive or repulsive interactions. For increasing anisotropy,
the system becomes less perturbed following an interaction
quench, independent of the interactions. The quench excites
a breathing motion, visualized in the time evolution of the
reduced one-body density, in both the x and y directions with
a distinct number of participating frequencies in each spatial
direction.

This work is structured as follows. In Sec. II, we introduce
our setup of the two trapped bosons in a 2D anisotropic
harmonic trap. Subsequently, in Sec. III the energy spectra
are presented for various anisotropies, while Sec. IV contains
the expression of the two-body wave function in real and
momentum space. Section V is dedicated to the behavior of
the reduced one-body density for several anisotropy parame-
ters and Sec. VI showcases the Tan contact of the bound and
the ground states with respect to the anisotropy. In Sec. VII,
the interaction quench dynamics of two bosons is explored
for different anisotropies. We lay out our concluding remarks

and provide an outlook in Sec. VIII. Appendix A provides
details on the derivation of the transcendental equation which
determines the relative energy of the two bosons. Appendix B
provides the 1D energy spectrum of two bosons by inspecting
the quasi-1D limit of the transcendental equation. Details on
the calculation of the 2D Tan contact and its quasi-1D limit are
presented in Appendix C. Appendix D includes an analytical
derivation of the spatial extent of the bosonic cloud in both
directions and the corresponding frequency amplitudes.

II. HAMILTONIAN AND EIGENVALUE PROBLEM

We consider two ultracold bosons trapped in a 2D
anisotropic harmonic trap interacting via an s-wave pseudopo-
tential. Note that the following analysis applies to the general
case of ultracold atoms except for two spin-polarized fermions
[39]; see in particular the discussion following Eq. (7). The
latter constitutes an adequate approximation within the ultra-
cold regime [3,4]. The Hamiltonian of the system reads

H =
2∑

i=1

[
− h̄2

2m
∇2

i + mω2
x

(
x2

i + α2y2
i

)
2

]
+ 2Vpp(ρ1 − ρ2).

(1)
For simplicity, below, we shall adopt harmonic oscillator
units namely h̄ = m = ωx = 1 unless it is stated otherwise.
Additionally, the anisotropy parameter α = ωy

ωx
is the ratio

of the harmonic trap frequencies along the y and x spatial
directions. Evidently, α takes values from unity (2D case) up
to infinity (1D case). Also, ρi = (xi, yi ) denotes the position of
the ith boson in the 2D plane while the prefactor 2 in Eq. (1) is
used for later convenience. The zero-range regularized s-wave
pseudopotential assumes the following form [63]:

Vpp(ρ) = − πδ(ρ)

ln(Aa2D�)

[
1 − ln(A�ρ)ρ

∂

∂ρ

]
, (2)

where � is an arbitrary dimensionful parameter possessing
the units of momentum and A = eγ /2 with γ = 0.577 . . .

being the Euler-Mascheroni constant. Note that the arbitrary
parameter � does not affect any observable of the system and
eventually drops out of the calculations when the pseudopo-
tential is applied to wave functions exhibiting a logarithmic
behavior at the origin ρ = 0 [63,64]. The 2D s-wave scattering
length is a2D.

To separate the center-of-mass (X , Y ) and relative (x, y) co-
ordinates, we employ the following transformations in terms
of the Cartesian coordinates (xi, yi) X = x1+x2√

2
,Y = y1+y2√

2
, and

x = x1−x2√
2

, y = y1−y2√
2

. Therefore, the Hamiltonian of Eq. (1)
separates into the center of mass Hc.m. and the relative Hrel

Hamiltonian, namely H = Hc.m. + Hrel with

Hc.m. = −1

2

(
∂2

X + ∂2
Y

) + 1

2
(X 2 + α2Y 2)

Hrel = −1

2

(
∂2

x + ∂2
y

) + 1

2
(x2 + α2y2)

− πδ(x)δ(y)

ln(Aa2D�)

[
1 − ln(

√
2A�ρ)ρ

∂

∂ρ

]
, (3)

where ρ =
√

x2 + y2. Because of the above-described separa-
tion of the Hamiltonian, the corresponding wave function of
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the system can subsequently be written as a product state, i.e.,

(ρ1, ρ2) = 
c.m.(X,Y )
rel(x, y).

The eigenvalue problem of the center of mass (c.m.) is easy
to solve since it consists of two decoupled noninteracting 1D
harmonic oscillators in the x and y directions; see Eq. (3).
Indeed, the corresponding wave function reads


c.m.(X,Y ) = φn(X )φm(Y ), (4)

where φn(z) = e−ωz2/2√
2nn!

( ω
π

)1/4Hn(
√

ωz) with n = 0, 1, 2, . . . are
the eigenfunctions of a 1D harmonic oscillator of frequency
ω = 1, α and energy En = (n + 1/2)ω in harmonic oscillator
units [65]. Hn are the Hermite polynomials of degree n.
Thus, the energy of the center of mass reads Eñ,m̃

c.m. = ñ +
αm̃ + α+1

2 . Throughout this work, we assume that the center-
of-mass wave function is in its ground state 
c.m.(X,Y ) =
φ0(X )φ0(Y ).

To tackle the eigenvalue problem of the relative Hamilto-
nian, Hrel, we utilize as a wave-function ansatz an expansion
over the noninteracting eigenstates φn(z) [37,54] in both spa-
tial directions, i.e.,


rel(x, y) =
∑
n,m

cn,mφn(x)φm(y). (5)

Here, cn,m denote the corresponding expansion coefficients
(see also below). By plugging Eq. (5) into the Schrödinger
equation for the relative Hamiltonian Hrel
rel = Erel
rel, see
also Eq. (3), and projecting onto the noninteracting eigenstates
φ∗

n′ (x)φ∗
m′ (y), one arrives at the following equation:

0 = cn′,m′
(
En′,m′

rel − Erel
) − πφ∗

n′ (0)φ∗
m′ (0)

ln(a2DA�)

×
{[

1 − ln(
√

2A�ρ)ρ
∂

∂ρ

]

rel(x, y)

}
ρ→0

, (6)

where ρ =
√

x2 + y2 and En,m
rel = n + αm + α+1

2 . The regular-
ization operator enclosed in the parentheses (. . . ) of Eq. (6)
acts on the relative wave function and subtracts the loga-
rithmic divergence close to the origin, ρ = 0 [64,66]. As a
consequence, the expression in the right-hand side of Eq. (6)
is related to a normalization factor denoted below by B of the
wave function, as it has been argued in Refs. [37,54], that will
be determined later. The expansion coefficients, cn,m, thus take
the following form:

cn,m = B
φ∗

n (0)φ∗
m(0)

En,m
rel − Erel

. (7)

Note that the expansion coefficients vanish for odd n, m.
Indeed, the 2D pseudopotential of Eq. (2) affects only states
with a nonvanishing value at x = y = 0 which in turn involve
only even Hermite polynomials, i.e., even-parity states of the
relative coordinate, in the ansatz (5) [40,41]. Therefore, our
analysis is also valid for two distinguishable ultracold atoms
in even-parity states, i.e., the ones that are affected by the
s-wave interaction. The odd-parity states are not impacted
by the contact potential. Having at hand the expansion co-
efficients [see Eq. (7)], one can directly perform the double
summation appearing in Eq. (5). For that end, we express
the denominator of the expansion coefficients [Eq. (7)] in an

integral representation [37,40,41]
1

En,m
rel − Erel

=
∫ ∞

0
dt e−t (En,m

rel −Erel ), (8)

and then perform the double summation by using the Mehler
identity for the Hermite polynomials [67]. Therefore, the
relative wave function reads


rel(x, y) = B

√
α

2π
e−(x2+αy2 )/2

×
∫ +∞

0
dt exp

(
e−t x2

e−t − 1
+ αe−αt y2

e−αt − 1

)

× e−t f (E )/2

√
1 − e−t

√
1 − e−αt

, (9)

where f (E ) = α+1
2 − E . The above integral converges pro-

vided that f (E ) > 0. Later on, and in particular in
Appendix A, we shall consider values of f (E ) < 0 by means
of analytic continuation [40,41]. Note also that in Eq. (9) we
have dropped the subscript rel from the energy for simplicity.

Furthermore, by employing the form of the expansion
coefficients [Eq. (7)], the relative energy is determined via
Eq. (6), namely{(

1 − ln(
√

2A�ρ)ρ
∂

∂ρ

)

rel(x, y)

B

}
ρ→0

= ln(a2DA�)

π
,

(10)
where 
rel(x, y) is determined by Eq. (9). The aim of the fol-
lowing section is to solve Eq. (10) for an arbitrary anisotropy
parameter α, in order to determine the stationary properties
of the two bosons by calculating their energy spectra and
eigenstates.

III. ENERGY SPECTRA

A. Transcendental equation

To find the relative energy E , we need to solve Eq. (10)
and therefore establish a formula that captures the behavior
of the wave function close to x = y = 0. For x, y → 0, the
main contribution to the integral (9) stems from very small
values of the integration variable t [40,41]. Indeed, the integral
appearing in Eq. (9) can be split into two parts,


rel(x, y)|x,y�1 = B

2π

∫ L

0
dt

e−(x2+y2 )/t

t

+ B

√
α

2π

∫ +∞

L
dt

e−t f (E )/2

√
1 − e−t

√
1 − e−αt︸ ︷︷ ︸

I ( f (E )/2)

.

(11)

In the first part, we have linearized all the exponentials
around t = 0, while in the second part, we have set x = y = 0
directly. The parameter L is very small, being of the order
of x, y. The first integral corresponds to �(0,

x2+y2

L ), where
�(x, y) is the incomplete gamma function [68]. For small r2 =
x2 + y2, this gamma function can be expanded as follows:

�

(
0,

r2

L

)
r→0−→ −γ − ln

(
r2

L

)
+ r2

L
+ O(r4). (12)

Note that this result is independent of α, since at very small
interparticle distances r → 0 the confining potential does
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not play any crucial role and the wave function develops a
logarithmic behavior, as a consequence of the 2D interaction
pseudopotential [15,69]. At this point, it is better to restore the

units, i.e., x2 + y2 → x2+y2

l2
x

, where lx =
√

h̄
mωx

is the harmonic

oscillator length in the x direction. Thus, we can deduce that
the pure 2D regime is accessed when the interparticle distance
r is much smaller than lx.

Since the behavior of the relative wave function 
rel(x, y)
is now available [see Eq. (11)] close to x = y = 0, one can
insert Eq. (11) into Eq. (10) and in turn derive a transcendental
equation that will allow us to determine the relative energy
of the two bosons (see Appendix A for more details). The
resulting transcendental equation reads

−γ + 2 ln 2 + √
α

∫ 1

0
dz ln(1 − z)ϕ′

(
z,

f (E )

2

)
︸ ︷︷ ︸

P( f (E )/2)

= −1

g
,

(13)
where g = [ln ( 1

2a2
2D

)]
−1

is the 2D coupling constant

[37,38,70], ϕ(z, f (E )/2) = z f (E )/2−1
√

1−z√
1−zα

, and the
differentiation is performed with respect to the variable
z. Equation (13) provides the energy spectrum of the two
bosons for an arbitrary anisotropy parameter α. As has been
mentioned earlier, this equation is valid only for f (E ) > 0.
Its extension to negative values is granted by the recurrence
formula (see also Appendix A)

P

(
f (E )

2

)
= P

(
α + f (E )

2

)

+
∞∑

n=0

(
1/2

n

)√
π (−1)n�

( f (E )
2 + αn

)
�

(
1
2 + f (E )

2 + αn
) . (14)

B. Quasi-1D limit

Before calculating the energies for various values of α,
let us first retrieve the 1D energy spectrum, by assuming
that α � 1. In this case, the harmonic confinement along
the y direction is tight and therefore we enter the quasi-1D
regime, at least when the interparticle distance is comparable
or larger than the harmonic oscillator length in the x direction,
i.e., r � lx (see also the previous discussion). For α � 1, the
transcendental equation (13) becomes (see also Appendix B)

√
πα

�
( f (E )

2

)
�

(
1
2 + f (E )

2

) − ln(α) + D = ln
(
a2

2D

)
, (15)

where D = −γ − 2
√

k + ln(2k) + k
4 − k2

192 − k3

1152 and k ≈ 6;
see for details Appendix B. The above formula is reminiscent
of the transcendental equation of two bosons confined in a 1D
harmonic trap, which determines the energy spectrum of this
system and reads [37]

√
2a1D = �

(
1
4 − E

2

)
�

(
3
4 − E

2

) = −2
√

2

g1D
. (16)

This expression is derived by following the same steps as
in Sec. II but in 1D and with the pseudopotential Vpp(x) =
− 2

a1D
δ(x) [23]. Most importantly, by employing a proper

rescaling of the energies in Eq. (15), namely E ′ = − f (E ) +

1/2 and comparing Eqs. (15) and (16), we obtain a relation
between the 2D, a2D, and the 1D, a1D, scattering lengths

a2D = D0√
α

e
√

παa1D/
√

2, (17)

with D0 = eD/2. We remark that when restoring the units
of the system, this expression acquires the form a2D =
lyD0e

√
πa1D/(

√
2ly ), where ly is the harmonic oscillator length in

the y direction. Recently, a similar relation between these two
scattering lengths has been established in Ref. [22], by means
of nonrelativistic effective field theory. The connection be-
tween the scattering lengths is achieved by imposing periodic
boundary conditions along one direction and comparing the
effective range expansion with the purely 1D one. Apart from
the scattering lengths, we are able to establish also a relation
among the coupling constants in one and two dimensions,

1

g
= ln(α) − ln 2 + 2

√
2πα

g1D
− D, (18)

where g denotes the 2D effective coupling constant and g1D

denotes the corresponding 1D effective interaction strength;
see also Eq. (16).

Let us also note in passing that the 2D energy spectrum
can also be easily retrieved. Indeed, by substituting α = 1 in
Eq. (9), one gets


rel(x, y) = B

2π
e−(x2+y2 )/2�

(
f (E )

2

)
U

(
f (E )

2
, 1, x2 + y2

)
,

(19)

which is the 2D wave function of two interacting bosons
confined in a radial trap [55]. Here, U (a, b, z) is the confluent
hypergeometric function of the second kind [68]. Then, by
plugging Eq. (19) into Eq. (10), we retrieve the known 2D
energy spectrum [55]

ψ

(
f (E )

2

)
= ln

(
1

2a2
2D

)
+ 2 ln 2 − 2γ , (20)

with ψ (z) being the digamma function [68].
For convenience, in the following, we will refer to the

states with energy less than the zero-point energy, E0 ≡ α+1
2 ,

as bound states [40,41]. The energetically higher lying states
will be subsequently labeled the ground state, first excited
state, and so forth. Additionally, the energetic order of the
eigenstates will be denoted by the subscripts 0 for the bound
state, 1 for the ground state, and in general i denoting the (i −
1)-th excited state. This labeling of the energies is explicitly
showcased in Fig. 1(a), and then it is omitted for brevity.
Furthermore, a black dashed line is included to indicate the
zero-point energy.

Figure 1 illustrates the two extreme regimes, namely the
2D case, for α = 1 [Fig. 1(a)], and the quasi-1D case, for
α � 1 [Fig. 1(b)]. In the quasi-1D regime, the spectrum of
Eqs. (13) and (14) is shown for α = 10 and compared with
the energy spectrum directly derived from Eq. (16) for the 1D
case. The two resulting energy spectra are presented together
for a varying g1D in Fig. 1(b). The zero-point energy is put
to α+1

2 . As can be seen, regarding the excited states there
is a perfect match for all values of g1D. We should note,
however, that for |g| > 5 there is a slight deviation between
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FIG. 1. (a) Energy spectrum with anisotropy α = 1, thus recov-
ering the 2D limit, for various 2D interaction strengths. The black
dashed line indicates the zero-point energy. (b) Comparison of the
energy spectra for α = 10 (blue line) and for a pure 1D system
(red dashed line), with respect to the 1D interaction strength g1D.
In both cases the system consists of two ultracold bosons confined
in an anisotropic 2D harmonic trap. All quantities shown are in
dimensionless units.

the two energies, which is of the order of 2% at infinite g1D.
For a larger anisotropy, this discrepancy becomes smaller; for
instance, it is of the order of 0.5% at α = 100. Deviations
between the two spectra arise also for the bound state in
the attractive interaction regime, and in particular for large
negative interactions g1D < −10 they become of the order
of 15%. The aforementioned discrepancy is due to the fact
that the bound state in the pure 1D system exhibits a lower
energy compared to the corresponding 2D setup. Indeed, the
2D system possesses bound states both in the attractive and
the repulsive interaction regimes [55,71] and for attractive
couplings the energy of the bound state remains finite inde-
pendently of the negative value of the interaction strength; see
Fig. 1(a). For positive values, though, the energy of the bound
state is not bounded from below. This is in sharp contrast
to the pure 1D system where the energy of the bound state
in the attractive regime diverges at very strong interactions
[54]. As we shall discuss in the following, the energy gap
between the bound and the ground states increases as the

anisotropy parameter acquires larger values. However, for a
larger value of α the above-mentioned discrepancy between
the energies of the bound states in strictly 1D as compared to
2D [see Fig. 1(b)] becomes smaller and occurs for stronger
attractions. Note also that in Fig. 1(b) there is a bound state in
the repulsive interaction regime, having an energy much lower
than the energy of the other states of the spectrum and is way
below the shown energy scales.

C. Energy dependence on the anisotropy parameter

To expose the dependence of the eigenenergies on the
anisotropy parameter α, corresponding energy spectra are
shown in Fig. 2 for different values of α, thus accessing the
dimensional crossover from the quasi-1D to the 2D regime.
Evidently, in all cases the energy spacing among the different
eigenstates is not equal, in contrast to the 2D case [Fig. 1(a)],
and greatly depends on α. This behavior is anticipated by the
expression of the energy for zero interactions, namely E =
2(n + αm) + α+1

2 , n, m ∈ N . For integer values of α, the
energy spacing between consecutive energy states becomes
larger every αth state in both the attractive and the repulsive
interaction regimes starting from the ground state; see, for in-
stance, Figs. 2(b) and 2(d). However, for noninteger α values,
the energy spacings become more irregular, as depicted in
Figs. 2(a), 2(c) and 2(e). For instance, at α = 1.1 and g = 0
[Fig. 2(a)], the energetic difference between the third and the
fourth excited states is 2α = 0.2. We should mention here that
qualitatively similar results have been reported also for two
bosons confined in a 3D anisotropic trap [40,41]. Moreover,
the energy gap between the bound and ground states increases
for a larger anisotropy parameter independently of the sign of
the interaction strength; see Figs. 2(a)–2(f).

The energy of the bound states is shifted upward for an
increasing value of α due to the increase of the zero-point
energy, α+1

2 . To elaborate on the impact of the anisotropy
parameter on the energy gaps, we depict in Fig. 3 the en-
ergy difference between the bound and ground states, i.e.,
E1 − E0, as a function of α for various repulsive [Fig. 3(a)]
and attractive [Fig. 3(b)] interactions. We observe that the
aforementioned energy difference increases for large α inde-
pendently of the interactions and it does not saturate, e.g.,
at α = 200 and for g = 3 E1 − E0 = 38.97. Moreover, on
the repulsive interaction regime [Fig. 3(a)], when α is kept
constant, E1 − E0 takes larger values at weak interactions.
This is due to the divergence of the energy of the bound state
close to the noninteracting limit of the repulsive interaction
regime [45,71]. Also deep into the quasi-1D regime, i.e., α �
1, the bound state is largely separated from the other states
of the energy spectrum for all interaction strengths. On the
attractive side [Fig. 3(b)], at fixed α, the energy gap E1 − E0 is
larger at stronger attractions. For fixed attractive interaction g,
E1 − E0 becomes larger as the anisotropy parameter increases.
Recall that for g = 0 the energy of the bound state is always
α+1

2 , i.e., it crosses the bound-state threshold [see Fig. 1(a)],
and hence it is connected with E1 at the repulsive side of the
spectrum [Figs. 2(a)–2(f)].

Figure 4 displays the energy difference between the second
excited and ground states, E3 − E1, as well as between the
fourth excited and ground states E5 − E1 in the corresponding
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FIG. 2. Energy spectra for anisotropy parameter (a) α = 1.1, (b) α = 2, (c) α = 2.5, (d) α = 5, (e) α = 6.5, and (f) α = 20 for varying 2D
coupling strength g. The labeling of the energy states is showcased only in panel (b) for convenience. In all cases, the quantities displayed are
in dimensionless units.

inset, for exemple, for g = 3. In both cases, for small 0 < α <

5 the energy spacings feature jumps and subsequently saturate
for adequately large α > 9. These energy jumps occur for
integer values of α and depend on the level of the excited state;
for instance, there are two jumps in the main Fig. 4 and four
jumps in the inset. For values of α, a little bit smaller or larger
than these integer values, the energy gaps between the states
decrease; see, e.g., Fig. 2(a), and hence the aforementioned
jumps are manifested in the energy difference between excited
states and the ground state. However, for anisotropies higher
than the level of the examined excited state, the energy gap
with the ground state saturates, because the change in the
energy spacing occurs at even higher excited states. This is the
case for the fourth excited state in Figs. 2(d)–2(f). We finally
remark that for other interaction strengths of either sign,
E3 − E1 and E5 − E1, exhibit a similar to the above-described
behavior.

IV. EIGENSTATE ANALYSIS

A. Two-body wave function

To acquire complete knowledge on the stationary proper-
ties of the system, we next determine the two-boson wave
function. The starting point is Eq. (9), where the integral
is convergent for f (E ) > 0. However, it is advantageous to
establish a more convenient form of 
rel(x, y) in order to
span the entire energy spectrum. To this end, one can utilize
the wave-function ansatz introduced in Eq. (5) along with
the underlying expansion coefficients [Eq. (7)]. Indeed, by
expressing the denominator of Eq. (7) in an integral repre-
sentation, see Eq. (8), and performing a single out of the
two summations with the aid of the Mehler identity [67],
the two-boson wave function of the relative coordinate takes

the simplified form


rel(x, y)

= B
√

α

π
e−(x2+αy2 )/2

∞∑
m=0

Hm(0)Hm(
√

αy)�
(

αm−E
2

)
2m+1m!

×U

(
αm − E

2
,

1

2
, x2

)
, (21)

where E = E − (α + 1)/2. In practice, this summation is
truncated when numerically calculating the wave function,
with an upper bound which is chosen such that convergence
is achieved [54]. Note that the wave function in real space
exhibits a logarithmic divergence close to the origin x = y =
0, as already argued in Eq. (12). However, the wave function
of Eq. (21) cannot capture this behavior when truncating the
infinite summation. Indeed, inserting x = y = 0 in Eq. (21),
the wave function does not converge as we increase the cutoff
in the summation. Moreover, the normalization constant B can
be easily determined analytically if we express the conflu-
ent hypergeometric function U (a, b, x) in terms of parabolic
cylinder functions Dz(x) [68]. For this choice, the integration
can be performed analytically [72], resulting in

B−2 =
√

α√
π

∞∑
m=0

Hm(0)2�
(

αm−E
2

)
2m+2m!�

(
αm−E

2 + 1
2

)
×

[
ψ

(
1

2
− E − αm

2

)
− ψ

(
−E − αm

2

)]
, (22)

which corresponds to the analytical expression of the normal-
ization coefficients.

As pointed out in Sec. III, the 2D wave function can be
easily retrieved when α = 1; see Eq. (19). In the following,
the wave function will be evaluated and further investigated
deep into the quasi-1D regime, i.e., in the case of α � 1.
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FIG. 3. Energy difference between the bound and the ground
states, E1 − E0, at different (a) repulsive and (b) attractive 2D in-
teraction strengths (see legends) for varying anisotropy parameter α.
For all observables, dimensionless units are adopted.

Starting from Eq. (9), we note that in this case the wave
function is elongated in the x direction. Thus, in order to
avoid the logarithmic divergence appearing at x = y = 0,
we shall restrict ourselves to y = 0 and x � lx. With these
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FIG. 4. Energy difference between the second excited and
ground states, namely E3 − E1, for increasing anisotropy parameter
α. The inset presents the energy difference between the fourth excited
and ground states, i.e., E5 − E1, with respect to α. In both cases, the
2D interaction strength of the two bosons is g = 3. In all cases, the
quantities displayed are in dimensionless units.

simplifications, Eq. (9) is rewritten as


rel(x, 0) ≈ B
√

α

2π
e−x2/2

×
∫ ∞

0
dw exp

{
− x2e−w

1 − e−w

}
e−w f (E )/2

√
1 − e−w

. (23)

Note that the square root involving the anisotropy parameter
α in Eq. (9) can be neglected, since for w � 1

α
the exponent

e−αw tends to zero. Also, for w � 1
α

, the 1
w

divergence in

Eq. (11) is counterbalanced by the factor e−x2/w, and the
entire integrand vanishes. Employing a change of variables,
z = e−w

1−e−w , it is easy to show that the wave function of two in-
teracting bosons in a quasi-1D trap [54] takes the approximate
form


rel(x, 0) ≈ B
√

α

2π
e−x2/2�

(
f (E )

2

)
U

(
f (E )

2
,

1

2
, x2

)
. (24)

The approximate nature of this expression stems from the fact
that we have restricted ourselves to the spatial region x � lx.

B. Momentum distribution

Consequently, it is straightforward to calculate the wave
function in momentum space. To this end, we utilize its expan-
sion in terms of the Hermite polynomials introduced in Eq. (5)
as well as an identity regarding their Fourier transform.1

Therefore, the wave function 
rel(kx, ky) in momentum space
reads


rel(kx, ky) = B

π
e−(k2

x +k2
y /α)/2

×
∑
n,m

(−i )n+m
Hn(0)Hm(0)Hn(kx )Hm

( ky√
α

)
2n+mn!m!(n + αm − E )

.

(25)

Since the wave function in real space exhibits a logarithmic
divergence at the origin (x = y = 0), it is better to analyze the
structure of the two-boson wave function in momentum space.
Figure 5 illustrates the momentum distribution |
rel, j (kx, ky)|2
for different anisotropy parameters α = 1.1 [Figs. 5(a j)],
α = 2.5 [Figs. 5(b j)], and α = 5 [Figs. 5(c j)], regarding the
ground ( j = 1) and higher excited states ( j = 2, 3) at g = 1.
Independently of the energetic order of the state, we observe
that as the anisotropy parameter increases the momentum
distribution is elongated along the ky direction; see, e.g.,
Figs. 5(a1), 5(b1), and 5(c1). This elongation occurs since
the momentum distribution is more long-ranged for ky than
kx, according to the exponential decay given by Eq. (25). Ad-
ditionally, the momentum distribution for large anisotropies
[see, e.g., Figs. 5(c1)–5(c3)] exhibits a multihump structure
along the kx direction. This multihump structure becomes
more pronounced for energetically higher excited states; com-
pare, for instance, Figs. 5(c2) and 5(c3). The latter behavior is
attributed to the fact that the major contribution in the double

1F{e−αx2/2Hn(x
√

α)} = (−i )n√
α

e−k2/(2α)Hn( k√
α

), where F{g(x)} de-
notes the Fourier transform of a function g(x).
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FIG. 5. Momentum distributions |
rel, j (kx, ky )|2 for α = 1.1 [(a) series], α = 2.5 [(b) series], and α = 5 [(c) series]. The subindices (1, 2,
3) stand for the ground, first, and second excited states, respectively. All cases refer to interaction strength g = 1. |
rel,2(kx, ky )|2 of the first
excited state ( j = 2) for α = 2.5 at (d1) g = −1, (d2) g = −0.1, and (d3) g = 0.1. For all observables, dimensionless units are adopted.

summation of Eq. (25) for high energies E (i.e., higher excited
states) stems from higher order Hermite polynomials which
are responsible for the observed multihump structure of the
momentum distribution. Note also that for larger values of α,
a similar structure of the momentum distribution occurs as
described in Figs. 5(c1)–5(c3) (not shown here for brevity).
The momentum distribution of the first excited state ( j = 2)
|
rel,2(kx, ky)|2 for α = 2.5 is also presented at g = −1, g =
−0.1, and g = 0.1 in Figs. 5(d1)–5(d3). We deduce that as the
attraction increases, |
rel,2(kx, ky)|2 becomes more localized
toward smaller values of kx while its outer humps are depleted;
compare Figs. 5(d1) and 5(d2). Also, in the vicinity of g = 0
but on the attractive side, |
rel,2(kx, ky)|2 develops an addi-
tional outer hump [Fig. 5(d2)] compared to the momentum
distribution for weak repulsions [Fig. 5(d3)]. This is exactly
due to the mismatch in the energy E2 in the vicinity of zero
interactions; see Fig. 2(c).

A more complicated momentum structure of the first ex-
cited state ( j = 2) occurs for α = 1.1, where |
rel,2(kx, ky)|2
displays a pedal-like structure [Fig. 5(a2)]. We remark that for
increasing anisotropy within the interval α ∈ [1.1, 1.9], it is
found that this pedal-like distribution becomes fainter along
ky and more squeezed in the kx direction (not shown here).
Moreover, these pedal patterns approach the origin, i.e., kx =
ky = 0 for α → 1.9. Let us also note that the energy of the first
excited state at α = 1.1 and g = 1 (E = 3.14633) is close to
the energy of a fermionic state with odd n, m in the expression
E = n + αm + α+1

2 (E = 3.15). As α increases in the interval
α ∈ [1.1, 1.9], the energy of the first excited state at g = 1
deviates significantly from the energy of the energetically
closest fermionic state. The momentum distribution of the
fermionic state exhibits also a pedal structure similar to the
one presented in Fig. 5(a2) but with a nodal line at kx = 0
and ky = 0. For α = 1.9, |
rel,2(kx, ky)|2 shows a behavior
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similar to the one displayed in Fig. 5(b2) for α = 2.5. At
this value of α = 2.5, |
rel,3(kx, ky)|2 of the second excited
state ( j = 3) [Fig. 5(b3)] exhibits populated tails for large ky

values. As α increases, these tails of the momentum distribu-
tion, in the ky direction, are suppressed and become apparent
only for higher lying excited states (not shown here for
brevity).

V. ONE-BODY DENSITIES

Having at hand the two-boson wave function for an arbi-
trary anisotropy parameter enables us to access all the prop-
erties of the system. As a case example, we shall investigate
the corresponding one-body densities ρ (1)(x1, y1) for several
states and anisotropies. The one-body density of two bosons
reads [73]

ρ (1)(x1, y1) =
∫

dx2dy2|
c.m.[X (x1, x2),Y (y1, y2)]
rel[x(x1, x2), y(y1, y2)]|2. (26)

For the relative coordinate wave function, we employ the expansion of Eq. (21). The center-of-mass wave function resides in its
ground state, as was discussed in Sec. II. To perform the integral appearing in Eq. (26), we utilize the coordinate transformations
of the center-of-mass and relative coordinates, and therefore express all variables in terms of the positions of the two bosons. In
this way, the one-body density reads

ρ (1)(x1, y1) = B2α3/2

π3
e−(x2

1+αy2
1 )

∑
n,m

f (n) f (m)

J︷ ︸︸ ︷∫ +∞

−∞
dy2 e−αy2

2 Hn

(√
α

y1 − y2√
2

)
Hm

(√
α

y1 − y2√
2

)

×
∫ +∞

−∞
dx2 e−x2

2 U

(
αm − E

2
,

1

2
,

(x1 − x2)2

2

)
U

(
αn − E

2
,

1

2
,

(x1 − x2)2

2

)
, (27)

with f (n) = Hn(0)�( αn−E
2 )

2n+1�(n+1) . The first integral denoted by J can be calculated analytically by using the transformation y2 → √
αy2,

and subsequently the substitution y2 = y1
√

α − y2 [72]. Then, the integral is

J =
√

π√
α

min(n,m)∑
k=0

2kk!

(
m

k

)(
n

k

)
1

2

m+n
2 −k

Hm+n−2k (y1
√

α). (28)

Figure 6 illustrates the one-body densities of the bound,
ground, first excited, and second excited states at g = 1 when
α = 1.1 [Figs. 6(a1)–6(a4)], α = 2.5 [Figs. 6(b1)–6(b4)], and
α = 5 [Figs. 6(c1)–6(c4)]. If α ≈ 1, ρ (1)(x, y) of the higher
lying excited states [Figs. 6(a2)–6(a4)] tends to show an al-
most isotropic distribution along the x and y directions. On the
other hand, for a large anisotropy parameter α, the 1D limit is
approached and therefore ρ (1)(x, y) becomes more elongated
in the x direction [Figs. 6(c1)–6(c4)]. Indeed, as the anisotropy
α increases, the one-body densities of the ground and higher
excited states develop a prominent two-hump structure in the
elongated x direction; see, for instance, Figs. 6(c2)–6(c4),
where α = 5. This is reminiscent of the behavior of the one-
body densities of two bosons confined in a 1D harmonic trap
[54,56]. Entering the intermediate anisotropy regime, e.g.,
α = 2.5 [Figs. 6(b1)–6(b4)], ρ (1)(x, y) exhibits population
tails along the y direction as well. The two-hump structure
of ρ (1)(x, y) is present in the ground [Fig. 6(b2)] and the
first excited [Fig. 6(b3)] states, but disappears in the second
excited state [Fig. 6(b4)] and in higher excited states as well
(not shown). However, for small anisotropies [Figs. 6(a1)–
6(a4), α = 1.1], the one-body density resembles the structure
of the corresponding pure 2D case [55]. The only exception
is the first excited state [Fig. 6(a3)], which features a small
density dip at the center x = y = 0. Recall that this latter
state corresponds to the pedal-like structure of the momen-
tum distribution depicted in Fig. 5(a2). Finally, the one-body
density of the bound states [Figs. 6(a1), 6(b1), and 6(c1)] is

more elongated in the x direction and somewhat localized near
the origin, x = y = 0. The latter is due to the fact that the
bound state is strong in the repulsive interaction regime, as
was discussed in Sec. III (see Fig. 2).

VI. TAN CONTACTS

In Sec. III, it was argued that at interparticle distances
much smaller than lx, the two-boson wave function develops a
logarithmic divergence. This behavior is caused by the contact
interaction in 2D, see also Eq. (2), which can also be expressed
as a boundary condition for the wave function at zero inter-
particle distances [74,75], where the Tan contact is defined
[76–82]. In this section, we measure the Tan contact as a
function of the anisotropy parameter α for various eigenstates
and several interaction strengths.

The Tan contact, D, is defined from the momentum
distribution in the limit of very large momenta, namely

|
(k)|2 k→∞−→ D
k4 , in all dimensions [79,83,84]. Since the wave

function at small interparticle distances depends only on the
radius r2 = x2 + y2 [see also Eq. (12)], and the Tan contact
is determined by the behavior of the wave function at r → 0
[60], D is isotropic; i.e., it does not depend on the x or y
direction. The contact reads (for details, see Appendix C)

D(α, E ) = B2(α, E )

4π4
. (29)
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FIG. 6. One-body densities, ρ (1)(x1, y1) for α = 1.1 [(a) series], α = 2.5 [(b) series], and α = 5 [(c) series]. The subscripts (1, 2, 3, 4)
refer to the bound, ground, first excited, and second excited states respectively. In all cases, the interparticle interaction strength is g = 1. All
quantities shown are in dimensionless units.

Therefore, this Tan contact is essentially defined by the nor-
malization constant B(α, E ) of the wave function [Eq. (22)]
and refers to the two-body state, which is in turn characterized
by the anisotropy parameter α and the energy E . In the quasi-
1D limit, i.e., α � 1, we obtain the following relation (for
details, see Appendix C):

D2D = ly
√

πD1D. (30)

As a consequence, the 2D and the 1D contacts are linked via a
geometric factor

√
π and the harmonic oscillator length of the

strongly confined direction. Note that the three-dimensional
contact is also related to the lower dimensional ones through
specific geometric factors and the oscillator lengths in the
tightly confined directions [15,27,28]. In what follows, we
shall explore D(α, E ) rescaled by the factor 1/ly (or

√
α in

harmonic oscillator units) in order to expose the connection
between the contacts in 1D and 2D, and subsequently show-
case the saturation of the D2D for large values of α toward the
value of the 1D contact.

Figure 7 depicts
√

αD(α, E0) of the bound states with
respect to α, for both repulsive [Fig. 7(a)] and attractive
[Fig. 7(b)] interaction strengths. We observe that for increas-
ing α, and independent of the interaction strength, the contact
takes larger values and does not saturate. This enhancement
of two-body short-range correlations is attributed to the fact
that the bound states in the repulsive and attractive regimes
become more deeply bound as the anisotropy increases; see
also Fig. 2. Furthermore, at fixed anisotropy α and weak
interparticle interactions [Fig. 7(a)], the contact is enhanced
compared to the one for larger interaction strengths. This can
be explained from the fact that the bound state diverges for

weak repulsive interactions [see Figs. 2(a)–2(f)] and therefore
the degree of short-range correlations is enhanced. On the
contrary, for attractive interactions [Fig. 7(b)], the contact
increases as the interactions become more attractive, while α

is kept fixed. Indeed, inspecting Figs. 2(a)–2(f) reveals that
for a stronger attraction the contribution of the bound state
becomes substantial.

The rescaled contact
√

αD(α, E1) of the ground state as a
function of the anisotropy parameter α is illustrated in Fig. 8
for various repulsive [Fig. 8(a)] and attractive [Fig. 8(b)]
interactions. As can be seen, in contrast to Fig. 7,

√
αD(α, E1)

features an initial growth and then it saturates to a value
that is proportional to the 1D contact [Eq. (30)] for all
coupling strengths. Initially at α = 1, the contact possesses a
higher value for strong repulsions [82]; see Fig. 8(a). How-
ever, this behavior is reversed as the anisotropy increases,
and

√
αD(α, E1) acquires larger values for weaker repul-

sive interactions; compare, for instance, g = 1 and g = 3 in
Fig. 8(a) for α � 5. This latter feature is better visualized
in the inset of Fig. 8(a), where

√
αD(α, E1) is showcased

within the anisotropy interval α ∈ [1, 3] and the aforemen-
tioned inverted behavior occurs at α � 2. Indeed, for in-
creasing α, we enter deep into the quasi-1D regime and
therefore one should use the corresponding 1D interaction
strength related to its 2D counterpart via Eq. (18). This
relation maps the repulsive 2D interactions to attractive 1D
interactions for large values of the anisotropy α. For in-
stance, Eq. (18) provides the mapping g2D = (1, 3, 20, 50) →
g1D = (−6.403,−5.045,−4.628,−4.588) for α = 10. Simi-
larly, for attractive interactions, an increasing behavior of the
short-range two-body correlations as captured by

√
αD(α, E1)
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FIG. 7. Rescaled Tan contact
√

αD(α, E0 ) of the bound state
at various (a) repulsive and (b) attractive interaction strengths (see
legends) for increasing anisotropy parameter α. In all cases, the
quantities displayed are in dimensionless units.

occurs and then a tendency of saturation is observed in-
dependently of the coupling strength [Fig. 8(b)]. When α

is fixed,
√

αD(α, E1) acquires larger values for a stronger
attraction. Here, Eq. (18) maps the strong 2D attraction
to the strong 1D attraction for large anisotropies. Explic-
itly, this mapping reads g2D = (−50,−20,−3,−1) → g1D =
(−4.535,−4.496,−4.162,−3.542) for α = 10.

Another interesting observation is that
√

αD(α, E1) shows
a peak within α ∈ [2, 4]; see Figs. 8(a) and 8(b). Indeed, for
a small anisotropy parameter the energy of the ground state,
E1, increases in both the repulsive and attractive interaction
regimes for larger α satisfying α ∈ [2, 4]. Hence, the Tan
contact is also enhanced in this α interval. Note also that√

αD(α, E1) for fixed α becomes smaller [larger] for increas-
ing repulsive [attractive] 2D coupling strength; see Figs. 8(a)
and 8(b). However, if α exceeds a critical value depending on
g, we approach the quasi-1D region and Eq. (18) maps the 2D
to the 1D coupling strength. In particular, for α ∈ [2, 6], the
1D coupling becomes less attractive, acquiring larger negative
values for increasing α. Hence, qualitatively

√
αD(α, E1)

initially increases up to a point where the crossover to 1D
starts to become important and then it decreases similarly to
the absolute value of g1D [83]. Subsequently, the 1D attraction
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FIG. 8. Rescaled Tan contact
√

αD(α, E1) of the ground states at
different (a) repulsive and (b) attractive interactions (see legends) for
varying anisotropy α. The inset in panel (a) presents a magnification
of

√
αD(α, E1) within the anisotropy interval α ∈ [1, 3]. For all

observables, dimensionless units are adopted.

is enhanced and the contact increases up to its saturation
value.

VII. INTERACTION QUENCH DYNAMICS

A. Time evolution of the wave function

Having analyzed the stationary properties of the two-boson
system in the dimensional crossover from 2D to 1D, we
next proceed by investigating the resulting interaction quench
dynamics of this setup for a fixed anisotropy parameter α

and different postquench 2D interaction strengths g. As al-
ready discussed in Sec. II, the center-of-mass wave function

c.m.(X,Y ) [Eq. (4)] lies in the ground state and thus it is not
affected by the interaction quench. Therefore, the center-of-
mass wave function does not play any role in the description of
the interaction quench dynamics and it will not be considered
in the following analysis.

To be more precise, in order to study the dynamics, the
system is initially prepared in an eigenstate |
 in

rel,i(x, y; 0)〉
at an initial interaction strength gin with energy E in

i and at
t = 0 this coupling strength is suddenly changed (quenched)
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to a final (postquench) value g. Then, the time evolution of the
initial wave function reads∣∣
 in

rel,i(x, y; t )
〉

= e−iĤt
∣∣
 in

rel,i(x, y; 0)
〉

=
∑

j

e−iE j t
∣∣
 f

rel, j (x, y)
〉 〈



f

rel, j (x, y)
∣∣
 in

rel,i(x, y; 0)
〉

︸ ︷︷ ︸
di, j

,

(31)

where the summation is performed over the eigenstates of
the postquench Hamiltonian |
 f

rel, j (x, y)〉 with energy E j .
The underlying overlap coefficients, di, j , are determined by
employing the ansatz introduced in Eq. (5) as well as the
orthonormality of the noninteracting wave functions φn(x) and
have the form

di, j = BiBj

E in
i − E j

√
α

π

∑
m�0

H2
m(0)

2m+1m!

×
[

�
( αm−E in

i
2

)
�

( 1+αm−E in
i

2

) − �
( αm−E j

2

)
�

( 1+αm−E j

2

)
]
. (32)

These overlap coefficients between the initial wave function,

 in

rel,i(x, y; 0), and a final eigenstate, 
 f
rel, j (x, y), determine the

degree of participation of this postquench eigenstate in the
dynamics.

B. Dynamical response of the system

A well-known observable of interest that enables us to
identify the dynamical response of the system to its external
perturbation, herein an interaction quench, is the fidelity. The
latter is defined by the overlap between the time-evolved and
the initial wave functions [57,85–88], namely

F (t ) = 〈

 in

rel,i

∣∣e−iĤt
∣∣
 in

rel,i

〉 =
∑

j

e−iE j t |di, j |2. (33)

Evidently, F (t ) is tailored to estimate the instantaneous de-
viation of the system from its initial state. Below, in order
to capture the mean dynamical response of the system after
a quench, we invoke the time-averaged fidelity i.e., |F̄ | =
limT →∞ 1

T

∫ T
0 dt |F (t )|.

The resulting |F̄ | following an interaction quench from the
ground state either at gin = −1 to repulsive postquench inter-
actions is shown in Fig. 9(a) or at gin = 1 toward the attrac-
tive regime is depicted in Fig. 9(b) for various anisotropies,
namely α = 2, 6.5 and 50. In both quench scenarios and for
all displayed anisotropies, |F̄ | drops from unity by developing
a characteristic dip in the vicinity of zero postquench interac-
tions, indicating that the system is significantly perturbed for
these values of g. However, |F̄ | tends to approach values close
to unity for large attractive or repulsive postquench interaction
strengths g, evincing that the system remains close to its
initial state. The above-described behavior of |F̄ | indicates
the fact that the time-evolved two-body state in the vicinity of
zero interactions is a nontrivial superposition containing many
postquench eigenstates. However, for quenches to strong at-
tractive or repulsive interactions, the system populates a much

FIG. 9. Time-averaged fidelity |F̄ | as a function of the 2D in-
teraction strength g for various anisotropies (see legends). (a) The
dynamics is triggered by following an interaction quench from the
ground state of the system with gin = −1 to larger interactions. (In-
set) |F̄ | following a quench from gin

1D = −1 to larger 1D interactions
for different anisotropies (see legend). (b) The quench is applied from
the ground state of the two bosons with gin = 1 to smaller values of
the interaction strengths. All quantities shown are in dimensionless
units.

smaller amount of postquench eigenstates and thus deviates
from the initial state to a lesser extent compared to the
g = 0 case. For instance, the initial state E1 at gin = −1 is
energetically close to the postquench E1 at g > 1 and therefore
this eigenstate predominantly contributes to the time-evolved
wave function. This is in contrast to, e.g., the case of a quench
to g = 0 where both the E0 and E1 postquench eigenstates are
energetically close to the initial E1. The explicit contribution
of the postquench eigenstates will be discussed below in
detail.

The width of the aforementioned dip of |F̄ | becomes more
narrow as α increases and its location is displaced toward
zero postquench interactions. Also, the minimum value of
|F̄ | in the region of the dip increases for a larger anisotropy.
Interestingly, for large postquench attractive or repulsive in-
teractions, e.g., |g| = 8 in Figs. 9(a) and 9(b), the system
deviates more from its initial configuration as the anisotropy α
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becomes smaller. Furthermore, in both quench scenarios, as α

increases, |F̄ | tends to saturate close to unity for smaller inter-
action strengths g; see Figs. 9(a) and 9(b). This latter behavior
stems from the underlying energy spectrum presented in Fig. 2
and the associated energy gaps. Indeed, as the anisotropy
increases, the saturation of the energies to their values at
g = 0 occurs at smaller attractive or repulsive interactions.
Therefore, by decreasing the anisotropy of the 2D system, we
can drive it out of equilibrium in a more efficient manner.

To further expose the interplay between the 2D and the
1D effective coupling constants, we showcase in the inset of
Fig. 9(a) the dependence of |F̄ | on g1D for distinct values
of α. Here, the explicit relation between the g2D and the
g1D [Eq. (18)] has been used. As before, initially, gin

1D = −1
and the interaction quench is performed toward the repulsive
regime. In all cases, i.e., independently of α, |F̄ | exhibits a
decreasing tendency for increasing g1D until it approaches
a fixed value for large g1D. Recall that the energy spacings
among the involved eigenstates in 1D [Fig. 1(b)] saturate
only for very large attractive or repulsive interactions and
thus |F̄ | tends to a constant value after g1D > 20. For these
values of g1D, we approach the strongly interacting regime and
the (time-averaged) overlap of the time-dependent two-body
state with the initial one is very small [54]. It is also worth
mentioning that the deviation of |F̄ | between α = 6.5 and
α = 50 is very small. However, for α = 2, where the quasi-1D
limit is not well established, |F̄ | differs noticeably, e.g., from
the case of α = 6.5. Note again that the quasi-1D limit is
adequately approached for α > 10; see also Fig. 1(b). There-
fore, the involved energy spacings which are considerably
different between α = 2 [Fig. 2(b)], α = 6.5 [Fig. 2(e)], and
α = 50 result in the observed discrepancy of |F̄ | between the
aforementioned values of α.

C. Dynamics of the position variance
along each spatial direction

Because of the considered anisotropy of the 2D harmonic
trap, different frequencies will be excited along the two spa-
tial directions after the quench, thus yielding a much richer
dynamics compared to the purely isotropic case, as has been
reported in several experiments with anisotropic 3D traps [33].
To study the excitations in the different spatial directions of
the trap, we resort to the frequency spectra of the spatial extent
of the relative wave function along the x and y directions
[86,89,90]. The instantaneous spatial extent of the two-boson
cloud in each spatial direction is given by the respective
variances

〈x2(t )〉 =
∫ ∞

−∞
dxdy x2

∣∣
 in
rel,i(x, y; t )

∣∣2
, (34)

〈y2(t )〉 =
∫ ∞

−∞
dxdy y2

∣∣
 in
rel,i(x, y; t )

∣∣2
. (35)

These observables allow us to monitor the expansion and
contraction of the bosonic cloud in the course of the time
evolution and also to identify the frequencies of the partic-
ipating modes in the dynamics along each spatial direction.
This can be achieved by utilizing the frequency spectra of

FIG. 10. Frequency spectrum (a) F (ωx ) of 〈x2(t )〉 and (b) F (ωy )
of 〈y2(t )〉. The anisotropy of the system is α = 2 and the interaction
quench is performed from the ground state at gin = 1 to various
attractive final interactions. The identified energy differences, ωi j ,
corresponding to the observed frequency branches are also shown. In
all cases, the quantities displayed are in dimensionless units.

〈x2(t )〉 and 〈y2(t )〉, namely F (ωx ) = 1√
2π

∫ ∞
−∞ dt eiωxt 〈x2(t )〉

and F (ωy) = 1√
2π

∫ ∞
−∞ dt eiωyt 〈y2(t )〉, respectively.

Case examples of the above-mentioned frequency spectra
are provided in Fig. 10 for α = 2 and in Fig. 11 for α = 6.5,
upon applying an interaction quench from the ground state
at gin = 1 toward the attractive interaction regime. Note that
the emergent frequencies stem from the energy difference be-
tween specific eigenstates of the postquench Hamiltonian and
will be denoted in the following as ωi, j = Ei − E j [54,55,89].
Moreover, the amplitude of these frequencies suggests their
degree of participation in the time evolution, which can be
explicitly measured via the respective overlap coefficients
[Eq. (32)]. The latter essentially means that a relatively large
[small] amplitude of ωi, j indicates a dominant [suppressed]
contribution of the involved eigenstates. Regarding the motion
of the bosons along the x direction, we calculate the frequency
spectrum F (ωx ); see Fig. 10(a). In the attractive interaction
regime, there is a dominant frequency marked as ω2,1, which
corresponds to the energy difference between the ground and
first excited states. Indeed, by calculating the corresponding
overlap coefficients [Eq. (32)] for attractive postquench inter-
actions, it turns out that the final ground state (E1) possesses
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FIG. 11. Frequency spectrum (a) F (ωx ) of 〈x2(t )〉 and (b) F (ωy )
of 〈y2(t )〉. The anisotropy of the system is α = 6.5 following an
interaction quench from the ground state at gin = 1 to different
attractive final interactions. Specific energy differences, ωi j , referring
to the observed frequency branches are also depicted. All quantities
shown are in dimensionless units.

the largest population, while the next-to-leading-order occu-
pied one is the first excited state (E2). Additionally, there are
two other frequencies denoted by ω1,0 and ω3,2 possessing a
relatively much smaller amplitude than ω2,1. These frequen-
cies refer to the energy differences between the bound and
ground states and between the second excited and first excited
states, respectively. Close to zero postquench interactions, all
these frequencies approach ωx � 2. The latter can be easily
deduced by inspecting the corresponding energy spectrum at
α = 2 [see Fig. 2(b)], where the energy spacing is uniform
at zero interactions in contrast to the nonuniform energy gaps
appearing in both the repulsive and the attractive interaction
regimes. Furthermore, in the vicinity of g = 0, another fre-
quency contributes to the spectrum of 〈x2(t )〉, namely ω3,1,
whose amplitude decreases substantially for attractive as well
as repulsive interactions.

Entering the repulsive interaction regime, we observe that
mainly two frequencies dominate, i.e., ω2,1 and ω3,2. Note that
ω2,1 has a larger amplitude since it corresponds to the energy
difference between the ground and first excited states, which
are the most significantly occupied states in this postquench
interaction regime. Turning to the dynamical evolution in the
y direction, the spectrum F (ωy) is presented in Fig. 10(b).

Evidently, a larger number of frequencies are involved in the
dynamics, but with an amplitude being an order of magnitude
smaller than the corresponding ones in the x direction. The
latter is attributed to the fact that the variance in the y
direction, which is tightly confined by the harmonic trap, is
smaller compared to the one in the elongated x direction. To
qualitatively explain the larger number of frequencies along
the y direction, one can resort to an analytic expression for
F (ωy) and F (ωx ), namely

F (ωx ) = B2
√

2α

4π

∑
i, j

δ[ωx − ωi, j]Ax(i, j), (36)

F (ωy) = B2
√

2

4α5/2π

∑
i, j

δ[ωy − ωi, j]Ay(i, j). (37)

For the detailed derivation of these spectra as well as the
explicit expressions of the involved amplitudes Ax(i, j) and
Ay(i, j), see Appendix D. It is worth mentioning here that
both Ax(i, j) and Ay(i, j) depend on ωi, j . Closely comparing
Ax(i, j) and Ay(i, j) (see also Appendix D), we can deduce
that for (i, j) = (1, 2) Ax(i, j) � Ay(i, j) is satisfied, while
for all other pairs i �= j > 2 it holds that Ay(i, j) > Ax(i, j).
The latter means that a larger number of frequencies con-
tributes to Ay(i, j) than Ax(i, j) and especially the higher
order ones possess a vanishing contribution to Ax(i, j). In
particular, for attractive interactions there are predominantly
four contributing frequencies, namely ω2,1 and ω3,1, which
stem from the energy difference between the ground and the
first and second excited states, respectively. Also, the frequen-
cies ω1,0 and ω2,0 are imprinted in the spectrum and refer to
the energy difference between the bound state and the ground
and first excited states, respectively. Near the noninteracting
regime, g = 0, two more frequencies appear, i.e., ω4,1 and
ω3,2 [hardly visible in Fig. 10(b)]. Note that at g = 0 all three
frequencies, ω2,1, ω3,2, and ω1,0 merge to ωy � 2; see also
the previous discussion. However, on the repulsive regime,
essentially two frequencies dominate, i.e., ω2,1 and ω3,1.

The frequency spectra of 〈x2(t )〉 and 〈y2(t )〉 for a larger
anisotropy α = 6.5 and for the same interaction quench sce-
nario as before are illustrated in Fig. 11. Along the x direc-
tion [Fig. 11(a)] and for interparticle attractions, the most
prominent frequency corresponds to the energy difference
between the ground and first excited states i.e., ω2,1. In terms
of the involved overlap coefficients, these two states have
the dominant contribution during the dynamics. There is also
another frequency, stemming from the energy difference of
the bound and the ground states, ω1,0, which becomes more
prominent close to zero postquench interactions. This fre-
quency possesses a larger value compared to the correspond-
ing one for α = 2 [see also Fig. 10(a)], since the energy dif-
ference between the two involved states grows with increasing
anisotropy parameter, as shown explicitly in Fig. 3(b). For
g ≈ 0, there is an additional frequency present, namely ω3,1,
which disappears for attractive as well as repulsive interac-
tions. The frequencies regarding the dynamics along the y
direction [Fig. 11(b)] are fainter than the respective ones in
the x direction by almost two orders of magnitude.

Moreover for attractive interactions, more frequencies are
involved in the dynamics in the strongly confined direction,
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with the most prominent one stemming from the energy
difference between the ground and bound states, ω1,0. In the
vicinity of zero interactions, there is a multitude of frequen-
cies referring to the energy difference between the ground
and higher excited states such as ω2,1 and ω4,1, as well as
frequencies stemming from higher lying energy eigenstates,
e.g., ω11,7 and ω13,7. The larger number of frequencies in the
y direction and their smaller amplitude compared to the ones
appearing along the x direction can be explained with the
same reasoning applied to Fig. 10(b); see in particular the
discussion in the context of Eq. (37). Note here that some
of the frequencies depicted in Fig. 11(b) have a very small
amplitude and are not identified by specific energy differences
between the eigenstates of the system. A further increase of

the anisotropy parameter α essentially freezes out the motion
along the y direction and the frequencies involved in the
dynamics become fainter (not shown for brevity). The most
prominent frequency that remains is the energy difference
between the bound and ground states in the attractive regime.

D. One-body density evolution

To unveil the dynamical spatial redistribution of the two
bosons, subjected to an interaction quench, from a single-
particle perspective we inspect their reduced one-body den-
sity, which can be experimentally probed [13,73]. In particu-
lar, the time evolution of the one-body reduced density starting
from a state characterized by energy E in

i at gin toward g reads

ρ (1)(x1, y1; t ) =
(√

α

π

)3

e−(x2
1+αy2

1 )
∑
j, j′

ei (E j−E j′ )t B jB j′di, jd
∗
i, j′

∑
n,m

Hn(0)Hm(0)

2n+m+2n!m!

×�

(
αn − E j

2

)
�

(
αm − E j′

2

)∫ ∞

−∞
dy2 e−αy2

2 Hn

(√
α

y1 − y2√
2

)
Hm

(√
α

y1 − y2√
2

)

×
∫ ∞

−∞
dx2 e−x2

2U

(
αn − E j

2
,

1

2
,

(x1 − x2)2

2

)
U

(
αm − E j′

2
,

1

2
,

(x1 − x2)2

2

)
. (38)

Figures 12 and 13 display snapshots of the reduced one-
body density for a quench from the ground state at gin = 1 to
g = −0.2 for α = 2 and 6.5 respectively. We remark that the
postquench interaction is close to the noninteracting regime
where the time-evolved state deviates significantly from the
initial one; see also Fig. 9(b). Also, the depicted time instants
correspond to the timescales set by the prevalent frequencies
in the dynamics of the x and y direction variances identified in
Figs. 10 and 11. These frequencies are the energy differences
between the predominantly contributing postquench eigen-

FIG. 12. [(a)–(h)] Instantaneous one-body density following an
interaction quench from the ground state at gin = 1 to g = −0.2.
[(i)–(l)] One-body density of the dominantly populated postquench
eigenstates in the time evolution. The system consists of two bosons
and the anisotropy of the 2D harmonic trap is α = 2. For all observ-
ables, dimensionless units are adopted.

states in the dynamics of the system as it can also be verified
by calculating the respective overlap coefficients [Eq. (32)].

Referring to the case of α = 2 (Fig. 12), we observe the
appearance of two-humped structures in both the x and y di-
rections; see, for instance, Figs. 12(a), 12(b) 12(c), and 12(e).
The appearance of these hump patterns is predominantly at-
tributed to the participation of the postquench eigenstates, E1

[Fig. 10(j)] and E2 [Fig. 10(k)] during the dynamics. Notably
the eigenstate with energy E2 has a relatively much smaller
impact on the shape of ρ (1)(x1, y1; t ) compared to one with

FIG. 13. [(a)–(h)] Snapshots of the one-body density after an
interaction quench from the ground state at gin = 1 to g = −0.2.
[(i)–(l)] One-body density of the dominantly contributing postquench
eigenstates during the dynamics. The anisotropy of the 2D harmonic
trap is α = 6.5. All quantities shown are in dimensionless units.
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energy E1, a result that is also confirmed by inspecting the cor-
responding overlap coefficients since d1,1 � d1,2. However,
during the contraction of the bosonic cloud, the two-hump
structure is destroyed by means of a smoothing of the density
profile and the development of a crosslike pattern [Figs. 12(f)
and 12(h)]. This structural change of ρ (1)(x1, y1; t ) is caused
by the predominant contribution of the postquench bound
state with energy E0 [Fig. 10(i)], whose presence is manifested
in the contraction of the cloud. Note that the contraction of the
bosons is identified by inspecting the time evolution of 〈x2(t )〉
and 〈y2(t )〉 (not shown for brevity). In particular, when 〈x2(t )〉
and 〈y2(t )〉 experience minima [maxima], the bosons feature
a contraction [expansion]. Moreover, the two-hump structure
shown in the one-body density [Figs. 12(b), 12(c) and 12(e)]
is associated with the expansion of the cloud, a result that can
again be confirmed from the dynamics of 〈x2(t )〉 and 〈y2(t )〉.

For a larger anisotropy, e.g., α = 6.5 shown in Fig. 13, the
motion along the y direction is frozen out, as anticipated by
the frequency spectra presented in Fig. 11(b). Thus, the single-
particle density evolution takes place predominantly along the
x direction and corresponds to a breathing dynamics. Indeed,
when the density expands, there is a two-hump structure [see
Figs. 13(b), 13(d) and 13(f)], while for a contraction in the
x direction [see Figs. 13(c), 13(e) and 13(g)] the two-hump
pattern disappears and the density dip around the trap center is
filled. Again, the contraction and expansion of the two bosons
is identified by inspecting the minima and maxima of 〈x2(t )〉
and 〈y2(t )〉 after the quench. We finally remark that the time-
evolved state resides mainly in a superposition of the bound
state, E0 [Fig. 13(i)], and the ground state, E1 [Fig. 13(j)]. This
fact is verified by calculating the corresponding overlap coef-
fcients [Eq. (32)] and it is also readily supported by compar-
ing the instantaneous ρ (1)(x1, y1; t ) with the ρ (1)(x1, y1; 0) of
the corresponding postquench eigenstates. Other energetically
higher lying excited states have a much smaller contribution
in the time-evolved two-body state and thus their impact is
less obvious in ρ (1)(x1, y1; t ); see, e.g., Figs. 13(k) and 13(l)
for E2 and E3 respectively.

VIII. SUMMARY AND OUTLOOK

We have investigated the stationary properties and the
interaction quench dynamics of two bosons confined in an
anisotropic 2D harmonic trap and interacting through an s-
wave pseudopotential. A transcendental equation with respect
to the anisotropy parameter is derived, giving access to the
energy spectrum of the system. The spectrum is in turn ex-
plored for a wide range of attractive and repulsive 2D coupling
strengths and arbitrary values of the anisotropy.

It is found that the energy spacing between the involved
energy eigenstates for a fixed interaction strength strongly de-
pends on the anisotropy. Deep in the quasi-1D regime, where
the anisotropy is very large, the energy spectrum of the purely
1D setup is retrieved. Importantly, a relation is established
between the 2D and 1D scattering lengths. Moreover, we
have derived an analytical expression for the two-boson wave
function both in real and momentum space. It is shown that
for interparticle distances much smaller than the harmonic
oscillator length in the less tightly confined direction, the wave
function exhibits a logarithmic singularity, a feature which is

inherently related to two spatial dimensions. In momentum
space, the wave function exhibits a multihump structure along
the weaker confined direction with the humps being elongated
along the other direction. This latter behavior becomes more
prominent as the anisotropy increases. The corresponding
one-body densities feature a two-hump structure along the
spatial direction where the confinement is less tight, a behav-
ior that is more pronounced for a larger anisotropy. For higher
lying excited states, the interhump separation is enhanced.

Subsequently we have investigated the Tan contact, which
captures short-range two-body correlations, for different
anisotropies in both the repulsive and the attractive inter-
action regimes. Inspecting the contact of the bound state
reveals an increasing tendency for larger anisotropies inde-
pendently of the sign of the interaction and does not saturate
as the quasi-1D region is approached. Furthermore, the short-
range two-body correlations of the ground state increases for
small anisotropies and subsequently saturates for larger ones.
Within the quasi-1D regime, a relation is established among
the 2D and 1D contacts, unveiling that they are proportional
by a geometric factor and the harmonic oscillator length along
the strongly confined direction.

Apart from the stationary properties, we have also exam-
ined the dynamical evolution of the system by applying an
interaction quench for different anisotropies. Employing the
time-averaged fidelity of the system, we have showcased that
the time-evolved state deviates significantly from the initial
one in the vicinity of zero postquench interactions while it is
less perturbed for stronger postquench interactions. Moreover,
for increasing anisotropy, the system becomes less perturbed
after an interaction quench of fixed amplitude in both the
attractive and the repulsive coupling regimes. The quench
excites a breathing motion in both the x and y directions,
with a distinct number of participating frequencies in each
spatial direction. At large anisotropies, the motion along the
y direction freezes out, and there are many eigenstates con-
tributing in the dynamics, with the most prominent one being
the bound state. The dynamical response is also visualized on
the one-body level, by monitoring the evolution of the reduced
one-body density after an interaction quench in the vicinity
of zero interactions, where the time-evolved state deviates
substantially from the initial one. For small anisotropies, the
bosonic cloud undergoes a periodic expansion and contraction
dynamics in both spatial directions, with the appearance of
a two-hump structure building upon the one-body density in
both the x and y spatial directions. An increasing anisotropy
causes density oscillations and the development of two humps
along the less tight direction, while the motion in the tightly
confined direction is frozen out.

There are several research directions that one can pursue
in future works. A straightforward extension is to perform
a quench of the anisotropy parameter and investigate the
resulting nonequilibrium dynamics of the two-bosons from
the 2D plane to the quasi-1D regime and vice versa. Here,
it is interesting to inspect how efficiently one can populate
specific eigenstates since this quench changes the energy gaps
between the various states. Another prospect is to consider
a long-range interaction between the atoms, such as a dipo-
lar coupling, in order to study how the long-range charac-
ter affects the energy spectra and also the nonequilibrium
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dynamics. Finally, the extension to three interacting bosons in
an anisotropic 2D trap and exploring their stationary and dy-
namical properties is certainly of interest. The latter endeavor
can shed light, e.g., into the dynamical formation of trimer
bound states.
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APPENDIX A: TRANSCENDENTAL EQUATION
FOR THE RELATIVE ENERGIES

In this Appendix, the transcendental equation for deter-
mining the energy of two bosons confined in a 2D harmonic
trap with anisotropy parameter α is derived. When we plug
Eq. (11) into Eq. (10) and perform the change of variables
z = e−t in I ( f (E )/2), the equation that determines the energy
of the system reads

−γ + ln L + ln 2 + √
α

∫ e−L

0
dz

z f (E )/2−1

√
1 − z

√
1 − zα

= ln
(
a2

2D

)
.

(A1)

As has already been remarked in Sec. II, the integral appearing
in the general form of the wave function [Eq. (9)] converges
for f (E ) > 0, which corresponds to eigenstates with energy
lower than α+1

2 . To extend Eq. (A1) to energies larger than
the zero-point oscillation energy, we shall use the following
relation that the integral I ( f (E )/2) satisfies:

I ( f (E )/2) = I (α + f (E )/2) +
∫ e−L

0
dz

z f (E )/2−1
√

1 − zα

√
1 − z

.

(A2)

The latter integral can be performed analytically, if the term√
1 − zα is expanded as a Taylor series yielding

I

(
f (E )

2

)
= I

(
α + f (E )

2

)

+
∞∑

n=0

(
1/2

n

)√
π (−1)n�

(
f (E )

2 + αn
)

�
(

1
2 + f (E )

2 + αn
) . (A3)

The last point that one needs to take care of is the divergence
of the integral I ( f (E )/2) as L → 0. This divergence turns out
to be logarithmic and it can be extracted from the following

integral

I

(
f (E )

2

)
= − ln L√

α
+

∫ 1

0
dz ln(1 − z)ϕ′

(
z,

f (E )

2

)
, (A4)

where ϕ(z, f (E )
2 ) = z f (E )/2−1

√
1−z√

1−zα
and the differentiation is

with respect to the variable z. Moreover, the first term cancels
exactly the term ln L present in the transcendental Eq. (A1).
We can further express Eq. (A1) in the form

−γ + 2 ln 2 + √
α

∫ 1

0
dz ln(1 − z)ϕ′

(
z,

f (E )

2

)
= −1

g
.

(A5)

The latter is exactly the transcendental equation that we
are seeking. We remark that Eq. (A3) extends the validity
of Eq. (A5) to f (E ) < 0, determining thus completely the
relative energy of the two bosons.

APPENDIX B: RETRIEVING THE 1D SPECTRUM

To recover the well-known 1D energy spectrum from the
transcendental Eq. (A5), we assume that α � 1. In this case,
one can separate the integral I ( f (E )

2 ) into two parts, namely

I

(
f (E )

2

)
=

I1︷ ︸︸ ︷∫ θ

0
dx

x f (E )/2−1

√
1 − x

+
∫ e−L

θ

dx
1√

1 − x
√

1 − xα︸ ︷︷ ︸
I2

,

(B1)

where θ is a parameter very close to unity, such that 1√
1−xα

�
1 + ε on the interval [0, θ ], with ε � 1. In this case, θ =
1 − k

α
, where k ≈ 6 for achieving an accuracy of ε ≈ 0.001.

Therefore, I1 reads

I1 = √
π

�
( f (E )

2

)
�

(
1
2 + f (E )

2

) − 2

√
k

α
+ O(α−3/2), (B2)

assuming that θ is very close to 1. In the second part, I2, the
dependence on the energy is dropped, since in this interval x
is very close to unity. Furthermore, the term 1/

√
1 − xα can

be expanded for x close to unity as follows:

1√
1 − xα

= 1√
α
√

1 − x
+ (α − 1)

√
1 − x

4
√

α

+ (α2 + 6α − 7)(1 − x)3/2

96
√

α

+ (α3 − 3α2 − 13α + 15)(1 − x)5/2

384
√

α

+ O

(
(1 − x)7/2

10240

)
. (B3)
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Keeping the first four terms, the integral I2 becomes

I2 = − ln L√
α

+ ln(k/α)√
a

+ k

4
√

α
− k2

192
√

α

− k3

1152
√

α
+ O(α−1). (B4)

The other terms are of the order of O( 1
α

) and for sufficiently
large α become negligible. After we gather the two integrals
I1 and I2 [Eqs. (B2) and (B4)] together, the transcendental
Eq. (A1) becomes

−γ + √
πα

�
( f (E )

2

)
�

(
1
2 + f (E )

2

) − 2
√

k + ln(2k) − ln(α) + k

4

− k2

192
− − k3

1152
= ln

(
a2

2D

)
. (B5)

This expression is the transcendental equation of two bosons
deep into the quasi-1D regime.

APPENDIX C: THE TAN CONTACT AND
ITS QUASI-1D LIMIT

To find the Tan contact, we start from the 2D Fourier
transform of a radially symmetric wave function 
(ρ) [55],
namely


̃(k, t ) = 2π

∫ ∞

0
dρ ρ
(ρ, t )J0(2πρk), (C1)

where J0(x) denotes the zeroth-order Bessel function. In our
setup, the wave function 
(x, y) is radially symmetric only
for small x, y. Thus, if we restrict the integration at very
small values of ρ, i.e., very large momenta, the contact is
obtained from the leading-order term (∼1/k2) in the resulting
expression [55] and reads

D(α, E ) = B2(α, E )

4π4
. (C2)

Moreover, if α = 1, Eq. (C2) reduces to D(1, E ) =
1

π3ψ (1) (−E/2) , which is the contact of a stationary eigenstate in

an isotropic 2D trap [55], and ψ (1)(z) is the trigamma function
[68].

For large α, i.e., in the quasi-1D regime, only the term
m = 0 dominates in the summation of Eq. (22) for the nor-
malization constant B. Hence, in this case the contact can be
written as follows:

B2(α � 1, E )

4π4
= 1

π7/2

�
(−E

2 + 1
2

)
�

(−E
2

)[
ψ

(
1−E

2

) − ψ
(−E

2

)]√
α

.

(C3)

This form is analogous to the Tan contact for two interacting
bosons confined in a 1D harmonic trap [60,84], rescaled by the
anisotropy parameter α. To be more precise, the 1D Tan con-
tact, when adopting the same convention for the Fourier trans-
form as in Eq. (C1), namely 
̃(k) = ∫ ∞

−∞ dx e−2π ikx
(x),
reads [84]

D1D = �
(

1
2 − ε

)
π4�(−ε)

[
ψ

(
1
2 − ε

) − ψ (−ε)
] , (C4)

where ε = E
2 − 1

4 , and the energy E is determined by the tran-
scendental Eq. (16). When restoring the units of the system,
a relation is established among the 1D and the 2D contacts,
namely

D2D = ly
√

πD1D, (C5)

which holds in the quasi-1D regime.

APPENDIX D: ANALYTICAL EXPRESSION
FOR THE FREQUENCY AMPLITUDES

OF THE TWO-ATOM VARIANCE

The frequency amplitudes of the spatial extent of the two
atoms during the dynamics can be analytically determined,
by employing the following expansion of the time-evolved
relative wave function in terms of the postquench eigenstates:


 in
rel,i(x, y; t ) =

∑
j

e−iE j t

f

rel, j (x, y)di, j . (D1)

Here 

f

rel, j (x, y) are the postquench eigenstates [see also
Eq. (21)] with energy E j = Ej − (α + 1)/2. Also, di, j denote
the overlap coefficients between the postquench and initial
eigenstates [Eq. (32)]. By substituting the above relation
into 〈x2(t )〉 = ∫ ∞

−∞ dxdy x2|
 in
rel,i(x, y; t )|2 and performing the

integration over the y direction, we obtain

〈x2(t )〉 = B2√α

4π3/2

∑
j, j′

di, jdi, j′e
−i(E j−E j′ )t

∑
m

H2
m(0)

2mm!

×�

(
αm − E j

2

)
�

(
αm − E j′

2

)
Im

j, j′ , (D2)

where the last integral reads

Im
j, j′ =

∫ ∞

−∞
dx x2e−x2

U

(
αm − E j

2
,

1

2
, x2

)

×U

(
αm − E j′

2
,

1

2
, x2

)
. (D3)

Along the same lines, we can calculate the explicit expres-
sion for 〈y2(t )〉, namely

〈y2(t )〉 = B2

4α5/2π3/2

∑
j, j′

di, jdi, j′e
−i(E j−E j′ )t

∑
n

H2
n (0)

2nn!

×�

(
n − E j

2α

)
�

(
n − E j′

2α

)
In

j, j′ , (D4)

with the latter integral having the form

In
j, j′ =

∫ ∞

−∞
dy y2e−y2

U

(
n − E j

2α
,

1

2
, y2

)

×U

(
n − E j′

2α
,

1

2
, y2

)
. (D5)
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Taking the Fourier transform of both 〈x2(t )〉 and 〈y2(t )〉,
we find

F (ωx ) = B2
√

2α

4π

∑
j, j′

δ[ωx − ω j, j′ ]Ax( j, j′), (D6)

F (ωy) = B2
√

2

4α5/2π

∑
j, j′

δ[ωy − ω j, j′ ]Ay( j, j′), (D7)

where the energy differences between the initial and the
postquench eigenstates are ω j, j′ = E j − E j′ . Importantly, the
corresponding amplitudes in the x and y spatial directions read

Ax( j, j′) = di, jdi, j′
∑

m

H2
m(0)

2mm!
�

(
αm−E j

2

)
�

(
αm−E j′

2

)
Im

j, j′

(D8)

Ay( j, j′) = di, jdi, j′
∑

n

H2
n (0)

2nn!
�

(
n − E j

2α

)
�

(
n − E j′

2α

)
In

j, j′ .

(D9)

Inspecting these amplitudes for fixed j, j′ we can conclude
by a direct numerical evaluation that for j′ = j + 1 and j =
1, 2, i.e., the ground and the first excited states, it holds that
Ax( j, j′) � Ay( j, j′). Otherwise, it is found that Ay( j, j′) >

Ax( j, j′). As a consequence, in this latter case, there is a larger
number of participating frequencies in F (ωy) than F (ωx ) and
therefore in the dynamics of the y spatial direction. Indeed,
by calculating numerically Ay( j, j′) [Ax( j, j′)] it can be
shown that higher lying energy states possess a non-negligible
[suppressed] contribution.
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