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Optimal control of coupled quantum systems based on the first-order Magnus expansion:
Application to multiple dipole-dipole-coupled molecular rotors
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This paper presents a method for performing approximate optimal control simulations for quantum systems
with multiple coupled degrees of freedom. The time evolution is simulated using the first-order Magnus
expansion in the interaction picture, where the couplings between different degrees of freedom are treated
as the perturbation. A numerical implementation procedure is presented that leverages upon pairwise couplings
and the separability of the zeroth-order time evolution operator to achieve a reduced computational cost, which
is analyzed with respect to the number of degrees of freedom. The formulation is compatible with gradient-free
methods to optimize the control field, and a stochastic hill climbing algorithm is adopted for this purpose.
As illustrations, optimal control simulations are performed for systems of two and three dipole-dipole-coupled
molecular rotors under the influence of a control field. For the two-rotor system, the field is optimized to achieve
either orientation or entanglement objectives. For the three-rotor system, the field is optimized either to orient all
three rotors in the same direction or to orient one rotor in a particular direction while the other two rotors point
in the opposite direction.
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I. INTRODUCTION

There is considerable interest in using optimally shaped
fields to control the dynamics of quantum systems [1–5].
Such fields can be found using iterative optimization methods,
such as gradient [6–9] or gradient-free [10–12] procedures.
Applications lie in a wide range of areas, including quan-
tum information science [13–15], chemical reactions [16],
nanostructured materials [17], and high-harmonic generation
[18].

Optimal control simulations for quantum systems with
multiple coupled degrees of freedom are particularly challeng-
ing, since the dimensionality of the Hilbert space scales expo-
nentially with the number of degrees of freedom [1,19,20].
To address this issue, various approximations have been
employed, including semiclassical Gaussian wave packets
[21,22], time-dependent Hartree (TDH) [12,23,24], multi-
configurational time-dependent Hartree (MCTDH) [25–27],
and the time-dependent density matrix renormalization group
(tDMRG) [20].

This paper takes an alternative approach by considering the
Magnus expansion to approximate the time evolution opera-
tor. A common implementation of the Magnus expansion rests
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on splitting the Hamiltonian into an unperturbed term and a
perturbative term, and then utilizing the interaction picture
[28]. The first-order Magnus expansion has been applied to
a variety of problems [28], including molecular alignment
and orientation in ultrafast laser fields [29] and molecular
collisions in the sudden regime [30].

This paper adopts the first-order Magnus expansion for
quantum optimal control of systems with multiple coupled
degrees of freedom. Specifically, the couplings between de-
grees of freedom are treated as the perturbation and the
expansion is evaluated only once at the final time T . This
approach can be readily combined with gradient-free meth-
ods, and the present work uses a stochastic hill climbing
algorithm [12,31]. The method performs best for systems with
weakly coupled degrees of freedom. Overall, there are three
primary benefits to the method: (1) It is not restricted to
the weak control field regime since the control field lies in
the zeroth-order portion of the Hamiltonian, (2) there is no
need for expensive gradient computations or the evaluation of
the system state at intermediate time steps, and (3) common
pairwise couplings allow for an accelerated implementation.
As such, there are benefits both for the scope of utility [feature
(1)] and for the computational cost [features (2) and (3)].
The computational scaling of the method is analyzed with
respect to the number of degrees of freedom N . The technique
is illustrated numerically, including a characterization of its
accuracy, for optimal control of two and three dipole-dipole-
coupled molecular rotors. The control objectives for these
illustrations include (i) orientation of all rotors in the same
direction, (ii) orientation of rotors in opposing directions, and
(iii) entanglement between rotors.
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Previously, quantum control of rotor systems has been
studied using numerically exact simulations for one-rotor
[32–35] and two-rotor [36–38] cases, as well as in the TDH
approximation for systems of up to five rotors [12]. Addition-
ally, single rotors were used in the study of the nonlinear local
control method [39]. In the context of phase transitions, lat-
tices of rotors have been treated using the path integral ground
state (PIGS) quantum Monte Carlo method [40]. Systems of
three rotors have also been used to study the influence of
intrinsic decoherence [41].

The remainder of the paper is organized as follows.
Section II provides relevant theoretical background. Sec-
tion III presents the method for approximate quantum optimal
control based on the first-order Magnus expansion, including
both the mathematical formulation and the numerical imple-
mentation procedure for the approximate time evolution, as
well as a description of the optimization algorithm. Section IV
presents an analysis of the computational cost and scaling of
the method. Section V gives a theoretical description of the
model rotor systems and control objectives. Section VI gives
benchmark simulations showing the effect of rotor separation
on the quality of the approximate time evolution. Section VII
presents approximate optimal control simulation results for
the rotor systems. Finally, Sec. VIII provides conclusions and
a discussion of possible future work. Extensive Supplemental
Material is online [42], which is referenced throughout the
paper to provide further details.

II. THEORETICAL BACKGROUND

A. Quantum optimal control theory

Quantum optimal control theory generally seeks to identify
a time-dependent control field ε(t ), t ∈ [0, T ], that maximizes
a given objective functional J[T, ε(·)] at the final time T
[1,3,5]. Besides the control objective, J[T, ε(·)] may depend
as well on features that favor certain field characteristics [1].
In the remainder of the paper, the objective functional is
chosen to be the expectation value of an observable O, i.e.,

max
ε(·)

J[T ] = max
ε(·)

〈O〉(T ), (1)

where 〈O〉(t ) ≡ 〈�(t )|O|�(t )〉, with |�(t )〉 being the solution
to the time-dependent Schrödinger equation,

ih̄
∂

∂t
|�(t )〉 = H (t )|�(t )〉, (2)

at time t given the initial state |�(0)〉.
The exact solution |�(t )〉 to Eq. (2) is given by

|�(t )〉 = U (t )|�(0)〉, (3)

with U (t ) ≡ U (t, 0) being the time evolution operator from 0
to t ,

U (t ) = T
(

exp

(
− i

h̄

∫ t

0
H (t ′)dt ′

))
, (4)

where T is the time ordering operator. In practice, the time
interval [0, T ] is often discretized into n equally spaced,
sufficiently small time steps �t ≡ T

n , so that Eq. (3) can be

numerically solved as

|�(T )〉 =
(

n∏
k=1

U (k�t, (k − 1)�t )

)
|�(0)〉, (5)

where U (k�t, (k − 1)�t ) ≡ exp ( − i
h̄ H (k�t )�t ), and the

product is assumed to be time ordered. The expression in
Eq. (5) converges to the exact solution in Eq. (4) for n →
∞. This paper will refer to Eq. (5) with sufficiently large
n as the exact simulation (see [43] for discussion of time
step size). The numerical implementation of Eq. (5) requires
the exponentiation of the matrix ( − i

h̄ H (k�t )�t ) at every
time step [44], which can be computationally prohibitive for
systems with many coupled degrees of freedom.

B. Magnus expansion in the interaction picture

This subsection reviews the Magnus expansion in the in-
teraction picture for solving Eq. (2) (e.g., see [28] for more
details). This expansion will be applied to optimal control of
coupled quantum systems in Sec. III A.

The Hamiltonian H (t ) is decomposed into an unperturbed
term H (0)(t ) and a perturbation term H (1)(t ),

H (t ) = H (0)(t ) + H (1)(t ). (6)

Commonly H (0) is taken as time independent, but in the
context of the applications considered here it will be ad-
vantageous to consider H (0) = H (0)(t ) to include the time-
dependent control field (this will be discussed in Sec. III). The
time evolution operator U (t ) defined in Eq. (4) is then factored
into the product

U (t ) = U (0)(t )UI (t ), (7)

where

U (0)(t ) ≡ T
(

exp

(
− i

h̄

∫ t

0
H (0)(t ′)dt ′

))
, (8)

and

UI (t ) ≡ T
(

exp

(
− i

h̄

∫ t

0
H (1)

I (t ′)dt ′
))

(9)

is the interaction picture time evolution operator with

H (1)
I (t ) ≡ U (0)(t )†H (1)(t )U (0)(t ). (10)

The full Magnus expansion for UI (t ) is

UI (t ) = exp(�I (t )), (11)

where

�I (t ) ≡
∞∑

k=1

�I,k (t ), (12)

with �I,k (t ) being the kth-order term. The kth-order Magnus
expansion is given by truncating the series in Eq. (12) after the
term �I,k (t ) [the zeroth-order approximation is just U (t ) ≈
U (0)(t )]. Truncations to any order preserve unitarity of U (t ),
which guarantees conservation of total probability.

In particular, the first-order term in Eq. (12) is

�I,1(t ) = − i

h̄

∫ t

0
H (1)

I (t ′)dt ′, (13)
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and the approximate time evolution operator in the first-order
Magnus expansion is

UM1(t ) = U (0)(t ) exp(�I,1(t )). (14)

Substituting UM1(t ) in Eq. (14) for U (t ) in Eq. (3) and
evaluating at t = T yields the approximate final state,

|�M1(T )〉 = U (0)(T ) exp(�I,1(T ))|�(0)〉. (15)

Note that in this notation, UM1 and |�M1〉 correspond to the
entire first-order Magnus expansion, and not just the correc-
tion to the zeroth-order term. Importantly, Eq. (15) directly
obtains the final state from the initial state, without the need
for computing intermediate states. This feature would also
apply to the truncation of the Magus expansion at any order.

III. GENERAL METHODOLOGY

This section presents a general approach for optimal con-
trol simulations of quantum systems with multiple coupled
degrees of freedom using the first-order Magnus expansion.
Its accuracy should be best for systems with weak cou-
plings W and an adequately short fixed propagation time T .
Section III A describes the mathematical formulation of the
approximation of the time evolution. Section III B presents the
numerical implementation of this formulation. Section III C
describes combining the approximate time evolution with
gradient-free algorithms for control field optimization.

A. First-order Magnus expansion for weakly
coupled quantum systems

This subsection applies the first-order Magnus expansion
in the interaction picture, described in Sec. II B, to weakly
coupled quantum systems under the influence of a control
field. The restriction to weak couplings is consistent with the
truncation of the Magnus expansion to first order.

The quantum system is assumed to be governed by a
Hamiltonian of the form

H (q1, q2, . . . , qN , t ) =
N∑

i=1

(T (qi ) + Vi(qi, t ))

+ W (q1, q2, . . . , qN ), (16)

where N is the number of degrees of freedom, qi is the co-
ordinate for the ith degree of freedom, Ti(qi ) is the associated
kinetic energy term, Vi(qi, t ) is the local potential that depends
only on the ith degree of freedom, and W (q1, q2, . . . , qN )
contains the couplings between different degrees of freedom
(assumed to be time independent). The time dependence of
each Vi(qi, t ) term arises as a result of the control field ε(t ).

This paper uses the first-order Magnus expansion in the
interaction picture [i.e., Eq. (15)] to approximate the time
evolution corresponding to the Hamiltonian in Eq. (16). An
issue of key importance is how to judiciously choose the un-
perturbed term H (0) and the perturbation H (1) in Eq. (6), since
this choice strongly influences both the regime of utility of
the approximation as well as its computational cost. The fol-
lowing formulation includes the control field ε(t ) in the
zeroth-order Hamiltonian H (0), which contrasts with the more
standard choice of treating the field as entering into the

perturbation [29,45]. Specifically, the Hamiltonian [Eq. (16)]
is decomposed into the perturbation term containing the cou-
plings,

H (1)(q1, q2, . . . , qN ) = W (q1, q2, . . . , qN ), (17)

and the unperturbed term,

H (0)(q1, q2, . . . , qN , t ) =
N∑

i=1

Hi(qi, t ), (18)

where

Hi(qi, t ) ≡ Ti(qi ) + Vi(qi, t ) (19)

is the coupling-free Hamiltonian for the ith degree of freedom.
In this particular scenario the zeroth-order time evolution

operator U (0)(q1, q2, . . . , qN , t ) [cf. Eq. (8)] is fully separable
as

U (0)(q1, q2, . . . , t ) =
N⊗

i=1

Ui(qi, t ), (20)

where
⊗

denotes a tensor product and

Ui(qi, t ) ≡ T
(

exp

(
− i

h̄

∫ t

0
Hi(qi, t ′)dt ′

))
(21)

is the time evolution operator associated with Hi(qi, t ). Con-
sequently, substituting Eq. (20) into Eq. (15) produces the
expression for the approximate final state under the first-order
Magnus expansion,

|�M1(T )〉 =
(

N⊗
i=1

Ui(qi, T )

)
exp(�I,1(T ))|�(0)〉, (22)

where

�I,1(T ) = − i

h̄

∫ T

0
dt ′

(
N⊗

i=1

Ui(qi, t ′)†

)
W (q1, q2, . . . , qN )

×
(

N⊗
i′=1

Ui′ (qi′ , t ′)

)
. (23)

The expected advantages of the choice of H (1) and H (0)

in Eqs. (17) and (18) are twofold: (1) good accuracy beyond
the weak control field regime and (2) decreased computational
cost compared to exact simulations. The former is realized due
to the inclusion of the control field in H (0). Specifically, this
inclusion makes the matrix norm of the perturbation term in
the interaction picture (||H (1)

I (t )||) independent of the control
field [46]. The latter advantage will be discussed in Secs. III B
and IV. The mathematical formulation can also be adapted
to include the second-order term in the Magnus expansion
or a multistep Magnus scheme, which are described in Secs.
S1.1 and S1.2, respectively (the paper will denote S as the
Supplemental Material) [42].

B. Numerical implementation

This subsection presents the procedure for numerically
implementing the formulation described in Sec. III A. The
procedure is first presented for arbitrary Hamiltonians with
multiple degrees of freedom, followed by consideration of the
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specific case of pairwise couplings. Implementation details as
well as computational cost analysis are presented in Sec. S2
[42]. Although the simulations in this paper are restricted to
the first-order approximation, a suggested numerical proce-
dure and the associated computational cost analysis for the
second-order approximation are presented in Sec. S3 as a look
ahead [42]. In what follows, the coordinate arguments are
suppressed for conciseness.

1. General implementation

A three-part procedure is presented below for numerically
implementing the first-order Magnus expansion in Eq. (22).
The time interval is uniformly discretized into n time steps
of size �t = T

n , which are sufficiently small to give reliable
results [43].

Part I: Ui(k�t ) is computed by Eq. (21), for 1 � i � N and
1 � k � n, recursively starting with Ui(0) = I:

Ui(k�t ) = exp

(
− i

h̄
Hi(k�t )�t

)
Ui((k − 1)�t ). (24)

Part II: �I,1(T ) is computed by numerically evaluating the
integral in Eq. (23) using n-point rectangular quadrature, i.e.,

�I,1(T ) = − i

h̄

n∑
k=1

�t

(
N⊗

i=1

Ui(k�t )†

)
W

(
N⊗

i′=1

Ui′ (k�t )

)
.

(25)

Part III: The final state |�M1(T )〉 at time T = n�t is
computed with Eq. (22).

Importantly, this numerical scheme [i.e., by Eq. (22)] al-
lows for computing the final state without explicitly com-
puting the state |�(k�t )〉 or the time evolution operator
U (k�t, (k − 1)�t ) at each intermediate time step (i.e., the
computations in Eq. (5) can be avoided).

2. Implementation for pairwise couplings

Many Hamiltonians contain only pairwise coupling terms.
For such Hamiltonians, a numerical procedure for Sec. III B 1
Part II is described, which exploits separability to avoid
computing matrix products in the full N-body Hilbert space.
Specifically, Eq. (25) is evaluated for generic pairwise cou-
plings of the form

W =
∑

1�i< j�N

Wi j, (26)

where Wi j couples the ith and jth degrees of freedom (e.g.,
see examples in Sec. V A). For simplicity, the Hilbert space
of each individual degree of freedom i (denoted by Hi) is
considered to be of the same dimension D, so that the full
N-body Hilbert space has dimension DN ; this restriction can
easily be lifted.

The direct approach would be to simply form and then
multiply together the DN × DN matrices

⊗N
i=1 Ui(k�t )†, W

and
⊗N

i′=1 Ui′ (k�t ) at each time step k, followed by summing
over all time steps. When W assumes the pairwise form given
in Eq. (26), then Eq. (25) can be rewritten as

�I,1(T ) =
∑

1�i< j�N

γi j, (27)

where

γi j ≡ − i

h̄
�t

n∑
k=1

(
N⊗

i′=1

Ui′ (k�t )†

)
Wi j

(
N⊗

i′′=1

Ui′′ (k�t )

)
,

(28)
which can be expressed as

γi j = − i

h̄
�t

n∑
k=1

(Ui(k�t )† ⊗ Uj (k�t )†)Wi j

× (Ui(k�t ) ⊗ Uj (k�t )), (29)

indicating that each γi j acts only on the ith and jth degrees of
freedom. Therefore, Eq. (29) can be evaluated for each (i, j)
within the D2-dimensional Hilbert space Hi ⊗ H j , before
all of the γi j are summed to get �I,1(T ). The cost of this
implementation of Part II scales polynomially with respect to
N , as opposed to the direct implementation of Part II, which
scales exponentially with respect to N (see Sec. S2.2 [42]).

C. Control field optimization

For optimal control simulations with the first-order Mag-
nus expansion that realize computational savings from skip-
ping the intermediate states, it is necessary to choose an
optimization algorithm that does not require knowledge of
DN -dimensional state vectors or DN × DN time evolution
operators at intermediate times. Employing a gradient-free
algorithm is a suitable approach for this purpose. All of
the simulations in the paper adopt a stochastic hill climbing
algorithm [12,31], which iteratively optimizes the control field
ε(t ) starting from an initial trial field εtrial(t ). At each iteration,
a set of small random changes δε(t ) ≡ {δε(tk )} are introduced,
which are accepted only if they increase the value of the
objective. The specific implementation is described in Sec.
S4 [42].

IV. COMPUTATIONAL COST AND SCALING

This section analyzes the computational cost of a single
iteration of the quantum control simulation. The analysis is
restricted to the case of pairwise couplings [i.e., Eq. (26)]. We
analyze only the cost of operations associated with simulating
the time evolution from t = 0 to t = T . The amount of
memory required and the overhead costs are not considered.

To estimate the computational cost and scaling with respect
to D, n, and N , the analysis below considers the most expen-
sive operations by counting the number of complex number
multiplications [47]. The symbol O denotes an upper bound
on the computational cost up to a multiplicative constant.
When an explicit cost without the symbol O is given (e.g.,
C1DαN ), it refers to the cost using currently known numerical
methods.

The computational cost of each part of the numerical
implementation presented in Sec. III B is analyzed in Sec.
S2 [42]. In brief, the costs of Part I, Part II, and Part III
are, respectively, O(nND3), O(nN2D6), and C1DαN + 2D2N +
O(DN+1), where C1 is a constant and 2 < α � 3. Therefore,
the total computational cost of one full simulation of the time
evolution becomes C1DαN + 2D2N + O(DN+1) + O(nN2D6).
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The computational cost of the first-order Magnus expan-
sion can be compared to that of the exact simulation in the
large N limit. This comparison is only intended to give an
estimate of the cost savings that may be possible, since both
the approximate and exact simulations are computationally
very intensive for truly large N . In this limit, the dominant
costs of the first-order Magnus expansion and exact simu-
lation are, respectively, C1DαN and C1nDαN (see Sec. S2.4
[42]). This result indicates an estimated 1

n improvement in
computational cost, which is significant since the number of
time steps n is generally large [43] (e.g., n ∼ 103 to 104 for
the numerical simulations in Sec. VII). The computational
enhancement arises from sidestepping the need to determine
the system state at intermediate time steps, together with the
fact that the integral over all time steps can be evaluated in
lower dimensional Hilbert spaces by exploiting the pairwise
coupling form of W in Eq. (26). Note that we have not
considered whether pairwise couplings can reduce the cost of
the exact simulation (for more discussion, see Sec. S2.4 [42]).

In the analysis in Sec. S3, we show that in the large N limit
the dominant computational cost of the second-order Magnus
expansion should be the same as that of the first-order Magnus
expansion (i.e., C1DαN ) [42]. However, for practical applica-
tions (away from the large N limit) it is possible that the costs
of the second-order and first-order Magnus expansions may
be substantially different, since the upper bound shown for
the cost of computing �I,2(T ) is significantly greater than the
upper bound shown for computing �I,1(T ). As such, further
analysis is needed to determine the utility of the second-order
Magnus expansion for practical applications.

V. DESCRIPTION OF THE ROTOR SYSTEM
APPLICATIONS AND CORRESPONDING

CONTROL OBJECTIVES

A. System description

1. General N-rotor system

The systems considered in the paper are multiple OCS
molecules under the influence of a linearly polarized electric
field. The molecules are modeled as rigid rotors in a planar
configuration with dipole-dipole coupling between pairs of
rotors. See [12] and [37] for a physical discussion of this
circumstance. For a system of N such rotors, the Hamiltonian
is given by

H (φ1, . . . , φN , t ) =
N∑

i=1

(
BL2

i − με(t ) cos φi
)

+
∑

1�i< j�N

μ2

4πε0R3
i j

(cos(φi − φ j )

− 3 cos(φi − θi j ) cos(φ j − θi j )), (30)

where B ≡ h̄2

2I = 4.033 × 10−24J is the rotational constant

[48], L2
i = − ∂2

∂φ2
i

is the squared angular momentum operator

for the ith rotor, μ ≡ |μi| = 2.365 × 10−30 C m [49] is the
magnitude of the dipole moment of OCS, ε(t ) is the electric
field amplitude at time t , φi is the angle between the ith rotor’s
dipole moment μi and the electric field polarization (oriented

FIG. 1. (Top) Schematic of two coupled OCS molecules. The
rotors are under the influence of a time-dependent control electric
field ε(t ) polarized in the x̂ direction. φ1 and φ2 are the angles of rotor
1 and rotor 2 with respect to the polarization direction of the electric
field. θ12 is the angle of the vector between the center of masses of
rotors 1 and 2 with respect to the polarization direction of the electric
field. (Bottom) Schematic of three coupled OCS molecules, using the
analogous notation as in the two-rotor schematic. In both cases the
rotors lie in a plane. The schematics are adapted from A. Magann
et al. [12] with the permission of AIP Publishing.

in the x̂ direction), Ri j is the fixed relative position vector
between the centers of mass of rotor i and rotor j, Ri j ≡ |Ri j |
is its magnitude, and θi j is the fixed angle between Ri j and the
electric field polarization. Labeled schematics for N = 2 and
N = 3 are given in Fig. 1.

The couplings in the Hamiltonian in Eq. (30) are all
pairwise, which permits utilizing the numerical technique for
the first-order Magnus expansion described in Sec. III B 2.
Specifically, Hi(φi, t ) = BL2

i − με(t ) cos φi for the coupling-

free Hamiltonian of the ith rotor and Wi j = μ2

4πε0R3
i j

( cos(φi −
φ j ) − 3 cos(φi − θi j ) cos(φ j − θi j )) for the pairwise coupling
between rotors i and j.

The simulations use the basis set given by {|m1〉 ⊗
|m2〉 · · · ⊗ |mN 〉}, where {|mi〉} are the orthonormal eigen-
states of the angular momentum operator L2

i , satisfying
L2

i |mi〉 = m2
i |mi〉. The basis set is truncated to a sufficiently
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large size for each application, such that mi takes the values
−M, . . . ,−2,−1, 0, 1, 2, . . . , M (consequently D=2M+1).

2. Two-rotor geometry and initial state

For all two-rotor simulations (in Secs. VI and VII), the
geometry was θ12 = π

2 and the initial state was |�(0)〉 =
|0〉 ⊗ |0〉 [37]. Note that the rotors are identical in this system;
in particular, 〈cos φ1〉(t ) = 〈cos φ2〉(t ) at all times t , which is
relevant for understanding the two-rotor orientation objective.

3. Three-rotor geometry and initial state

All three-rotor simulations (in Secs. VI and VII) are carried
out in an equilateral triangle geometry with θ12 = π

3 , θ13 =
0, θ23 = 5π

3 , and R12 = R13 = R23 ≡ R, with an initial state
given by |�(0)〉 = |0〉 ⊗ |0〉 ⊗ |0〉 [12]. Section S5 proves that
for this three-rotor geometry and initial state, the following
relationship holds at all times t [42]:

〈cos φ1〉(t ) = 〈cos φ3〉(t ), (31)

which is relevant for defining and understanding the control
objectives. For completeness, Sec. S5 also proves the relation-
ships 〈sin φ1〉(t ) = −〈sin φ3〉(t ) and 〈sin φ2〉(t ) = 0 for this
system [42].

B. Control objectives

1. Two-rotor objectives

For the two-rotor system described in Sec. V A 2, the
following two objectives are considered.

(i) Orientation of the two rotors, where the objective func-
tional is

J [2]
or (T ) ≡ 〈cos φ1 + cos φ2〉(T ), (32)

which seeks to orient the rotors in the +x̂ direction.
(ii) Entanglement of the two rotors, where the objective

functional is

J [2]
ent (T ) ≡ |〈�(T )|�MES〉|2, (33)

which defines the expectation value of the projection operator

|�MES〉〈�MES|, where |�MES〉 ≡
√

1
2M+1

∑M
m=−M |m〉 ⊗ |m〉 is

a maximally entangled state (for a basis set truncated at M)
[37]. Maximization of the cost function in Eq. (33) also
maximizes the von Neumann entropy SvN [50,51], such that
SvN (|�MES〉) = ln(2M + 1).

2. Three-rotor objectives

The following two control objectives are considered for the
three-rotor system described in Sec. V A 3.

(i) Identical orientation of the three rotors, where the
objective functional is

J [3]
id (T ) ≡ 〈cos φ1 + cos φ2 + cos φ3〉(T ), (34)

which seeks orientation of all three rotors in the +x̂ direction.
(ii) Opposing orientations of the three-rotor system, where

the objective functional is

J [3]
opp(T ) = 〈− cos φ1 + cos φ2)〉(T ), (35)

which is equivalent to J [3]
opp(T ) = 〈− cos φ3 + cos φ2〉(T ) [cf.

Eq. (31)]. Maximization of this objective corresponds to ori-
enting rotor 2 in the +x̂ direction, and orienting rotors 1 and
3 in the −x̂ direction.

VI. EFFECT OF SEPARATION ON THE FIRST-ORDER
MAGNUS EXPANSION

This section numerically investigates the effect of pertur-
bation strength on approximation quality. Specifically, bench-
mark simulations were performed to examine how the rotor
separation affects the accuracy of the first-order Magnus
expansion, for the two- and three-rotor systems described in
Sec. V A. Note that the simulations here are concerned with
the accuracy of the approximate time evolution itself and do
not involve any optimization. For comparison, simulations
were also performed to evaluate the accuracy of the zeroth-
order approximation [i.e., evolution under the tensor product
expression in Eq. (20) implemented using small time step
operators].

Five different fields were randomly generated of the
form

εrand(t ) = α0

3∑
m=0

βm cos(ωmt + δm), (36)

where βm and δm are random numbers generated between (0,1)
and (0,2π ), respectively, α0 = 5 × 106 N

C , and ωm = B(2m+1)
h̄

is the field-free, coupling-free, individual rotor transition fre-
quency from |m〉 to |m + 1〉. For both two rotors and three
rotors, a collection of rotor separations between R = 4 nm
and R = 8 nm were considered. For each of these systems,
simulations were performed using each of the five random
fields from Eq. (36) in order to compute the approximate
final states under the zeroth-order model (|� (0)(T )〉) and
first-order Magnus expansion (|�M1(T )〉), as well as the
reference final state (|�ref (T )〉) under the exact simulation.
For these simulations, T = 1.306 ns, M = 4, and n = 999
were used. In each case, the overlaps |〈�M1(T )|�ref (T )〉| and
|〈� (0)(T )|�ref (T )〉| were computed as metrics of approxima-
tion accuracy.

The aggregated results are plotted in Fig. 2. These plots
show that the first-order Magnus expansion clearly improves
upon the accuracy of the zeroth-order approximation at all
separations, and that both approximations are more accurate
at larger separations (this is as expected since the dipole-
dipole coupling strength scales as 1

R3 ). For the largest sepa-
rations considered here, the difference in accuracy between
the first-order Magnus expansion and the zeroth-order approx-
imation (which completely neglects the couplings between
rotors) becomes relatively minimal. Therefore, the first-order
Magnus expansion is likely most practically useful in the
intermediate regime where it has a reasonably high accuracy,
while also still provides a significant improvement over the
zeroth-order approximation. Additionally, for each separation
R, the accuracy of the first-order Magnus expansion has
a smaller statistical variation than that of the zeroth-order
approximation.
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FIG. 2. Aggregated results for approximation accuracy versus
rotor separation from the benchmark simulations. In both plots, the
blue curve corresponds to the overlap between the final states of
the first-order Magnus and exact simulations, |〈�M1(T )|�ref (T )〉|;
the red curve corresponds to the overlap between the final states
of the zeroth-order and exact simulations, |〈� (0)(T )|�ref (T )〉|. Each
point on the curves represents an average value taken over the five
randomly generated fields in Eq. (36), and the error bars represent
one standard deviation. The top plot shows the results for two rotors,
and the bottom plot shows the results for three rotors.

VII. OPTIMAL CONTROL NUMERICAL SIMULATIONS

This section presents optimal control simulations for the
two-rotor and three-rotor control objectives described in
Sec. V B. For all simulations, the initial trial field εtrial(t ) is
taken to have a Gaussian envelope along with F characteristic
frequencies of the system, i.e.,

εtrial(t ) = a0 exp

⎛
⎝−

(
t − T

2

)2(
T

2
√

7

)2

⎞
⎠ F−1∑

m=0

bm cos(ωmt ), (37)

where a0 and {bm} are constants selected for the particular
simulation (ωm = B(2m+1)

h̄ is the same as defined in Sec. VI).
This initial trial field was then optimized in subsequent iter-
ations with the stochastic hill climbing algorithm. Note that
Eq. (37) serves only as the form of the initial trial field, and
not as a constraint on the form that the field can take during
optimization [i.e., the optimized field is not required to have
the Gaussian envelope and F characteristic frequencies of
Eq. (37)]. For each example, the choices of rotor separation

R and final time T were guided by the benchmark simulations
of accuracy vs separation presented in Sec. VI, as well as the
results in [12] and [37].

To evaluate the approximation accuracy in each case, the
exact simulation [cf. Eq. (5)] is performed using the opti-
mal field that was determined within the first-order Magnus
expansion. Note that this type of practice for assessing the
accuracy of approximate quantum optimal control was also
employed in, for example, [52]. Additionally, to characterize
the control field strength, the ratio μ|ε|max

B was computed after
the optimization was completed, where |ε|max is the maximum
magnitude of the optimal field ε(t ). The ratio is a measure
of the strength of the local potential due to the control
field relative to the lowest field-free, coupling-free, individual
rotor energy level spacing (between states |0〉 and |1〉), cf.
Sec. V A 1. For the four numerical examples in this section,
the value of μ|ε|max

B ranged between 3.85 and 4.91, indicating
that all of the illustrations were in the strong control field
regime.

The simulation results for each of the four control objec-
tives are summarized in Table I and discussed in Secs. VII A
and VII B. Note that for each orientation case, the theoretical
maximum value of 〈cos φi〉 is given by the largest eigenvalue
of the operator cos φi in the corresponding truncated basis set
[37]. Section S6 provides additional details on the numerical
approach and results, including numerical evidence of conver-
gence with respect to M [42].

A. Two-rotor optimal control simulations

1. Orientation

The optimal control simulation of the two-rotor orienta-
tion objective (see Sec. V B 1) is performed with R = 5 nm,
T = 1.306 ns, and M = 8. The optimal field ε(t ) yielded
〈cos φ1〉(T ) = 〈cos φ2〉(T ) = 0.980 in the first-order Magnus
expansion. Using this optimal field in the exact simulation
produced 〈cos φ1〉(T ) = 〈cos φ2〉(T ) = 0.970 (see Table I).
Hence, a high value of J [2]

or was achieved, and importantly,
very little drop-off in objective occurs when using the optimal
field determined within the first-order Magnus expansion
in the exact simulation. The theoretical maximum value of
〈cos φi〉 in this basis set is 0.985.

2. Entanglement

The optimal control simulation of the two-rotor entangle-
ment objective (see Sec. V B 1) utilized T = 3.921 ns, R = 7
nm, and M = 4. The optimal field ε(t ) yielded an objective
value of J [2]

ent = 0.956 in the first-order Magnus expansion,
compared to a value of J [2]

ent = 0.825 for the same field in the
exact simulation (see Table I). The von Neumann entropies of
the final states were SvN = 2.113 within the first-order Magnus
expansion and SvN = 2.021 for the same field in the exact
simulation. Both values are close to the theoretical maximum
possible entropy SvN (|�MES〉) = 2.197 in the M = 4 basis
(see Sec. V B 1). This substantial degree of entanglement is
important because it was achieved despite starting from a
zero entropy initial state and treating dipolar coupling only
as a perturbation (note that entropy is always zero in the
zeroth-order approximation).
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TABLE I. Collective results of the optimal control simulations. The first column lists the control objective for each simulation. The second
column shows the objective values obtained utilizing the first-order Magnus expansion. The third column shows the values obtained from
performing an exact simulation using the optimal field determined from the first-order Magnus expansion. Here the notation 〈cos φi, j〉 ≡
〈cos φi〉 = 〈cos φ j〉 is used when 〈cos φi〉 = 〈cos φ j〉 is guaranteed by symmetry.

Optimal control objective First-order Magnus expansion Exact simulation

Two-rotor orientation 〈cos φ1,2〉(T ) = 0.980 〈cos φ1,2〉(T ) = 0.970

Two-rotor entanglement |〈�(T )|�MES〉|2 = 0.956 |〈�(T )|�MES〉|2 = 0.825

Three-rotor identical orientations 〈cos φ1,3〉(T ) = 0.958 〈cos φ1,3〉(T ) = 0.952
〈cos φ2〉(T ) = 0.958 〈cos φ2〉(T ) = 0.952

Three-rotor opposing orientations 〈cos φ1,3〉(T ) = −0.735 〈cos φ1,3〉(T ) = −0.589
〈cos φ2〉(T ) = 0.878 〈cos φ2〉(T ) = 0.626

B. Three-rotor optimal control simulations

1. Identical orientations

The optimal control simulation of the three-rotor identical
orientations objective (see Sec. V B 2) employed R = 6.29
nm, T = 1.306 ns, and M = 5. The optimal field ε(t ) for
the three-rotor system yielded 〈cos φ1〉(T ) = 〈cos φ3〉(T ) =
0.958 and 〈cos φ2〉(T ) = 0.958, in the first-order Magnus ex-
pansion. In comparison, the values 〈cos φ1〉(T ) = 〈cos φ3〉(T )
= 0.952 and 〈cos φ2〉(T ) = 0.952 were computed using the
same control field within the exact simulation (see Table I).
This result shows achievement of a high value of J [3]

id with very
little difference in value between the first-order Magnus and
exact simulations. The theoretical maximum value of 〈cos φi〉
in this basis set is 0.966.

2. Opposing orientations

The optimal control simulation of the three-rotor op-
posing orientations objective (see Sec. V B 2) utilized
R = 8.5 nm, T = 3.921 ns, and M = 5. The optimal
field ε(t ) yielded the final orientations 〈cos φ1〉(T ) =
〈cos φ3〉(T ) = −0.735 and 〈cos φ2〉(T ) = 0.878, within the
first-order Magnus expansion. Using the same optimal field,
the orientations 〈cos φ1〉(T ) = 〈cos φ3〉(T ) = −0.589 and
〈cos φ2〉(T ) = 0.626 were computed for the exact simula-
tion (see Table I). The drop-off in objective when using the
Magnus-determined optimal field within the exact simula-
tion is relatively modest, considering that in the zeroth-order
approximation orientations are always identical. Since this
simulation used the same basis set as the one in Sec. VII B 1,
the theoretical maximum value of 〈cos φi〉 was again given by
0.966.

VIII. CONCLUSIONS

This paper presented a practical approach for performing
approximate optimal control simulations of quantum systems
with multiple coupled degrees of freedom. The first-order
Magnus expansion in the interaction picture is utilized, treat-
ing the couplings between different degrees of freedom as the
perturbation. The inclusion of the control field in the zeroth-
order Hamiltonian allows for good accuracy in the strong
field regime. The Magnus expansion formulation can readily
be combined with gradient-free approaches to control field
optimization, such as the stochastic hill climbing algorithm

adopted in this paper. To give a sense of the cost savings
possible for the case of pairwise couplings, it was shown that
in the large N limit the cost per iteration with the first-order
Magnus expansion is reduced by a factor of n versus that of
the exact simulation. This saving arises (i) from the ability
to skip the computation of the state at intermediate times
together with (ii) the ready computation of �I,1(T ) enabled
by pairwise couplings and the separability of the zeroth-order
time evolution operator.

The four optimal control numerical illustrations, all of
which were in the strong field regime, highlight that the ap-
proach can be used to optimize control fields to drive systems
of rotors to a range of different objectives. In particular, the
two-rotor system provided examples of optimal control of
orientation and of entanglement, and the three-rotor system
demonstrated optimal control of identical and opposing orien-
tations. The entanglement and opposing orientation objectives
are particularly interesting because they are not achievable to
any extent in the zeroth-order approximation, so inclusion of
the dipole-dipole coupling term is essential. Moreover, the
ability to generate entanglement is of central importance for
quantum information applications [14,15,50,51].

Further quantum optimal control studies using a Magnus-
based approach could consider different physical systems
and objectives as well as other optimization algorithms. Ad-
ditional research could also investigate various means for
reducing the computational cost, such as using more effi-
cient numerical methods, exploiting physical symmetries, or
approximating the final exponentiation required for the first-
order Magnus expansion. Future work could also investigate
whether the field obtained from the approximate optimal
control method makes for a good trial field for the exact opti-
mization problem. Finally, we hope this work can motivate the
development of new methods for many-body quantum optimal
control theory, which is a challenging area of research.
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