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Equilibrium stationary coherence in the multilevel spin-boson model

1 1,4

Mike Reppert®,2" Deborah Reppert,! Leonardo A. Pachon®,? and Paul Brumer

'Chemical Physics Theory Group, Department of Chemistry, University of Toronto, Toronto, Ontario, Canada M5S 3H6

2Department of Chemistry, Purdue University, West Lafayette, Indiana 47920, USA
3Grupo de Fisica Tedrica y Matemdtica Aplicada, y Grupo de Fisica Atémica y Molecular, Instituto de Fisica,
Facultad de Ciencias Exactas y Naturales, Universidad de Antioquia, Calle 70 No. 52-21, Medellin, Colombia
4Center for Quantum Information and Quantum Control, University of Toronto, Toronto, Ontario, Canada M5S 3H6

® (Received 1 April 2020; accepted 12 June 2020; published 9 July 2020)

Interaction between a quantum system and its environment can induce stationary coherences—off-diagonal
elements in the reduced system density matrix in the energy eigenstate basis—even at equilibrium. This work
investigates the “quantumness” of such phenomena by examining the ability of classical and semiclassical
models to describe equilibrium stationary coherence in the multilevel spin boson model, a common model
for light-harvesting systems. A well justified classical harmonic-oscillator model is found to fail to capture
equilibrium coherence. This failure is attributed to the effective weakness of classical system-bath interactions
due to the absence of a discrete system energy spectrum and, consequently, of quantized shifts in oscillator
coordinates. Semiclassical coherences also vanish for a dimeric model with parameters typical of biological
light harvesting, i.e., where both system sites couple to the bath with the same reorganization energy. In
contrast, equilibrium coherence persists in a fully quantum description of the same system, suggesting a uniquely
quantum-mechanical origin for equilibrium stationary coherence in, e.g., photosynthetic systems. Finally, as a
computational tool, a perturbative expansion is introduced that, at third order in 7, gives qualitatively correct

behavior at ambient temperatures for all configurations examined.
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I. INTRODUCTION

System-bath interactions are typically viewed as delete-
rious to quantum coherence within the system. Yet while
this view is often correct in regard to dynamic coherence—a
transient phenomenon typically induced by interaction with
an ultrafast perturbation—it misses the fact that, under sta-
tionary conditions (either at equilibrium or in nonequilibrium
steady states), interactions with the environment can actually
induce coherence in open quantum systems [I—13]. Such
stationary coherences—i.e., nonzero off-diagonal elements in
the reduced system density matrix in the eigenbasis of the
system Hamiltonian—often persist even under physiological
conditions and can have a significant effect on biological
processes such as visual phototransduction and photosynthetic
light harvesting [1,2,7,8,12,14]. Environment-induced station-
ary coherence has attracted particular attention recently as a
potential resource for the enhanced performance of quantum
devices [3,4,15-17].

The simplest manifestation of stationary coherence occurs
in equilibrium systems, where coupling between a quantum
system and its thermal environment can induce deviations
from canonical Boltzmann statistics, including off-diagonal
elements. Such equilibrium stationary coherences (or simply
equilibrium coherences) are closely connected to the phe-
nomenon of polaron formation and have been the focus of a
number of recent studies, evaluated using both perturbative
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analytical techniques and numerically exact computational
methods [1,2,7,13].

Even in the equilibrium case, however, little progress
has been made in characterizing the conditions under which
stationary coherence represents an intrinsically quantum-
mechanical phenomenon [11]. The objective of this paper is
to explore this question in the multilevel spin-boson (MLSB)
model relevant to photosynthetic light-harvesting dynamics.
It is anticipated that the analytical results obtained here for
the equilibrium case will pave the way for future studies of
nonequilibrium systems.

The question of the “quantumness” of equilibrium coher-
ence is particularly timely in light of recent observations that
many dynamic coherence effects in quantum systems can be
reproduced by classical models [18-24]. These recent findings
are closely connected to the classic demonstrations by Meyer,
Miller, Stock, and Thoss of strong parallels between the clas-
sical dynamics of coupled harmonic oscillators and the wave-
function dynamics of finite quantum systems, even in the
presence of a dephasing environment [25-27]. The motivation
for the present study is that, while such classical models have
been shown to provide accurate descriptions of short-time
dynamic coherence effects, it is unclear whether they are capa-
ble of describing long-time equilibrium coherence effects. In
seeking such classical analogs, of course, it should be kept in
mind that the reproduction of a quantum phenomenon (such
as coherence) by a classical model does not imply that the
underlying system is fundamentally classical. Comparisons
between quantum and classical models do, however, help to
clarify which effects can be regarded as uniquely quantum
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(e.g., Bell test violations) and which can be reproduced and
understood classically.

The organization of this paper is as follows. Section II
introduces the quantum MLSB model and the phenomenon
of equilibrium coherence. Section III describes a classical
analog of the MLSB model and shows that it fails to exhibit
stationary coherence at equilibrium. Section IV introduces a
semiclassical framework for stationary coherence. Section V
quantitatively compares these semiclassical coherences with
their fully quantum analogs at second order in the system-
bath interaction strength and identifies conditions under which
classical and semiclassical models fail to capture quantum
coherence effects in the MLSB model. Section VI introduces
a small-7 expansion for interpolating between quantum and
classical limits and Sec. VII discusses the physical origins of
coherence in these various descriptions using a phase-space
representation. Section VIII discusses the implications of the
findings for quantum effects in light-harvesting devices and
Sec. IX summarizes the findings.

II. EQUILIBRIUM COHERENCE IN THE MLSB

Light harvesting in photosynthetic pigment-protein com-
plexes (PPCs) is often theoretically described as a system of
Frenkel excitons coupled to a harmonic bath, termed the mul-
tilevel spin boson (MLSB) model. The material Hamiltonian
reads [28-32]

H = H, + Hy + Hsp + Hp, (1)
where
By =" hw,ln)nl, )
Ay =" Wynln)(ml, 3)
Hsp =Y hoQiln) (nl, “4)
nk

N 1 A N

Hy = 5 3 (%0 + ). )

k

Here the states {|n)} represent the lowest electronic excited
state of the nth pigment in an Ng-site pigment-protein com-
plex, with all other pigments in their electronic ground state.
The total electronic ground state |0), in which no pigments
are excited, is taken to have energy zero and so is included
only implicitly in the Hamiltonian. Throughout this work,
electronic summation indices (e.g., m and n) are understood to
run over the values 1, ..., Ng, not including the ground state,
unless otherwise noted. These local excitations interact with
one another via the site-to-site interaction Hamiltonian Hy
and with a harmonic bath (Hamiltonian Hg) via the system-
bath interaction Hamiltonian Hsg. The relative strengths of
system-system and system-bath interactions are determined
by the magnitude of the coupling coefficients V,,,, and o.
Model parameters vary between different PPCs but are subject
to the restrictions
Er
@ > Omns Vin, S, %m (6)

and
ha > kgT, (7N

where kgT is the thermodynamic temperature, @ = le D Wn
is the average frequency of the local sites, w,,;, = @, — w,,
and

Ok Oy,
E, =iy # (8)
k k

is the reorganization energy. These restrictions ensure that the
electronic ground and excited states do not mix and that the
thermal population of electronic excited states is negligible.

The off-diagonal reorganization energies E,,, indicate the
degree of correlation between system-bath interactions at each
site. Three cases are particularly noteworthy. In the case of
perfectly correlated system-bath interactions, the coupling
coefficents «,; are independent of n (the system site). In
this case, all system frequencies fluctuate in sync with each
other when viewed as parametric functions of the bath coordi-
nates Oy, and the reorganization energy E;, is independent
of both m and n. In contrast, perfect anticorrelation (for a
dimer) implies that ojy = —or for all k, so that £}, = E5, =
—E], = —Ej,. In this case, bath-dependent frequency shifts
are equal in magnitude but opposite in sign at the two sites. As
has recently been emphasized [32], anticorrelated bath modes
play a central role in the energy transfer dynamics of the
MLSB model. Finally, uncorrelated system-bath interactions
occur when each bath mode Qy couples only to a single
pigment, so that a0, = 0 for m # n; in this case, E;,, = 0
for m # n, and there is no correlation between bath-dependent
frequency shifts at each site.

This work investigates stationary system coherence in the
Boltzmann equilibrated (system+-environment) state for the
MLSB system, projected onto the excited-state subspace.
Although our results are generic for the MLSB model, one
context in which this “equilibrium excited state” problem
arises is in the study of energy transfer between photosyn-
thetic pigment-protein complexes (PPCs). In photosynthetic
systems, the coupling energies between different PPCs are
typically much smaller than either the site-to-site or system-
bath interaction energies within a given PPC. As a result,
thermalization within each complex occurs much more rapidly
than energy transfer between complexes, and inter-PPC
couplings can be treated perturbatively in a description known
as multichromophore Forster resonance energy transfer
(MC-FRET) [7]. Note, however, that energy transfer
dynamics within each complex, the focus of this paper,
may be far outside the Forster regime. A natural framework
for treating the time dependence of infracomplex relaxation
is provided by the polaron framework which may be used
to directly study the formation of stationary coherence due
to the phonon-induced relaxation of the system-bath product
state created by solar excitation [33].

Under these conditions, the density matrix for each PPC
takes the form

,(A) = (1 - nexc)ﬁg + nexci’es (9)
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where
Pg = ﬁ;|0><0|, (10)
R Poe PP,
Pe= ——=x 5A > (11)
Tr{P,e PHP,)}
with
Ns
Pe=_ In)(nl (12)
n=1

being the projector onto the excited-state subspace, and with
s (3)
“ Trple Py

The excited-state population ey is determined by the relative
rates of energy absorption and deexcitation via fluorescence
or energy transfer to other complexes.

In the absence of system-bath interactions, the equilibrium
p. would be diagonal in the eigenbasis of the system Hamil-
tonian

ﬁS zﬁl"l‘ﬁs& (14)
taking the form of a product between the bath equilibrium

density operator ﬁ)qu and the excited-state equilibrium density
matrix

o e PP
69 =P 70 2 (15)
where
H, = P.(Hs — h)P. (16)
and
7O = Te(Pe PP}, (17)

System-bath interactions, however, introduce correlations
in p, both between system and bath and between different
system energy states. Correlations between system states are
reflected in off-diagonal elements in the reduced system den-
sity matrix, i.e., stationary coherences

co, =Telmwlp, fl T

in the system eigenbasis. Here and throughout the text, Greek
indices (1, v, k, A, ...) are used to indicate quantities in the
system eigenbasis, while Roman indices (m, n, [, . . .) indicate
quantities in the local site basis. In particular, the states |u) are
eigenkets of I-L in the excited-state manifold, with eigenvalues
hw,,, and are related to the site-basis states |n) by

=" thymlm), (19)

where u,,, is the real NsxNs unitary matrix that diagonalizes
H,. In this basis, H, takes the simplified form

Ho =1 swulu)ul, (20)
"

(18)

where
S, = w, — @. 1)

Two general features of equilibrium coherence in the
MLSB model may be noted without detailed calculation. First,

as long as the transformation matrix u is chosen to be real, the
matrix elements of the Hamiltonian are also real in the system
eigenbasis, implying [see Egs. (11) and (18)] that equilibrium
coherences are also purely real. Second, equilibrium coher-
ences vanish whenever the thermal energy kg7 = 1/8 of the
environment is large relative to all the excited-state energy
scales nw,,;,, WV, EF , and hQ;. For, in this case,

mn?>

Poe PP, = ¢ F10P,e PPAPIO)P ~ = FlOP,  (22)
since all excited-state matrix elements of 7561-7 756 — hé are
determined by @y, Vi, E,,, and €, and are thus small
relative to kgT . The excited-state density matrix p, of Eq. (11)
is therefore diagonal in the system eigenbasis, and stationary
coherences [Eq. (18)] vanish. Physically, this result reflects
the fact that the Boltzmann state assigns similar populations
to states with similar energies. In the high-temperature limit
(where energy differences are negligible), all excited states are
thus assigned the same population.

However, even at 300 K, the excited-state energy scales
typical of biological light-harvesting systems are comparable
to kgT ~ 200 cm™', indicating that the high-temperature limit
of Eq. (22) is not applicable. In fact, numerically exact studies
have shown that for typical PPC parameters, the magnitude of
the coherences C;%) induced in p, by system-bath interactions
can be comparable to the corresponding excited-state popu-
lations [1,2,7]. Significantly, little attention has been given to
the question of whether these coherences represent a uniquely
quantum-mechanical phenomenon or, alternatively, whether
they can be reproduced by strictly classical models. This
possibility is explored in the next section.

III. CLASSICAL COHERENCE

It has recently been shown [22,24] that light-harvesting
dynamics under the MLSB model are closely mimicked by an
analogous classical model with material Hamiltonian of the
same form as Eq. (1) with

H = Z (@ndn + P2, (23)
Hy =) " @n®VonGmdn, 24)
o= 5 30 (101 +10) @3

Hsp = ) tuonqp Qs (26)

Here ¢, and p, are classical position and momentum coor-
dinates for a fictitious oscillator representing the electronic
motion of the nth site. As in the quantum case [Eq. (14)], the
terms H, and Hg together constitute the system Hamiltonian

Hs = H) + Hy;. (27)

Note that, although the displacement-mediated couplings
(proportional to g,g,) of Eq. (24) are conventional in ap-
plications to photosynthetic light harvesting [20,22,24], the
symmetric displacement-momentum coupling of the Meyer-
Miller-Stock-Thoss framework [25-27] is more common in
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the broader literature context. However, as described briefly
in Appendix A and considered in detail in Ref. [19] the two
forms are dynamically equivalent under Eq. (6).

Under weak electromagnetic excitation (whether coherent
or incoherent), the state of this system can be represented by
an (Ns + 1) x (Ns + 1) matrix R, whose entries are functions
of the bath coordinates Qy, P, [24]. The classical phase space
density p is related to R by

Ns
P = RuQS (28)
m,n=0
where
Ns ol 5,
ml onl 7 _
Qr(rjm = 0y l_[ (Bawydy)™ 2 et(5m10m 8n10n). (29)

=1
Note that the notation here differs from that of Ref. [24] in the
inclusion of the Boltzmann density oeq in Eq. (29) rather than
in Eq. (28). Here o4 is the system Boltzmann density in the
absence of the environment, and J,, and 6, are the canonical
action-angle variables of the system related to ¢, and p, by

n

qn = cos6,, (30)

Wy

Pn = —+/2w,J, sin6,. 31

For m, n > 0, the functions o, represent perturbative contri-
butions to the probability density following electromagnetic
excitation of both sites m and n. Similarly, 05, = (0§, )*
represents a perturbative contribution involving the excitation
of only site m, while o, is the equilibrium density oq with no
electromagnetic field induced excitations. The “classical den-
sity matrix” R follows a set of matrix equations that closely
parallel the quantum Liouville equation for p (in the site basis)
across a wide range of system-bath interactions from the co-
herent Redfield regime to the incoherent Forster regime [24].

As described in Ref. [24], site-basis coherences correspond
in this classical framework to off-diagonal elements of the
classical density matrix R after tracing out the bath. By
analogy with the quantum-mechanical case, classical system
eigenbasis coherences C/fv correspond to the off-diagonal
elements

c _ w,v >0,
CcS, = / (]:[ kode)R,w, Wty (32)
of the system eigenbasis classical density matrix
Ns
R;w = Z u/unuvanna (33)

m,n=1

defined for w, v > 0.
To obtain a physical interpretation of classical coherences

CEV, we express the expansion functions oS [Eq. (29)] in
terms of the normal mode coordinates
Gu =Y Uumlm: (34)
Pu= Y UumPm; (35)

and obtain (for m, n > 0)

B . .
Qr?m = E eq(a)mCIm - lpm)(ann + lpn) (36)

B . .
N D thntton S Ocq( @y = D) (@ugu +ip)  (37)

v

and

QSL() = (Q(():m)* = \/go—eq(wQO - lpm) (38)

™~ Z uﬂm\/gaeq(a)uqﬂ —ipu), 39)
N

where the approximations hold under Eq. (6). A brief calcula-
tion then reveals that for u # v

(Pupv) (9.9v)
Re CS, = = w0, 40
S = T T O T (40)
ImCC = o (Pugv) - —w (Pvqu) (41)
py " kgT " kT

where the angle brackets indicate a phase-space average over
the density p in Eq. (28). Thus the real part of CEU represents
linear correlation between normal mode coordinates g, and
g, or momenta p,, and p,, while the imaginary part represents
cross correlations between position and momentum.

It is noteworthy that an analogous result is obtained if
the classical Hamiltonian [Eqgs. (23)—(26)] is quantized. In
the single-excitation manifolds, the resulting Hamiltonian is
equivalent to the quantum MLSB model of Egs. (2)—(5) up
to zero-point shifts in Hsg and Hs. A brief calculation then
reveals that

Re CQU — M — a)ﬂa)um, (42)
Im C;?v —w (Pudv) - —w 2 m ’ (43)

RN Nomon
where (- - - ) indicates a trace over the quantum density matrix
pe of Eq. (11) and ¢, and p, are the quantum operators
associated with the classical normal mode coordinates ¢, and
Dy Thus, in both quantum and classical systems, coherences
may be interpreted as indicators of correlations amongst the
position and momentum coordinates of different oscillators.
Note that in both cases equilibrium coherences must be purely
real, so that cross correlations between position and momen-
tum must vanish for both quantum and classical systems.
However, in contrast to the quantum case, which supports
nonzero real components of CSV at equilibrium, equilibrium
coherences vanish entirely in the classical system, regardless
of temperature and the strength of system-system and system-
bath interactions. This observation follows from the result
detailed in Ref. [24] that the classical dynamics of R always
support the coherence-free equipartition state

T[CXC

R, = N—Spga,w (44)

as an equilibrium (stationary) state [34]. Here pgl is the
equilibrium density for the isolated bath, analogous to Eq. (13)
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for the quantum bath, and the §,, ensures [see Eq. (32)] that
Cﬁv =0for pu #v.

Intuitively, this finding corresponds to the fact that the
classical dynamics of R resemble—at all temperatures—those
of a quantum system whose thermal energy kg7 is large
relative to all excited-state energy scales, so that quantum
commutators can be neglected. Since equilibrium coherences
vanish at high temperatures even for quantum systems, it is
perhaps unsurprising that classical coherences vanish at all
temperatures.

The same conclusion—that equilibrium coherence van-
ishes in the classical limit—is demonstrated in a manner
independent of any specific classical model in Sec. VI using a
small-7 expansion. Thus the vanishing of equilibrium coher-
ence is not an artifact of the particular classical representation
studied here [Eqgs. (23)—(26)] or the present definition of clas-
sical coherence [Eq. (32)], but applies equally to any classical
model that matches the quantum system in the small-7 limit.

Given this finding, it is natural to ask why classical models
fail to capture equilibrium coherence in the MLSB model,
particularly given their great success at describing dynamical
coherence in the same systems [20,22,24]. One possibility
is that the classical model fails due to the relatively small
displacement in system coordinates g, during the formation
of the excited states oS . As discussed in Ref. [24], the energy
of a classical excited state S, is of the order of k3T, whereas
the energy of a quantum excited state |m)(n| is of the order of
hid, corresponding to a much larger displacement in system
coordinates. (Recall that by assumption kT < h@.) Since
the system-bath interaction strength depends (via Hgg) on
the overall displacement of system oscillators g, away from
equilibrium, it suggests that equilibrium coherence effects
could be recovered by introducing energy quantization “by
hand” into the classical model. This possibility is explored in
the next section.

IV. SEMICLASSICAL COHERENCE

To ascertain whether energy quantization alone is sufficient
for nonzero equilibrium coherence formation, we employ the
semiclassical framework of Refs. [35-38] to map quantum
states |u)(v| to semiclassical states

N
. i
0 = o1 (0u—6.) 1‘[3<JA — 5(1 + 8, + 5@). (45)
r=1

Here energy quantization is enforced via the §-function depen-
dence of the state leﬁ on the normal-mode action variables J,,
defined via the relations [compare to the site basis expressions
in Egs. (30) and (31)]

2J
 cosb,, (46)

m

DPu = —+/2w,J, sinf,. (47)

In the absence of the bath, diagonal states QZSL of this form
possess the same classical energies as their quantum counter-
parts |u){(u|, while the coherence states QISLS oscillate under
the classical equations of motion with the same character-
istic frequencies w,,,. Moreover, in the absence of the bath,

qu =

excited-state matrix elements (u|p.|v) are given exactly for
this system by the classical phase-space integrals

p(1+% )no

e do,dJ _

(1l pelv) = T./ (H #)Qfge s (48)
e x

where the prefactor e U™ Eq. (48) accounts for the

i offset in H, [compare Eq. (16) to Eq. (14)] and for the
zero-point energy not explicitly included in HAs. Thus quantum
matrix elements for an isolated system with Hamiltonian
Hs may be calculated exactly as projections of the classical
probability density onto the appropriate semiclassical state. It
is noteworthy that a similar semiclassical framework has been
developed for the evaluation of nonlinear response functions,
yielding exact quantum results in several important cases [39].

The significant question of interest here is whether the
relationship described by Eq. (48) continues to hold in
the presence of system-bath interactions and hence whether
the quantum coherence elements CSU are accurately described
by the semiclassical projections

p(1+25 ) ho

e de,dJ,

=] (H = ‘)infaéﬁi- “)
e A

Here the bare system density e ##s in Eq. (48) has been
replaced by the (unnormalized) semiclassical reduced density

e*ﬂ(HerHngrHB)
Oreq = / (]_[ kode> —z 60
k

)10}

where

h
HSs =) ans (Jn - 5), (51)

n.k

and where Z{ is the partition function of the classical bath.

The semiclassical Hamiltonian HSSBC differs from the clas-
sical HS; in two key features. First, the quantity w,q> in
Oty

2w,

in HSSBC, reflecting more precisely the dependence of Hgsg
on the total energy at each local site, rather than only the
potential energy associated with ¢2. It is critical that this
replacement does not affect the failure of the classical model
to capture stationary coherence: i.e., it should be the case that
a strictly classical model featuring J,, coupling will fail in
the same way and for the same reasons as does the classical
model (with wnq,% coupling) studied in the last section. In
fact, under the restrictions in Eqgs. (6) and (7), the classi-
cal dynamics are unaffected by the form of the coupling
(see Eq. (A15) of Ref. [24]). The replacement does, how-
ever, affect semiclassical matrix elements; due to its closer
connection to the quantum Hamiltonian, the semiclassical
Hamiltonian of Eq. (51) gives semiclassical matrix elements
in better agreement with their quantum analogs.

Second, a zero-point offset of 2 has been added in Hg
to ensure that (as in the quantum model) system-bath inter-
actions vanish in the semiclassical ground state. Note again
that since this replacement is equivalent to an overall shift of
the bath coordinates (and thus can be eliminated by simply
redefining the zero point of the bath modes), it has no impact

HS; has been replaced by the local-mode action J, =
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on the results of the last section. Thus, despite the differences
between Egs. (26) and (51), a strictly classical treatment of
either model will (as in Sec. III) fail to capture equilibrium
coherence. The next section examines whether this limitation
is remedied by enforcing energy quantization via the semi-
classical matrix elements of Eq. (49).

Coupled dimer. A considerable amount of insight can be
gained by examining the simplest case of Ng = 2 of a coupled
dimer. By completing the square in the exponent, the bath
integration in Eq. (50) can be carried out explicitly to obtain

Ursec(; ~ ¢~ PHs+Herr) (52)

with the effective Hamiltonian Heg

g (YY) e

Significantly, the semiclassical reduced density 6.3 is seen to
be determined completely by the reorganization energies E,
Here H. is a function of the local actions J, = ﬁ(wﬁqi —|—

p?) that are related to the normal mode coordinates by

1 v
= 2 Dttt (wnququ + %) (54)
i n
A Unttony/ Ty c08(0), — 6),). (55)
Y

Equation (55) is obtained from Eq. (54) by expanding q, and

D, 1in action-angle variables and noting that W ~ 1 under
Eq. (6).
For the coupled dimer, we have simply
__|cos¢p —sing
- |:sin¢ cos ¢ i| (56)
with
2Vip
tangp = ————————, (57)
A+ A2 +4V]
in terms of the site-basis frequency difference
A= Wp=2 — Wp=1. (58)
Defining the angle difference
0= n=2 — 9/L:15 (59)

Eq. (49) now reads

1 [ do, o
cSC — / o PHek 610, (60)
el (%

where
Hgy = —2E}, (3 — 4f; cos® ®) — Ef, (5 + 2/, cos @)2
—E5(3 —2f¢cos®)2, ©1)
with
fo = cos¢ sing. (62)

H is simply Hegr evaluated at J, = /i for all p.
Equation (60) is difficult to evaluate in general. However
a few general observations are possible. Noting that Hg; is a

function only of cos ® implies that the integral is purely real,
i.e., that

CSC 1 /271 1_[ d@)\ —BHS; cos © (63)
= —= — ]e ¢ .
12 Zéo) 0 : 27

Moreover, if E{; = E}, so that H3; depends only on cos? ®,
the integrand is overall an odd-order polynomial in cos ®, and
again C° = 0.

Beyond these preliminary observations, explicit evaluation
of Eq. (63) is difficult in general. An approximate expression
is readily obtained, however, by expanding the exponential to
first order. The resulting expression is accurate to second order
in Hsg and reads

Cx = Z’?O) cos¢ sin(E], — E5,). (64)
Thus, to second order, semiclassical coherences are nonzero
and directly proportional to the difference in reorganization
energies associated with the two sites. Semiclassical coher-
ences are largest at low temperatures and for strong delo-
calization. In the high-temperature limit § — 0 (or alterna-
tively in the classical limit # — O and, hence, E;, — 0 [see
Eq. (8)]), the semiclassical result approaches the classical

limit C' 1Cz = (0 obtained in the last section.

V. QUANTUM COHERENCE

To enable a quantitative comparison between semiclassical
and quantum predictions, a similar second-order expansion
can be carried out for the quantum reduced density matrix
6. = Trg{p.}. Expanding the quantum exponential e ## of
Eq. (11) to second order in Hsgp gives [2,40]

6.~ 601 -22) +62, (65)
where
z® = Trs{6?} (66)
and

e oo S x o
k

mn=1 k

% [e(sz—xl)hﬂk,—l(gk) o e—(Sz—Sl)thﬁ(_Qk)]

x €1 |m) (m| e =" |n) (]~ 1, (67)
with
_ 1

[Recall that 6*) was defined in Eq. (15).] Equations (65) can
be derived by setting X=H+ 7561173759 and Y = Hsg in the
operator expansion

e PEHT) = _ﬁXZ/ ds,,/ ds, 1. / ds

n=0
X (—1)”(e5”XY e_s”X) .. (eJ‘XY e_S‘X), (69)

truncating at second order, and tracing over the bath. The ex-
pansion [Eq. (69)] may be verified directly by differentiating
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both sides to show that they satisfy the same operator differ-
ential equation and boundary conditions.
Expanding in the eigenbasis states via the relation

m) =" wuml ), (70)

n

the integral in Eq. (67) may be evaluated directly to obtain the
second-order density matrix

S, +Sw|
_ﬁh 20p Ty

A2
e( ) = Z(O) Z Z UpmUcmUcnUvn

JVK  mn

x [ ag g @u@rr @l el o
where we have defined an antisymmetric spectral density

T @) =H)
k

QpkOmi

[8(€2 =€) =8+ )] (72)

and the integration kernel

 Phopy Bhouy
2 2
w o e B e

oo w/w(Q + a)/uc) w;w(gz + Wy )

eM(Q—wﬁ@)

(73)

CETSICET IR

For diagonal elements (1« = v), Eq. (73) must be understood
as the limiting value as w,, — w,.
The coherences are obtained from Eq. (71) as

i =(62),, (74)

e

Expanding the kernel K/*” and the occupation number 72(£2) in
small B reveals that in the high-temperature limit 8 — 0, the
semiclassical [Eq. (64)] and quantum [Eq. (74)] second-order
expressions become identical, approaching (in the case of a
dimer) the common limit [41]

,B 3 T T
C¥ ~ 5 cos¢ sing(Ej, — E3,). (75)

For finite temperatures, however, quantum and semiclas-
sical coherences have quite distinct properties. In particular,
in contrast to the semiclassical case (where only the diagonal
terms E;, contribute [Eq. (64)] to equilibrium coherence) the
degree of correlation between system sites—i.e., the form
of J,,,(2) when m # n—is crucial in the quantum system.
For concreteness, suppose J,,(2) = ¢ J(2) for all m # n,
with —1 < ¢ < 1 [42]. The case ¢ = 1 corresponds to per-
fect correlation between the sites (ot = o), While c=—1
represents perfect anticorrelation (i.e., oy = —op;) and
¢ = 0 a complete lack of correlation (i.e., independent baths).
Equation (74) then takes the form

I Sou +/5wu
G =01 - Tz Z Wyanlhon iy,
x /dQ T(Qa(QKM (). (76)

For perfect correlation (¢ =1, where E;, is independent
of m and n), stationary coherences vanish, just as in the
semiclassical system. In the absence of perfect correlation,

0.02

~0.01+
O

0.00 oo o eoeeeooeoee

0 150 300 450

T (K)
004i" N\ (p
. o
| =
N0.00 e o0’
U L
k’,f’
—0.04 1

0 150 300 450
T (K)

FIG. 1. Comparison of classical (thin gray lines), semiclassical
(dots), and quantum (thick lines) equilibrium coherences Cj, for a
coupled dimer with [frame (a)] identical, uncorrelated system-bath
interactions at each site or with [frame (b)] system-bath interactions
at only site 1 [lower frequency, red (upper) curves] or only site
2 [higher frequency, blue (lower) curves]. In all cases, V|, = A =
27¢x200 cm™!, while the reorganization energy E' was set to
2mchx20 cm™! for each site that interacts with the environment.
Dashed curves indicate approximate quantum matrix elements from
the third-order expansion of Eq. (79).

however, stationary coherence persists in the quantum system
and is maximized for anticorrelated interactions (¢ = —1). In
contrast, the corresponding semiclassical coherences vanish
identically, regardless of the value of c.

These findings emphasize the essential distinction between
correlated and anticorrelated system-bath interactions in the
MLSB model [32]. Since all system energy levels respond
identically to the fluctuations of a correlated bath (¢ =1,
Uk = Oty ), energy differences between system eigenstates
are unaffected by bath dynamics and (although the system
eigenvalues may fluctuate) the system eigenstates are static in
time. Correlated system-bath interactions are thus incapable
of driving electronic energy transfer [32] or, as demonstrated
here, of inducing stationary coherence in the equilibrium
MLSB model. In contrast, anticorrelated system-bath inter-
actions cause strong variations in intrasystem energy differ-
ences since bath dynamics induce anticorrelated fluctuations
in local site energies. Thus anticorrelated vibrations strongly
distort the energetic structure of the system, triggering both
nonadiabatic electronic energy transfer [32] and, as seen here,
the formation of stationary coherence.

For illustration, Fig. 1 plots second-order quantum (thick
solid lines) and semiclassical (dots) calculations for C;, for a
coupled dimer with Vi = A = 2w¢x200 cm™'. The spectral
densities are taken to have an Ohmic form with exponen-
tial cutoff J,,(Q) x Qe %% with Q. = 27¢x50 cm™!
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The classical result C5 =0 is indicated by a thin gray
line. In frame (a), system-bath interactions are taken to
be identical but uncorrelated between the two sites, with
E;, = 8u2mchx20 cm™'. In frame (b), interactions are lo-
calized at either site 1 [lower frequency, red (upper) curves,
E; . = 8midn2mwchx20 cm™1] or site 2 [higher frequency,
blue (lower) curves, E = 8,28,02mclix20 cm~!]. Note that
in both cases the magnitude of the quantum equilibrium
coherence can be substantial relative to the excited-state popu-
lations (which sum to unity). In frame (b), where only a single
system site couples to the bath, the semiclassical results pro-
vide a reasonable approximation to the full quantum expres-
sion at high temperatures (above 300 K), although, in contrast
to the quantum case, semiclassical coherences decay to zero at
low temperatures. In contrast, the semiclassical result fails at
all temperatures to capture the quantum coherence exhibited
in frame (a), corresponding to configurations in which both
system sites couple with equal strength to the thermal envi-
ronment. This last failure is particularly noteworthy in that
system-bath interaction strengths are typically assumed to be
similar at all sites in biological light-harvesting systems, sug-
gesting that semiclassical descriptions are unlikely to capture
equilibrium coherence effects in these systems.

VI. QUANTUM PERTURBATION EXPANSION

The fact that even semiclassical descriptions can, as seen in
Fig. 1, capture some features of quantum stationary coherence
at physiological temperatures suggests that a perturbative ex-
pansion in “quantumness” could prove computationally useful
under biologically relevant conditions. In this section we show
that this is indeed the case. A convenient route to such an
expansion is to use the Zassenhaus formula [43] to expand
the exponential ¢~ #He+Hss+Hs) and then to perform a partial
Wigner transformation [44] over the bath coordinates. As
detailed in Appendix B, this procedure yields, to order 7°,

1 2 oe2 3 o0cA A
c8 = (] 5 sy - 5 ae g

+(A55) Ae + A(AG)]

v>> + (1), (77)
B

where ﬁgBC is the system operator obtained by replacing the
bath operator O, with the classical coordinate Qy in Eq. (4),
and where the notation (...)p indicates a classical average
over the equilibrium bath ensemble. For the special case of
a dimer where

dwy—1 = —bw,—, (78)

AOC.2
the two (HSBC) terms in Eq. (77) cancel leaving, after a brief
calculation,

ﬂ : T r
cY = Ecos¢> sing(E}, — E3,)
B’ . 2 .
+ EEAS cos ¢ sin ¢(cos” ¢ — sin” ¢p)

x (Ef, + E3, — 2E},) + O(h*), (79)

where
Ag = Wy=2 — Wy=1 (80)

is the frequency difference between the two system eigen-
states. The first term here (of order /> since E., =
2 > “;T"z‘) is exactly the mutual high-temperature limit
[Eq. (75)] of the semiclassical and quantum second-order
expansions. As explored already, this /% term vanishes for
symmetric coupling strengths (Ej; = E},). This failing is
corrected by the 7* term in the last line of Eq. (79), which
breaks the symmetry between the two local sites and produces
nonzero stationary coherence elements even for symmetric
coupling strengths.

For illustration, stationary coherence elements C% calcu-
lated using Eq. (79) are plotted as a function of temperature
in Fig. 1 (dashed lines) for the dimer parameters considered
above. At high temperatures, the third-order result captures
the correct qualitative behavior for both symmetric [frame (a)]
and asymmetric [frame (b)] system-bath interactions. At low
temperatures, however, the expansion fails due to the finite
power of 8 = kB#T The crossover regime in which the expan-
sion begins to reasonably approximate the true quantum result
occurs near ambient temperatures (7 = 300 K), reflecting the
fact that (for our model parameters) it is in this region that
the thermal energy (kzT ~ 200 cm~!' at 300 K) becomes
comparable to the energy scales AA, E} , liV},, and iS2;. More
generally, low-order 7 expansions are expected to become
accurate whenever kg7 becomes comparable to or greater
than all excited-state energy scales (i, Viun, E,,,, and li€2;).

These findings indicate that, although quantum finite 7
expansions will perform poorly at low temperatures, they may
be very useful for applications at ambient temperatures. This
approach may be particularly relevant to biological systems,
where reorganization energies are typically assumed to be
comparable at all sites so that the semiclassical treatment
of Sec. IV fails completely to capture stationary coherence
effects. A further advantage of this /" expansion is that
quantum properties are expressed [as in Eq. (77)] in terms of
strictly classical bath averages and thus may be amenable to
evaluation using standard classical treatments such as molec-
ular dynamics.

VII. PHASE-SPACE COMPARISON

The results above provide insight into the origin of equi-
librium stationary coherence in classical, semiclassical, and
quantum descriptions of the MLSB model. To understand
these results physically, it is useful to cast all three models into
a phase-space representation where the properties of coher-
ences can be compared directly. Classical phase-space coher-
ences are defined by Eq. (29), while (as discussed in detail in
Ref. [35]) semiclassical coherences are defined in phase space
by Eq. (45). A phase-space representation of the quantum
coherence elements |u)(v| can be obtained using a Wigner
transformation over the system coordinates. Quantization of
the classical system Hamiltonian Hg of Eq. (27) produces
a quantum harmonic-oscillator Hamiltonian that (apart from
a zero-point offset) is identical in the ground-plus-single-
excitation subspace to the quantum operator Hs of Eq. (14). A
phase-space representation QSV = [|u){(v|]y of the coherence
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FIG. 2. Real part of the classical [frame (a)], semiclassical [frame (b)], and quantum [frame (c)] phase-space distributions o, for a single
harmonic oscillator defined by Eqs. (81)—(83). Positive regions are shaded blue, while negative regions are shaded red. Each plot is normalized
to have a maximum amplitude of unity. For visualization purposes, the delta function in o5 is assigned a finite width of 0.1+/7iw.

[;)(v| of this harmonic model is then readily obtained by
applying the appropriate raising and lowering operators to the
phase-space representation of the quantum ground state |0) (0|
[44]. (See Appendix C.)

As a simple example, Fig. 2 plots classical [frame (a)],
semiclassical [frame (b)], and quantum [frame (c)] phase-
space distributions ;¢ for a single harmonic oscillator. (The
multidimensional extension is straightforward, but difficult to
represent pictorially.) The distributions are defined in this case
by

c_ o [(og—ip\ _dcu? 81
2 = 2nkBT<.f2kBT)e T e

. 2.2 2

sc_ (®q—ip\ (wq +p
= ) —h), 82
210 (sz) ( 2w > 62)

Q _ 2 (wg—ip _@
In each case, only the real part of the distribution is plotted; the
imaginary part is similar but rotated by 90°. Blue represents
positive features, while red represents negative; each plot
is normalized to have a maximum amplitude of unity. For
visualization purposes, the delta function in Q‘foc is assigned
a finite width of 0.1+/7iw.

It is noteworthy that, in all three descriptions, the variation
of o9 with the phase-space angle 0 is determined by the factor

wq —ip x . (84)

Thus the oo coherence state is associated with the displace-
ment of phase-space amplitude along either the g (Regjg) or
p (Impp) axes. Since, in the multioscillator case, the phase-
space representation of |u) (v| is found by the same procedure
to be proportional to the product (@, g, — ip,)(@,q, + ipy),
this confirms the suggestion of Egs. (40)—(43) that coherences
are associated in phase space with the correlated displacement
of two distinct modes.

Beyond this shared rotational symmetry, however, the var-
ious phase-space representations differ considerably. That is,
although the quantum and classical distributions have iden-
tical forms the width of the distribution is proportional to
2kgT in the classical system and +/fiw in the quantum sys-
tem. As noted earlier, this difference in scale is the essential
reason why the classical model fails to capture stationary

coherence effects in excited-state equilibration for the MLSB
model. Whereas photoexcitation creates a comparatively large
displacement in the quantum oscillator, it induces a much
smaller displacement for the classical oscillator. Since the
system-bath interaction Hamiltonian scales with g2, this im-
plies that the excited quantum system experiences a much
stronger interaction with the environment than does the ex-
cited classical system. Hence the quantum system exhibits
stationary coherence, while the classical system does not.

On the other hand, the semiclassical distribution plotted
in frame Fig. 2(b) has the same overall dimensions in phase
space as the quantum distribution (see scale bar at lower right
of each panel). Formation of such a semiclassical excited state
thus induces system-bath interactions of the same magnitude
as the quantum system, giving rise, as seen earlier, to nonvan-
ishing stationary coherence elements. Nonetheless, the actual
shape of the semiclassical distribution differs strongly from
that of the quantum density, so that the two models differ in
their detailed predictions for stationary coherence elements.
It is encouraging, however, that the simple extension of this
semiclassical theory represented by Eq. (79) offers, as seen in
Fig. 1, a fairly accurate description of equilibrium stationary
coherence at biologically relevant temperatures, at least in
the weak-coupling limit for which the quantum expression
[Eq. (74)] is valid.

VIIIL. IS EQUILIBRIUM COHERENCE QUANTUM?

Finally, let us return to the original question: is equilibrium
coherence in the MLSB model an intrinsically quantum-
mechanical effect? The results of Sec. III indicate that equi-
librium coherence cannot be described by existing classical
models. Section IV shows that semiclassical principles are
capable of capturing equilibrium coherence in certain circum-
stances, namely at high temperatures and in the presence of
strong asymmetry between system-bath coupling strengths
at different system sites. However, even this semiclassical
treatment fails qualitatively in other cases, i.e., for config-
urations in which system-bath interactions have the same
magnitude at all system sites. This last failing is particularly
noteworthy in that it is not an obvious temperature effect
and that system-bath interactions are typically expected to
be similar for all sites in a photosynthetic PPC. Thus our
results provide strong support for the idea that (at least in
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photosynthetic systems) equilibrium coherence represents a
uniquely quantum-mechanical phenomenon.

From an applications perspective, these findings are signif-
icant in that they suggest that equilibrium coherence effects
may be an exclusive feature of quantum devices. This is in
stark contrast to dynamical coherence effects which can be
exploited in both classical and quantum architectures [45,46].
Thus, in the search for novel quantum devices, stationary
coherence effects appear to be a promising area of research.
It should be emphasized, however, that our present findings
apply only to equilibrium effects in the MLSB model. It
remains to be seen whether the same results extend to more
general nonequilibrium steady-state processes and/or to other
model systems.

It is also worth emphasizing that the failure of the semi-
classical framework of Sec. IV to capture stationary co-
herence effects does not exclude the possibility that other
semiclassical methods might be more successful. Although
our calculations demonstrate that quantization of the system
action is not alone sufficient, it would be of interest to explore
whether other semiclassical approximations (see, for some
examples, Refs. [47-49]) perform better and, if so, what
physical features are essential to the generation of equilibrium
coherence. In comparison to other methods, it is noteworthy
that the semiclassical framework of Sec. IV is based on
a static identification of quantized-action system states and
does not specify a concrete time-evolution propagator for
the system-bath composite [50]. Thus a particularly useful
alternative perspective could be provided by semiclassical
approaches based on approximate equations of motion, with
“equilibrium” states identified by their stationarity under time
evolution.

Finally, we note an alternative perspective on these re-
sults. Specifically, uncertainty relations are a cornerstone in
quantum physics and are formally expressed in terms of the
intrinsic uncertainty of quantum states [51]. The relevant
uncertainty relations here result from the fact that the energy
exchange between the system and the bath is mediated by the
system-bath term Hsp = > l’g’k ® Sk; therefore, the system-
bath energy fluctuations will be determined by AHsAHsg >
%l([ﬁs,HSB]H with |- | denoting the absolute value, (-) =
Tr(- p.), with p, being the equilibrium distribution in Eq. (11),
and A() = V(()?) — (())%

Recently, at equilibrium, these system-bath energy-
uncertainty relations were shown to be influenced by the
spectral density of the bath and its thermal fluctuations. For
a large class of quantum systems [11], it was shown that
its classical counterpart is devoid of equilibrium stationary
coherences and, therefore, the energy-uncertainty relation is
zero. This means that, for those systems, uncertainty is solely
of a classical nature (classical thermal fluctuations).

In our case, up to second order [see Eq. (65)],

RN 1 ..
AHsAHsp > 3 Z([Hs,Sk]) (85)
k
1
>3 Z (HSM — Sy HEM)CR | (86)
koK L, v

with Hs =Y  HI |y)(y'| and & =3, o S5 lic) (K.
The appearance of C;?v shows the intimate role of coherences
in providing a measure of quantum effects between system
and bath.

The classical vanishing lower-bound uncertainty is reached
in Eq. (85) when either [Hs, S] = 0, for all k, or when C3,,
and therefore 6% in Eq. (71), is diagonal. The uncertainty
relation in Eq. (85) is clearly a state dependent quantity,
S (s, Sil)p = 3, Tr([Hs, Si1p); therefore, the classical
and semiclassical phase-space distributions can be directly
utilized in Eq. (85). Specifically, the 7" expansion developed
for CSU in Sec. VI can be used to smoothly interpolate from

the full quantum result to the classical limit C;?v — CEV =0
as B — 0. The latter then gives the classical only uncertainty
of Aﬁs AﬁSB =0.

Equation (85) is a key result, allowing the calculation of
the energy uncertainty bound from different levels of approx-
imation to quantum coherences, e.g., the semiclassical results
given above.

IX. CONCLUSIONS

In conclusion, existing classical descriptions fail to capture
equilibrium stationary coherence effects in the MLSB model.
Quantization of the system energy through a semiclassical
framework partially corrects this failure, giving an accurate
description of quantum stationary coherence elements at high
temperatures. Even these models, however, fail qualitatively
for the important case of symmetric system-bath interactions,
ie., for MLSB systems in which all sites couple to the
bath with the same reorganization energy. Thus equilibrium
coherence in the MLSB model appears to be an exclusively
quantum-mechanical feature in systems relevant to light har-
vesting. In addition, a Wigner-space expansion perturbative
in /i (rather than in either site-to-site or system-bath inter-
action strength) is introduced and appears promising for the
efficient calculation of stationary coherence elements beyond
the weak-coupling limit. Even at third order in 7, the results
compare favorably at biologically relevant temperatures to
fully quantum-mechanical results for the dimer model studied.
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APPENDIX A: COMPARISON TO MMST HAMILTONIAN

The MMST semiclassical representation [25-27] differs
from the classical model described in Sec. III in that site-to-
site interactions in the MMST framework are mediated both
by position [as in Hy of Eq. (24)] and momentum [26]. The
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MMST Hamiltonian corresponding to our Hg would read

1 mPn

H(MMST) =5 Z v W@ Vinn (l]m% + PP ) (Al)
2= W Wn

= Z Van v/ Indy €cOS emn’ (Az)

where 6,,, = 0,, — 6,. Under the restriction of Eq. (6), how-
ever, classical dynamics under the two models are equivalent.
To see this, compare the classical propagator

7 (MMST) __ - (MMST)
Lss ) - l{Hss > }

(A3)

generated by the MMST interaction Hamiltonian with the
propagator

I:ss = i{Hssv }

generated by the Hg of Eq. (24). Here {-,
Poisson bracket

(A4)

-} is the classical

of dg dg df
,g) = - — . A5
.8 Z <aen aJ, 96, aJ, (&9
Evaluating the two propagators explicitly gives
fomMsT _ ’Z Vo, / m
. 0 ]
x | 2J,sin6,,,— — cos 0,,,— (A6)
aJ, 36,
and
Ly=i)_V, 2 cos ) (A7)
AN p— mn Jn m
) ad ad
x | —2J,, sin 6, —cosb,—
aJ, 20,
oamsT) lz Vo /
(ZJ - ) (A8)

Thus the terms that differ between the two propagators os-
cillate with the angular sum 6,, + 6,,. Under the restriction of
Eq. (6), the time evolution of each local phase 6; is dominated
by the linear evolution 6;(¢) & w;t due to the local Hamilto-
nian H, of Eq. (23), so that the sum 6,, + 6, evolves with a
frequency near 2&. Under Eq. (6), such high-frequency terms
have only a negligible impact on the dynamics since they
average to zero on a very short time scale. A more complete
discussion can be found in Ref. [19].

APPENDIX B: WIGNER SPACE EXPANSION

To obtain the /> expansion of Sec. VIII, perform the partial
Wigner transformation [44] over the bath coordinates so that
the reduced system density matrix &, takes the form

6, = % (B1)
TrS{Pe@Pe}

with

k

where for any operator A

[Alw = / (Hdak)eﬂQ - S 1A
k

The partial Wigner transform [A]y is thus an operator over the
system Hilbert space but a function of the bath coordinates.
Wigner transformations can be calculated from the rules [44]

3> (B3)

[Oclw = Ok, (B4)
[Plw = P, (BS)
and
[ABlw = [Alwe™ [Blw. (B6)
where
— ~— —
9 0
—Z(—————) (B7)
0P 0Qr 00y 0P

In this last expression, the arrows indicate whether the deriva-
tive is applied to the quantity on the right or left of the
expression.

Using the Zassenhaus expansion, we have

e*ﬁ(ﬂmLﬂBJrﬁsB) — e*ﬁﬂae*ﬂﬁee*ﬁﬁwefgéle*%@ ..., (BS)
where
Ci = [A, + Hy, Hss], (B9)

G, = [H, + Hy, C]1 + 2[Hsp, (1], (B10)

and each remaining factor is an exponential in a sum C, of n
nested commutators between H, + Hp and Hsg. The quantity
0 can then be written

= | (Hd@dﬂ)[e—ﬂﬁﬁ]w
k

X [e"mfe’ﬂHSBe’gae’%é2 ] (B11)
R e

The absence in Eq. (B11) of the exponential operator e that

normally appears in Wigner-space products [see Eq. (B6)] is

due to the integration over the bath phase space [52].

This expression now offers a concrete method for comput-
ing the reduced density matrix 6, to any given order in £.
Indeed, the Wigner transform of e ### over the bath is known
analytically as

[e Py = l:[sech(ﬂh;zk>

U\ Q207 + P?
xexp|:—tanh('32 k) k%;;_ k:|. (B12)
k
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The second factor in Eq. (B11) is tedious but straightforward
to evaluate at any given order. In fact, Eqs. (B4)-(B6) imply
that the matrix elements of [H, lw = H, and

[Asglw =Y _ aQcln) (nl (B13)

nk

are both proportional to 7, while matrix elements for Ay are
independent of /. Due to the factor of / in the exponent of
Eq. (B6), commutation with A always produces at least one
additional factor of 7 in Wigner space since

(A, Bslw = [Alw (% — e~ ™) Aplw (B14)

A

and since the lowest-order term in the difference e — e~
is linear in /. As a result of this relation and the linear
scaling of A, ]W and [HSB]W, matrix elements for each n-fold
commutator C, scale as "' or higher.

The A" approximation for [e‘ﬂﬂfe‘ﬁﬁ“e‘gél ...Jw is thus
obtained by including commutators up to C,_;, expanding
each exponential, and retaining terms up to §".

As an explicit example, consider the /> result:

. , 2 Pa
¢ PHe p=BHsp o= 75 C1 =5 Co |

B sy a s A
— B(H, + Hsp) + 7(H3 + A3y +2H,Hsg — 1)
’33

< —[H} + Hgy + 3H.Hg + 3H Hsp

—3(H, + Hsp)C) + éz]. (B15)
This expression can be simplified by noting that any terms of
overall odd order in bath coordinates vanish upon integration
in Eq. (B11). Noting that H, and Hp are even in bath coor-

dinates, while HSB is odd, a brief calculation reveals that to
order #*

/(l—[kode)[e ﬂHB]W<1 — BH, +'82 [H2 +HSB]

3
_F [H3 + HsgH, Hsp + HigH, + H,H3y

4 AspHaHsy + H2yH — 2ﬁBﬁ§B]W>. (B16)

To order />, the Wigner transformations of all terms in this
expression may be approximated by simply making the re-
placements Oy — O and P, — P, in the quantum operators

of Egs. (4), (5), and (16) [53]. The result is that

where

(. )p =

1
7 (]_[ kode>eﬂHB(. ) (B18)
k

B

represents a classical average over bath coordinates,

A =" awQln)nl. (B19)
nk
and the term
hZQZ ,B(QZQZ +P2)
B, — k <k k) _ B20
-p e o

arises from the third-order expansion of Eq. (B12). Taking
off-diagonal matrix elements of Eq. (B17) in the system
eigenbasis then yields Eq. (77) of the main text. Note that,
to third order, quantum corrections to the partition function
Trs{o} do not affect C;?v since the lowest nonvanishing term

is already of order /i and since

Trs{H.}) =h Y Sw, =0

m

(B21)

so that the first-order correction to the partition function
vanishes.

APPENDIX C: PHASE-SPACE REPRESENTATION
OF A QUANTUM COHERENCE

The Wigner distribution for the quantum operator |0) (0| of
a harmonic oscillator of frequency w is given by [44]

w2[/2 +p2

1
[10)¢Ollw = O (ChH

The Wigner-space representation of the raising operator &' =

"% is simply
wq —ip
la'ly =~ (€2)
1)

Thus according to the Wigner-space product rule [Eq. (B7)]
(Wlth Qk —> q)

[11)(0[lw = [a"]0) (01w
— @ et GE-E3) oy oy

(C3)
(C4H

Expansion of the exponential and evaluation of the derivatives
gives Eq. (83).
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