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We introduce a method for the detection of chiral molecules using sequences of three pulses driving a
closed-loop three-state quantum system. The left- and right-handed enantiomers have identical optical properties
(transition frequencies and transition dipole moments) with the only difference being the sign of one of the
couplings. We identify 12 different sequences of resonant pulses for which chiral resolution with perfect contrast
occurs. In all of them, the first and third pulses are 7 /2 pulses and the middle pulse is a 7 pulse. In addition,
one of the three pulses must have a phase shift of /2 with respect to the other two. The simplicity of the
proposed chiral resolution technique allows for straightforward extensions to more efficient and more robust
implementations by replacing the single 7 /2 and & pulses by composite pulses. We present specific examples of
chiral resolution by composite pulses which compensate errors in the pulse areas and the detuning of the driving

fields.
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I. INTRODUCTION

Chirality plays a crucial role in many branches of con-
temporary science. Chiral molecules are, e.g., extremely im-
portant in chemistry, biotechnologies, and pharmaceutics. Al-
though the two enantiomers of a particular chiral molecule
have the same configuration with respect to a spatial reflec-
tion, their chemical properties may be completely different
in specific environments. This is particularly important in
pharmaceutics, where the chirality of a particular substance
may be essential for the effect and efficiency of a drug.
For instance, L-carnitine is a widely used food supplement,
which has some beneficial effects on the human body, while
D-carnitine is known to be toxic [1].

The traditional methods for enantiomer detection and sep-
aration are based on complicated and expensive chemical
techniques, such as crystallization, derivatization, kinetic res-
olution, and chiral chromatography [2]. Alternatively, one
may use chiroptical spectroscopy to break the symmetry of the
enantiomers by interaction with circularly polarized light [3].
Some prevalent chiroptical methods are optical rotary disper-
sion [3], circular dichroism [4], vibrational circular dichroism
[5,6], and Raman optical activity [5,7]. These methods rely
on the magnetic-dipole interaction between the circularly po-
larized light and the molecules. Furthermore, methods based
on linearly polarized light have been developed, using the
much stronger electric-dipole interaction [8]. These methods
make use of the sign difference of some of the transition
dipole moments of the two enantiomers, which is then mapped
onto population differences by using quantum systems with
three or four states driven in closed-loop interaction schemes,
thereby creating interferometric linkages. A complementary
approach has been developed by Shapiro and co-workers [9],
who used concepts from adiabatic passage methods [10] to
detect and separate enantiomers. Following these ideas, a
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simpler and faster approach, based on shortcuts to adiabaticity
[11], has been recently proposed [12]. Finally, rotational spec-
troscopy has been used to develop methods such as microwave
three-wave mixing (M3WM) [13-15] for chiral analysis in
gas-phase samples. Some recent advancements on the topic
include the determination of enantiomeric excess, based on
chirality-dependent AC Stark effects [16,17], a theory on the
enantiomeric separation in the presence of spatial degeneracy
[18,19], and a detailed study of the enantioselective three-
wave mixing spectroscopy, where it was shown, by using
group theoretical arguments, that three mutually orthogonal
polarizations are needed to achieve chiral resolution [20].

In this work, we develop an alternative to the approach
introduced in Ref. [12]. Instead of using partly overlapping
delayed pulses, we present a systematic method for producing
chirality-dependent population transfer based on sequential
resonant pulses. Because at each instant of time only one
transition is driven, this approach allows for a straightfor-
ward generalization by substituting the single pulses with
composite ones, therefore making the technique highly robust
and accurate. In contrast to the approach in Ref. [12], which
requires precise control of the shortcut pulse, the present
method is easier to implement and control, as it systematically
separates the interaction on different transitions. In such a
way, we focus on each transition and optimize its driving
by a suitable composite pulse and hence improve the overall
performance. We note here that our work is not the first to
propose separate pulses on the three transitions. A similar
approach has been used before, e.g., in [19,20]. The focus
of this paper is to show how these separate pulses can be
optimized by using composite sequences.

To this end, we model the chiral molecules as a A-type
system, where one of the three couplings, marked as P, S, Q,
differs in sign in the two enantiomers (see Fig. 1). In Sec. II,
we introduce our method and show how we can map this sign

©2020 American Physical Society
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FIG. 1. Coupling schemes for molecules with left (L) and right
(R) handedness. The transition frequencies and the couplings are
identical, the only difference being the sign of the transition dipole
moment of the Q transition, which results in Rabi frequencies of
opposite signs.

difference into population transfer to different states, by using
a sequence of resonant pulses with total area of just 2z. In
Sec. III, we demonstrate how composite pulses can be used
to improve the accuracy and robustness of the method. In
Sec. IV, we summarize the conclusions.

II. THREE SINGLE PULSES

We first describe the method to produce chirality-
dependent population transfer in a closed A-type system, as
illustrated in Fig. 1, by using suitable sequences of resonant
pulses. As shown in Fig. 1, we assume that the only difference
between the L- and R-handed molecules is in the sign of the
Q coupling driving the transition |1) <> |3), and hence we
neglect the (possible) extremely small differences due to the
electroweak interaction [21].

To be specific, let us consider the following general se-
quence of three resonant pulses: a P pulse, followed by an
S pulse, followed by a Q pulse. We can describe the evolution
of the system by using the total propagator, which is a product
of the three constituent propagators,

U =UyUsUp, (D
with

i ap bp 0

Up=|-by a 0, (2a)
| 0 0 1
[1 0 0

Us=1|0 a5 bs|, (2b)
|0 —by  a
B aQ 0 :I:bQ

Uy = 0 1 0 |, (2¢)
_:Fb*Q 0 ap

where the = and F signs in the last propagator account
for L (upper sign) and R (lower sign) handedness. Here, ax
and by (X = P, S, Q) are the Cayley-Klein parameters of the
three propagators (|ax|> 4 |bx|> = 1). For exact resonance
and a real-valued Hamiltonian, ax = cos(Ax/2) and by =
—isin(Ayx/2), where Ay is the temporal pulse area. The total

propagator (1) reads
apag + bbby

U= —asby,
apbpbs F apby

agbp F apbobs  Fagbg
a}}as bS . (3)

—apagpbs F bpby  apai

Assume now that initially the system is in state |1), and the
goal is to keep one enantiomer in this state at the end of the
sequence, while the other is transferred to state |3). In this
case, only the first column of this matrix is important and
clearly the second entrance of this column should be zero,
i.e., Uy = 0. This means we must have ag = 0 or bp = 0;
however, the latter case will, according to Eq. (3), clearly not
be able to create a situation consistent with out goal of full
chiral selectivity in population transfer. Hence the situation
is now that we have Uy = apag £ bpbpbs, Us; =0, and
Uss = Fapbpy + apbpby. For in-phase resonant excitations,
the matrices in Eq. (2) can always be brought to a form where
all the ax’s are real and all bx’s are purely imaginary. In this
case, maximum chiral resolution cannot occur since the term
apag in Uy is always real, while the terms £b}3bob§ will be
imaginary. The solution of this problem is to add a phase shift
of /2 to one of the coupling fields, which will make one
of the parameters by real, such that the terms £bpbpb§ will
also be real, and our goal of maximum chiral selectivity is
potentially possible.

Let us now assume that the phase 7 /2 is applied to the
coupling Q. Then a solution, which leads to a maximum
contrast between L and R, is ap = ap = 1/\/5 and bp =
—ibp = —i/«/z, and by = —i. This is obtained if the P pulse
is a resonant 77 /2 pulse, the S pulse is a resonant & pulse, and
the Q pulse is a resonant 7 /2 pulse. Then we obtain the total
propagators,

0 —i 0 1 0 0
=10 0 —i|l, UP=|0 0 —i|l. @
-1 0 0 0 —i 0

Hence, if the system starts in state |1), it will either stay in
state |1) for the R handedness or end up in state |3) for the L
handedness, as was our goal.

It has been recognized before [19,20] that the order of the
pulses in M3WM can be interchanged. Therefore, this pulse
sequence, which we denote as P(;r/2)S(w)iQ(mr/2), is not a
unique solution to the chiral resolution problem. Other solu-
tions exist where the final states of the two enantiomers differ.
These are listed in Table 1. All of these 12 sequences have a
similar structure: a 7 pulse on one transition is sandwiched
by m /2 pulses on the other two transitions. Four of these
sequences are schematically illustrated in Fig. 2, skipping for
brevity the other examples from Table I.

All cases which allow for chiral resolution have in common
the fact that the first r /2 pulse acts either on the P transition
or the Q transition. Either of these transitions connect the
initially populated state 1 to another state, 2 or 3. In either
case, the 7 /2 pulse creates an equal coherent superposition
of states 1 and 2, or 1 and 3. The following 7 pulse transfers
this coherent superposition to an equal coherent superposition
on another transition. For instance, the coherent superposition
of states 1 and 2 created by the 7 /2 pulse on the P transition
1 < 2 (top left frame of Fig. 2) is transferred by the 7 pulse
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TABLE I. Pulse sequences and populated final state for the L-
and R-handed enantiomers when the system starts in state 1 and
is driven by three successive pulses. The numbers in the brackets
correspond to the area of the pulse of the corresponding P, S, or Q
transitions, including a specific phase, if applicable.

Pulse sequence

P(Z)iQ()S(3)
P(Z)S(0)iQ(%)
i0(5)P(T)S(2)
i0(5)S(T)P(Z)
P()Q(n)iS(3)
P(Z)iS(T)Q(3)
0(3)P()iS()
0(3)iS(T)P(Z)
iP(3)Q(T)S()
iP(2)S(m)Q(%)
0(%)iP(T)S()
0(3)S(n)iP()

Final state (L) Final state (R)

O8]
[\8]

NN = N NN =N = W W
—_— W W W = W W W NN -

on the Q transition onto a coherent superposition of states 2
and 3. This superposition has a relative phase difference of
7 for the L and R molecules because of the different sign of
the Q coupling. Hence, the last 7 /2 pulse on the S transition
beats with this coherent superposition and either puts the
population to state 3 (for L) or 2 (for R): chiral resolution
takes place. Similar interferometric processes, resulting in
successful chiral resolution, occur in the other 11 cases in
which the first /2 pulse acts either on the P transition or
the Q transition.

As another example, in Fig. 3 (top spheres), we illustrate
the evolution of our system for the P(;r /2)S(;r)iQ(7 /2) se-
quence (top right frame of Fig. 2) on a Bloch sphere. Starting
from state |1) (north pole), the /2 P pulse transfers the sys-
tem into the (|1) —i|2))/ V2 state (green vector). After that,
the 7w S pulse creates another equal superposition, between the

i i
/2 /2 /2 /2
P iQ S P S iQ

i i
/2 /2 /2 /2
iS P Q P i|S Q
Time Time

FIG. 2. Examples of sequences of three resonant pulses that lead
to chiral-dependent population transfer. It is supposed that the system
is initially in state 1. The middle pulse has an area of 7, and the other
two pulses have areas of 77 /2 in all cases.
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FIG. 3. Evolution of our system, schematically illustrated on a
pseudo Bloch sphere (see text for definition and interpretation),
for the P(mr/2)S(m)iQ(wr/2) sequence (top spheres) and for the
P(r /2)iS()Q(r /2) sequence (bottom spheres).

states |1) and |3) (red vector). Finally, the 7 /2 iQ pulse drives
the L or R enantiomers into the south or north pole of the
Bloch sphere, respectively. The bottom spheres in the figure
illustrate the evolution for the P(7r /2)iS(w)Q (7w /2) sequence
(bottom right frame of Fig. 2). We note here that since we
are dealing with a three-state system, each of these should not
be considered as a usual Bloch sphere, but rather as a pseudo
Bloch sphere representing each of the three operations, with
the north and south poles being the three different pair of
states: 1) and |2), (|2) 4 [3))/+/2 and (]2) — |3))/+/2, and
|1) and |3) for the P, S, and Q transitions, respectively. These
are shown as labels with green, red, and blue colors on the
poles of the spheres in Fig. 3.

Until now, we have mostly focused on the case where the
phase shift of one of the fields is related to the coupling Q. As
is clear from Table I, we can assign it to either of the other two
couplings, instead of Q. Let us assume that the phase shift 7 /2
is applied to S. Similar arguments, as for iQ, show that in the
case of iS, we obtain chiral separation in the same four cases,
but with reversed populations, see Fig. 3. The same final states
as for iS will be obtained if the phase shift /2 is assigned to
the coupling P.

The availability of different pulse orders which lead to
chiral resolution into different states allows one to select the
most appropriate scheme for particular molecular structures
and schemes for the consecutive state-dependent separation
process [e.g., by resonance-enhanced multiphoton ionization
(REMPI)]. For example, the m pulse can be applied on the
transition with the largest dipole moment. Then, the /2
pulses can be applied to the weaker transitions, thereby mak-
ing the implementation easier.
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III. ROBUST CHIRAL RESOLUTION BY
COMPOSITE PULSES

A. Compensation of pulse-area errors

Despite the benefits of its simplicity, in a practical situation
the described approach may suffer from low fidelity due to the
reliance on resonant pulses of a precise temporal area.

We now show how one can improve the accuracy and
robustness of this method by replacing the single pulses with
composite pulse (CP) sequences. A CP is a sequence of single
pulses, each with a relative phase, imposed on the driving
field. These phases are used as control parameters to shape
the excitation profile in a desired manner. If the excitation
is resonant, each of these single pulses in the composite
sequence is described by a propagator,

cos(A/2)

U Ay = —isin(A/2)e" s
A= ina/2)e O

cos(A/2)

where A is the pulse area and ¢ is the phase of the resonant
pulse. Therefore, a composite pulse, consisting of N pulses,
can be written as

(ADg (A2)g, - (AN)gy (6)

and can be described by a propagator, given by the product
UY = Uy, (Av) - Uy, (A2)U, (Ay). (7

In a real experiment, the pulse areas may have some sys-
tematic error and therefore diverge from the perfect values,
Ai — Ai(1 + €). We have introduced the dimensionless pa-
rameter €, which is used as a measure of the deviation from
the perfect value of the corresponding pulse area. We can
expand the elements of the propagator U" versus € in a Taylor
expansion. By choosing the values of the control phases ¢,
we can nullify the first few derivatives in this power series
and improve the robustness of the excitation. This gives us
a powerful method to produce a huge variety of excitation
profiles. Namely, we can generate broadband, narrowband,
and passband excitation profiles, as well as robust coherent
superpositions. For a more detailed study, we refer the reader
to the vast literature on the topic. A nonexhaustive list is given
in [22].

Therefore, we can replace the three single pulses, consid-
ered in the previous section, with a composite /2 pulse,
followed by a composite 7 pulse, followed by a composite
7 /2 pulse. In this sequence of three robust CPs, one expects
that the phase of each CP must also play a role. To see how the
global phases of the CPs affect the final state, let us suppose
that the three composite propagators in the product presented
in Eq. (1) have the following form:

B Jiiei“f %e"é” 0
Up = —Jiie"ﬁp %e—w 0|, (8a)
0 0 1
1 0 0
Us= |0 0 efs |, (8b)
K —e s 0

%ei"‘Q 0 :I:\/Lieiﬂg

Up=| "0 R (8¢)
1 —i 1 —iax
:Fﬁe Po 0 ﬁe Q

where the & sign stands again for L or R handedness and the
phases ay and Bx have to be chosen appropriately. Starting
from an initial state |i) = [1, 0, 0], it is easy to show that the
sequence of these three propagators will produce the final state

%ei(OfP‘HxQ) + %ei(ﬂQ—ﬁP—ﬂs)

lf) = 0 ) 9)

¥ %ei(apfﬂg) + %e*i(aQJrﬁerﬁs)

From this expression, it is easy to see what condition needs to
be fulfilled for the phases of the propagator, namely,

ap+ag+ Bp+ Bs =P (10)

or
ap+ag+ Bp+ Bs=Po+ . (11D

In the case of pulse-area-compensating CPs, it is straight-
forward to satisfy condition (10) by setting

Bs = 0. 12)

The first two conditions are easily achieved by inverting the
order of the constituent pulses in the P and Q CPs. Further-
more, an error in the pulse area would not break this symmetry
condition and therefore no stabilization of the phase is needed
in these two CPs. The third condition is trivial. However,
setting the phase of the off-diagonal element of the propagator
to zero is not enough since an error in the pulse area will lead
to deviation in the phase. Therefore, we need to use a CP with
phase stabilization.

To summarize, we need to use two half-r CPs with in-
verted order of the constituent pulses, without phase stabiliza-
tion (known as variable rotations), and one m pulse in the
middle with phase stabilization (known as constant rotation).
The possibility to use variable rotations is very welcome
because they can be realized by shorter composite sequences.

Possible choices for composite 77 /2 pulses are [23]

ap = —ag, Pr=Po.

Gy (37) = AvA ., (13a)
¢y (37) = AoB:,.. (13b)
Cy'(37) = AoB3,Ax. (13¢)
Cx’(37) = AoA 1,404 ;. (13d)

where A=m(14€)/2 is a nominal half-r pulse, B=m(1+€)
is a nominal m pulse, and the subscripts on the right-hand
side denote the relative phases of the applied fields, while
X =P, S, Q denotes the transition on which the composite
pulse is applied.

Possible choices for phase-stabilized composite 7 pulses
are [24]

Cx'(1) = By,Bs, By, (14)
CP () = B, By, B3, B, By, (14b)

where x = arccos(—1/4).
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FIG. 4. Population P; vs pulse area deviation for the sequence of
three single resonant pulses P(% )iS( )Q(%) (dashed line) and for a
sequence of three CPs with pulse-area compensation (15). The Rn
labels denote the R curves for the corresponding Tn sequence. The L
curves lay close to zero and are almost indistinguishable.

Figure 4 shows the population of state 3 for left and right
handedness for single pulses, P(75)iS()Q(% ), and for several
sets of composite pulses,

Ts = ¢ (7)€ (1) (3). (15q)

= ¢ (3m)C 1Ty (3). (15b)
T7 = ¢ (An)C§ (0)Cy (47), (15¢)
19 = €& (47)cP (2)Cy (L), (15d)

where we denote by Ex (%n) the same sequence as C)((k)(%rr),

but applied in the opposite order. For example, 6;3)(%71) =
AnB%nAO. The notation Tn denotes the total pulse area nw
of each sequence, which is a measure of the total interaction
duration. TS is a sequence of seven single pulses with a total
pulse area of 5m. T6 is a sequence of seven single pulses
with a total pulse area of 6;r. T7 is a sequence of nine single
pulses with a total pulse area of 7w. T9 is a sequence of 11
single pulses with a total pulse area of 9. In Fig. 4, we com-
pare the excitation profiles for the P(%)iS (n)Q(%) sequence
with the corresponding CP analogues from Eq. (15). As seen
from the figure, we obtain a much more robust excitation, and
therefore distinction between L and R handedness using CPs,
compared to the case of single pulses.

B. Compensation of pulse area and detuning errors

In a real situation, the energies of states 1, 2, and 3 might
differ for the different molecules in the ensemble due to var-
ious sources of inhomogeneous broadening, due to spatially
nonuniform magnetic field distributions and nonconstant AC
Stark shifts (light shifts) due to intensity variation of the
applied fields. This would lead to detuning errors, which have
to be compensated simultaneously with the pulse-area error.

The most straightforward way to address the problem of
errors in both the pulse area and the detuning might be to
use a method similar to the one described in the previous
section. However, the presence of detuning in CPp and CPg

would break the symmetry condition (12) if the phases are not
stabilized. Hence, we need to use two 7 /2 CPs, and a w CP
in between, all with double compensation and stable phases in
the composite propagators.

To our knowledge, such pulses are not available in the
literature. Therefore, we have derived numerically a few CPs
with such properties. The five-pulse sequences that act as an
error-compensated 7 /2 pulse have the form [25]

Dx(37) = A}, BBy, By Ay (16)
where A’ = 0.45567 (1 + €) and two options for the phases,

$1 = 0.54487, ¢ = 0.34767, ¢3 = 0.90357, (17a)
#1 = 0.54487, ¢ = 1.23587, ¢3 = 0.67997. (17b)

These CPs compensate first-order errors in the overall
propagator: O(¢) in the pulse area € and O(§) in the detuning
8.

Two five-pulse sequences that act as an error-compensated
7 pulse have the form [25]

(1)

DY(w) = B, B3, B1,B:,Bs,, (18a)
(2)

D) = B, B3, B1,Bs,Bs,. (18b)

They compensate simultaneous errors in the pulse area and
the detuning up to the first order, O(¢) and O(§).

One may use longer sequences in order to achieve even
better robustness of the excitation profile vs errors in the
Rabi frequency and the detuning. For instance, we have
derived the following nine-pulse sequence that acts as an
error-compensating 7 /2 pulse [25],

Dx(37) = (A1)g, (A2)g, -+ (As)gs - - (A2)g, (A1 )g,

where the nominal pulse areas [skipping the (1 4 ¢) term for
the sake of brevity] and the phases are

(19a)

A =0.6771m, Ay = 0.8579m, A3 = 0.6623m,

Ay =0.5174m, As = 0.88127,  (19b)
¢1 = 1.7517m, ¢ =0.90437, ¢35 = 0.8820m,
¢4 = 098097, ¢ps = 1.6481w.  (19¢)
Similarly, the following nine-pulse sequence [25],
Dx(m) = By, By, By, By, Bys By, By, By, By, (202)
where
¢ =m/3, ¢ =0.73797, ¢3 = 1.80927,
¢4 = 173797, ¢p5 =21 /3, (20b)

acts as an error-compensating i pulse. The nine-pulse com-
posite sequences compensate simultaneous errors in the pulse
area and the detuning up to the second order, 0(€?), 0(8%),
and O(€6).

All of the derived sequences lead to robust transition
profiles vs both the Rabi frequency and the detuning and
therefore provide robust separation of the chiral molecules
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FIG. 5. Population P; vs Rabi frequency and detuning for a
single-pulse sequence (top) and for a sequence of three CPs with
double compensation of the form Dp(37)D;s()Dg(37). The CP5
profiles (middle) are generated by the composite sequences from
Egs. (17b) and (18b), and the CP9 profiles (bottom) are generated
by the sequences of Eqs. (19) and (20). All pulses have rectangular
pulse shape.

in the ensemble. This can be seen from Fig. 5, where we
compare the population of state |3) for the P(75)iS(7)Q(5)
sequence with the corresponding CP analogues for the derived
five-pulse (middle frames) and nine-pulse (bottom frames)
sequences. As seen from the figure, composite pulses may
provide a better separation of chiral molecules in the presence
of both pulse area and detuning error. Already the first-order
error-compensating five-pulse sequences provide a significant
improvement over the single-pulse case. Further improvement

is delivered by the second-order error-compensating nine-
pulse sequences.

IV. CONCLUSIONS

In this work, we have developed a general approach to
detect chirality of molecules using sequences of three pulses
in a closed three-state system. Our method relies on the
opposite signs of one of the couplings in the system for the
two enantiomers, which leads to constructive or destructive
interference in the two enantiomers, and therefore to chiral
resolution. The three interactions, used in our technique, are
not overlapped, which allows us to treat them separately.
In turn, this separation makes it possible to improve their
accuracy and robustness by replacing the single pulses with
composite pulses and, consequently, to optimize the overall
performance of the method.

Usually, in a real enantio-separation experiment, there are
two main reasons for a low fidelity: the rotational temperature
and the M degeneracy. The latter can be addressed by using
composite pulses. Because of the dependence of the transi-
tion dipole moments, and therefore of the Rabi frequencies,
on the quantum number M, a perfect excitation cannot be
achieved by using a single resonant pulse. However, by using
broadband composite pulses, as proposed in our work, this
problem can be overcome because broadband pulses act as
perfect pulses for a range of pulse areas, rather than for a
particular value as a single pulse does (i, 7 /2, etc.). The
problem of the finite rotational temperature is more subtle. If
a few rotational levels are initially populated next to level |1),
composite pulses can help because they can provide efficient
excitation for broad ranges of Rabi frequencies and detunings.
Therefore, composite pulses can make the several populated
rotational levels in the initial manifold act as a single level.
However, if the rotational temperature is high enough so that
levels |2) and |3) and other rotational levels in their manifolds
are initially populated, then composite pulses cannot fully
compensate this, although they may still help achieve some
(imperfect) chiral resolution. This issue, however, requires
much more attention and the development of a different type
of dedicated composite pulses especially designed for this
particular purpose.
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