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Quantum Fredkin gate based on synthetic three-body interactions in superconducting circuits
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We propose the generation of effective three-body interactions in superconducting circuits by coupling qubits
or resonators to a bus qubit. Such interactions are characterized by energy exchange between two qubits or
resonators depending on the state of the bus qubit. We show that a controlled-iSWAP (-

√
iSWAP) gate can be

naturally implemented based on the three-body interactions and it can be used to construct a quantum Fredkin
(controlled-SWAP) gate. A generalized Fredkin gate which controls the swapping of photons between two
resonators can be realized in a similar way. It can be used to generate the entangled state of a high number
of photons. This proposal is promising to be demonstrated with superconducting circuits previously reported
and will stimulate the implementation of multiqubit quantum gates based on many-body interactions.

DOI: 10.1103/PhysRevA.101.062312

I. INTRODUCTION

While fundamental interactions between particles are two-
body interactions, effective many-body interactions are re-
sponsible for exotic phenomena such as topological order
with anyons [1–4], Majorana zero modes [5,6], superfluids
[7], and supersolids [8,9]. They also play an important role
in the implementation of topological quantum computation
[10,11] and memory [12]. However, many-body interactions
are usually negligible compared with the dominant two-body
interactions in most systems found in nature. Proposals for
generating effective three-body interactions have been made
with controllable systems such as optical lattices with cold
atoms or molecules [13–16], trapped ions [17], and semicon-
ductor quantum dots [18], but related experimental demon-
strations are still lacking.

Superconducting circuits with advantages in tunability,
flexibility, and scalability are a promising platform for quan-
tum simulation and quantum computation [19–24]. Recently,
tremendous progress has been made with superconducting
circuits in quantum simulation [25–27] and in the achievement
of quantum supremacy [28,29]. In superconducting circuits, it
is straightforward to implement a two-body exchange inter-
action through capacitive or inductive coupling. By periodi-
cally modulating superconducting qubits, arbitrary two-body
interactions can be engineered, and spin models such as the
transverse Ising model and Kitaev honeycomb model can be
simulated [30,31]. The generation of many-body interactions
in superconducting circuits is of great significance to the
quantum simulation of strongly correlated systems, as well
as the realization of multiparticle entanglement and topolog-
ical codes. There are already theoretical proposals for engi-
neering many-body interactions in superconducting circuits
[32,33]. However, specific superconducting qubits such as
the tunable-coupling transmon and fluxonium are required in
these schemes.

In this paper, we show that effective three-body interac-
tions can be generated with readily accessible superconduct-
ing circuits. Our idea is inspired by experiments and theories
in which superconducting qubits are connected to a bus res-
onator [34–38]. Mediated by the bus resonator, any two of
the qubits can have effective couplings which are independent
of the state of the resonator. If we replace the bus resonator
with a bus qubit, there will be an interaction between qubits
mediated by the bus qubit, and the interaction is dependent on
the state of the bus qubit. Such a three-body interaction was
previously suggested in optical lattices [15,16]. The design
of our superconducting circuits is similar to those released
in several recent works [29,39–41], where the intermediary
couplers stay in their ground states and the characteristics of
the three-body interaction are not demonstrated.

Intuitively, three-body interactions can be used to construct
three-qubit gates. The quantum Fredkin gate is a three-qubit
gate which swaps the quantum states of two target qubits
conditioned on the state of a control qubit. It has important
applications in quantum computation and quantum infor-
mation processing such as quantum routers [42], quantum
fingerprinting [43], and error correction [44]. Although the
Fredkin gate can be decomposed into a sequence of single-
and two-qubit gates [45,46], its direct implementation can
simplify complex quantum circuits and optimize large-scale
quantum processors with a higher fidelity. The design of the
quantum Fredkin gate has flourished in the field of optics
[47–52], and two related linear-optical experiments have re-
cently been demonstrated using entangled photons with a
low success probability [53,54]. Schemes of the deterministic
quantum Fredkin gate have been proposed in hybrid atom-
photon [55,56] and ion-phonon [57] systems. Recently, a
deterministic controlled-SWAP operation of bosonic modes has
been experimental demonstrated in superconducting circuits
[58], where the three-body operation is decomposed to three
two-body operations.
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FIG. 1. (a) Schematic of three qubits coupled to each other. The
resonant frequencies of the qubits are tunable. (b) Q2 and Q3 are set at
the same frequency and detuned from Q1 by �. The energy exchange
between Q2 and Q3 has two different paths, directly and mediated by
Q1. The latter one depends on the state of Q1.

Here we propose a simple and efficient method for im-
plementing a controlled-iSWAP (-

√
iSWAP) gate based on the

effective three-body interaction. Apart from the indirect in-
teraction mediated by the bus qubit, we engineer a direct
interaction for the two target qubits. The overall interaction
can be turned on or off by the state of the bus qubit. Therefore,
a controlled-iSWAP (-

√
iSWAP) gate can be naturally imple-

mented and the quantum Fredkin gate can be constructed
based on it. If we replace the two target qubits with two mi-
crowave resonators, there will still be a three-body interaction
between the two resonators and the bus qubit. We can obtain
a generalized Fredkin gate for the two resonators, which can
be used to generate NOON states.

This paper is organized as follows: In Sec. II, we report
the method for generating effective three-body interactions in
superconducting circuits. In Sec. III, we present the scheme
for implementing a quantum Fredkin gate based on the
controlled-

√
iSWAP gate which is naturally generated using

the effective three-body interaction. In Sec. IV, we extend
the method to a system with two resonators and show a
generalized Fredkin gate which can be used to generate a
NOON state. Finally, we draw a conclusion in Sec. V.

II. EFFECTIVE THREE-BODY INTERACTIONS

The types of interqubit interactions in superconducting
circuits can be enriched by engineering different connections
between superconducting qubits and resonators. Here we
show that effective three-body interactions can be achieved if
qubits are connected through a bus qubit. We consider that the
system consists of three qubits (Qj for j = 1–3) coupled to
each other, as shown in Fig. 1. The Hamiltonian is (assuming
h̄ = 1)

H = H0 + Hi, (1)

with

H0 = −
3∑

j=1

ω j

2
σ z

j , (2)

Hi =
∑
i �= j

gi j (σ
+
i σ−

j + σ−
i σ+

j ), (3)

where σ z
j = |g j〉〈g j | − |e j〉〈e j |, σ+

j = |e j〉〈g j |, and σ−
j =

|g j〉〈e j | are the Pauli operators, with |e j〉 (|g j〉) being the

excited (ground) states of Qj , ω j the resonant frequencies
of Qj , and gi j the coupling strength between Qi and Qj .
We select Q1 as the bus qubit and detune it from Q2 and
Q3 by the same amount �, i.e., ω1 − ω2 = ω1 − ω3 = �. At
� � g12, g13, there is no energy exchange between Q1 and
Q2,3. However, there are energy conserving second-order tran-
sitions |g1e2g3〉 ↔ |g1g2e3〉 and |e1e2g3〉 ↔ |e1g2e3〉. When
the bus qubit Q1 is in the ground state, the effective coupling
strength for the transition |g1e2g3〉 ↔ |g1g2e3〉 mediated by
|e1g2g3〉 is

λg = 〈g1g2e3|Hi|e1g2g3〉〈e1g2g3|Hi|g1e2g3〉
−�

= g12g13

−�
. (4)

When the bus qubit Q1 is in the excited state, the effective cou-
pling strength for the transition |e1e2g3〉 ↔ |e1g2e3〉 mediated
by |g1e2e3〉 is

λe = 〈e1g2e3|Hi|g1e2e3〉〈g1e2e3|Hi|e1e2g3〉
�

= g12g13

�
. (5)

Note that λg and λe have opposite signs. This is because
the intermediate state |e1g2g3〉 has a higher energy than the
initial (final) state |g1e2g3〉 (|g1g2e3〉), while the intermediate
state |g1e2e3〉 has a lower energy than the initial (final) state
|e1e2g3〉 (|e1g2e3〉). The effective Hamiltonian under a second-
order perturbation is

He = H0 + λe(2|e1〉〈e1| − |e2〉〈e2| − |e3〉〈e3|)
+ g23(σ+

2 σ−
3 + σ−

2 σ+
3 ) − λeσ

z
1 (σ+

2 σ−
3 + σ−

2 σ+
3 ), (6)

where the second term is the Stark shifts due to the Q1-Q2,3

off-resonant interactions, and the last term is the effective
interaction between Q2 and Q3 mediated by Q1 and it can be
rewritten as

−λeσ
z
1 (σ+

2 σ−
3 + σ−

2 σ+
3 ) = −λe

2
σ z

1 (σ x
2 σ x

3 + σ
y
2 σ

y
3 ), (7)

which is a typical three-body interaction. It indicates that the
energy exchange between Q2 and Q3 depends on the state of
Q1.

III. IMPLEMENTATION OF A QUANTUM FREDKIN GATE

The XY -type interaction HXY = (g/2)[σ xσ x + σ yσ y] fa-
miliar in superconducting circuits naturally leads to a two-
qubit iSWAP (

√
iSWAP) gate with the evolution

UXY (t ) =

⎛
⎜⎝

1 0 0 0
0 cos (gt ) −i sin (gt ) 0
0 −i sin (gt ) cos (gt ) 0
0 0 0 1

⎞
⎟⎠ (8)

during the time tiSWAP = π/2g (t√iSWAP = π/4g). With appro-
priate parameters to meet the condition g23 = λe, the last two
terms in Hamiltonian (6) cancel each other when Q1 is in the
ground state and sum up when Q1 is in the excited state. The
bus qubit Q1 serves as a control qubit to switch on and off the
XY -type interaction between Q2 and Q3. This controlled-XY -
type interaction HCXY = (g/4)[I1 − σ z

1 ] ⊗ [σ x
2 σ x

3 + σ
y
2 σ

y
3 ] has
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FIG. 2. Controlled-swapping dynamics with effective three-body
interactions. Time evolution of populations Pj are simulated us-
ing the original Hamiltonian H with initial state (a) |g1e2g3〉 and
(b) |e1e2g3〉. Relevant parameters are chosen as g12 = g13 = 20 MHz,
� = 150 MHz, and g23 = g12g13/� = 2.67 MHz, and the relaxation
and pure dephasing times of the superconducting qubits are T1 =
10 μs and T ∗

2 = 2 μs, respectively.

the evolution

UCXY (t ) = |g1〉〈g1| ⊗ I2 ⊗ I3 + |e1〉〈e1| ⊗ [UXY (t )]23, (9)

where I is the identity operator. We simulate the dynamics
of the original Hamiltonian H with experimentally feasible
parameters of superconducting circuits and the results are
shown in Fig. 2. One can see that, despite the fast oscillations
due to the off-resonant transitions, Q2 and Q3 exchange energy
when Q1 is in the excited state, while they remain almost
unchanged when Q1 is in the ground state.

It is natural to obtain a controlled-iSWAP (-
√

iSWAP) gate
based on a controlled-XY -type interaction. Apart from the
term HCXY , Stark shifts and the detuning � in Hamiltonian
(6) can induce phase errors for a controlled-iSWAP (-

√
iSWAP)

gate. In practice, the phase errors can be corrected by applying
single-qubit Z rotations. Another error source is population
leakage between the target qubits and the control qubit, as the
fast oscillations shown in Fig. 2. The influence of population
leakage on the gate fidelity can be reduced with appropriate
parameters � and gi j , which make the gate time an integral
multiple of the period of fast oscillations. Just as the results
shown in Fig. 2(b), the population of the control qubit P1

nearly returns to its initial value at the controlled-iSWAP gate
time tCiSWAP ≈ 49 ns.

FIG. 3. Construction of a quantum Fredkin gate from three
controlled-

√
iSWAP gates and single-qubit rotations.

Strictly speaking, the quantum Fredkin gate refers to the
controlled-SWAP gate. While the SWAP operation replaces
product states with product states for two target qubits, the
output of the iSWAP operation is entangled in general. Since a
SWAP gate cannot be constructed by applying an HXY -based
gate only once [59,60], a quantum Fredkin gate cannot be
generated directly based on a controlled-XY -type interaction.
Following the construction of a SWAP gate from an iSWAP

(
√

iSWAP) gate [61,62], we can generate a quantum Fredkin
gate based on the controlled-

√
iSWAP gate and single-qubit

rotations (see Fig. 3). We numerically simulate this process
and characterize the quantum Fredkin gate with quantum
process tomography (see Fig. 4). The simulated quantum
process tomography matrix χsim has a fidelity of 0.953, where
realistic errors in single-qubit rotations and measurement are
not counted. Qubit decoherence is the main error source to
limit the gate fidelity.

Candidates of the circuit for implementing the scheme
include frequency-tunable transmons [63–66], capacitively
shunted fluxonium [67], and flux qubits [68,69]. If the scheme
is implemented using transmons with weak anharmonicity,
the influence of higher states should be accounted for. When
the bus qubit Q1 is in the excited state, besides |g1e2e3〉,
there is another intermediate state, | f1g2g3〉, for the second-
order transition |e1e2g3〉 ↔ |e1g2e3〉, where | f 〉 is the sec-
ond excited state of the transmons. The additional coupling
strength is λ′

e = g′
12g′

13/(η − �), where η = ωeg − ω f e, with
ωeg (ω f e) being the resonant frequency of the transition |g〉 ↔
|e〉 (|e〉 ↔ | f 〉), and g′

i j ≈ √
2gi j are the coupling strengths

associated with the transition |e〉 ↔ | f 〉. To turn off the Q2-Q3

coupling when Q1 is in the ground state, we still set g23 = λe.
Then the total coupling strength is 2λe + λ′

e when Q1 is in
the excited state. The presence of the second excited states
increases the total coupling strength with the condition � <

η. Therefore, the controlled-iSWAP (-
√

iSWAP) gate time can be
shortened, which is good for the gate fidelities. However, the
| f 〉 energy level also leads to ZZ crosstalk coupling between
the transmons. When there is no population in | f 〉 of any of
the three qubits during the qubit initialization stage, the total
effective Hamiltonian of the system can be restricted to the
subspace {|g〉, |e〉} for each qubit, which is

H ′
e =H0 + λe(2|e1〉〈e1| − |e2〉〈e2| − |e3〉〈e3|)

+ λ f (|e1e2〉〈e1e2| + |e1e3〉〈e1e3|) + λ′
f |e2e3〉〈e2e3|

+
(

λe + 1

2
λ′

e

)(
1 − σ z

1

)(
σ+

2 σ−
3 + σ−

2 σ+
3

)
, (10)
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FIG. 4. Quantum process tomography of a quantum Fredkin gate, obtained with the sequence shown in Fig. 3. The ideal χideal (open bars
with black outlines) and simulated χsim (filled bars) process matrices are shown in the operator basis {I ⊗ I ⊗ I, I ⊗ I ⊗ X, . . . , Z ⊗ Z ⊗ Z}.
The underlying controlled-

√
iSWAP gate is simulated with the same parameters as in Fig. 2, and the gate time is set to tC

√
iSWAP = 24.8 ns.

Ignoring the errors of the single-qubit rotations, χsim has a fidelity of Tr(χdealχsim ) = 0.953.

where λ f = g′2
12,13[1/(η − �) + 1/(η + �)] and λ′

f = 2g′2
23/η

are the ZZ crosstalk coupling strengths under the second-order
perturbation. As mentioned above, the influence of the Stark
shifts in the first line of Eq. (10) can be removed easily
with single-qubit Z rotations. The additional phase induced
by ZZ crosstalk is a common problem for implementing, e.g.,
iSWAP and

√
iSWAP gates with transmon-type qubits. Recently,

an experiment has shown that ZZ crosstalk coupling can be
turned off with an ancillary qubit and proper detuning [41]. In
another experiment from Google [70], a UXY -like gate with
an additional phase due to ZZ crosstalk is introduced for
near-term quantum algorithms, where the additional phase is
arbitrarily adjustable by changing the coupling strength and
qubit detuning. The same approach can be used to remove the
additional phase for the controlled-iSWAP (-

√
iSWAP) gate.

IV. GENERALIZED FREDKIN GATE AND ITS
APPLICATION

The core foundation of the controlled-iSWAP (-
√

iSWAP)
gate is that the interaction between the two target qubits
depends on the state of the bus qubit. If we replace the bus
qubit with a resonator, there will be no such kind of state-
dependent interaction. However, if we replace the two target
qubits with two resonators (R1,2), the controlled-swapping
dynamics will remain. The Hamiltonian for such a system is

HR = −ω

2
σ z +

2∑
j=1

[ν ja
†
j a j + g j (σ

+a j + σ−a†
j )]

+ gR12(a†
1a2 + a1a†

2), (11)

where σ z and σ± are the Pauli operators of the bus qubit, a†
j

(a j) is the creation (annihilation) operator of resonator Rj , ω

is the resonant frequency of the bus qubit, ν j are the resonant
frequencies of Rj , g j is the coupling strength between the bus

qubit and Rj , and gR12 is the direct coupling strength between
R1 and R2. We set the frequency of the bus qubit higher than
the same frequencies of the resonators with detuning δ, i.e.,
ω − ν1 = ω − ν2 = δ. Under the condition δ � √

Ngj , with
N being the excitation number of the system, the effective
Hamiltonian is

H ′
R = −ω + κ

2
σ z +

2∑
j=1

(ν j − κσ z )a†
j a j

+ (gR12 − κσ z )(a†
1a2 + a1a†

2), (12)

where κ = g1g2/δ. A controllable interaction between two
resonators can be realized by introducing another ancillary
bus qubit and keeping it in the ground state with suitable
detuning.

With the condition gR12 = κ , the coupling between the two
resonators will be switched off (on) when the bus qubit is
in the ground (excited) state, and we obtain a controlled ex-
change interaction, HRC = κ[I − σ z] ⊗ [a†

1a2 + a1a†
2]. Based

on this interaction, we can obtain a generalized Fredkin gate
which can control the swapping of photons between the two
resonators by the state of the bus qubit. With Hamiltonian
(12), the evolution of a†

1 is

e−iH ′
Rt a†

1eiH ′
Rt = e−iκt [cos(2κt )a†

1 − i sin(2κt )a†
2] |e〉〈e|

+ eiκt a†
1|g〉〈g|, (13)

where the additional phases e±iκt are due to the energy shifts
in the first line of Eq. (12). When 2κt = π/2, the photons in
R1 will transfer to R2 conditioned on the state of the bus qubit.
We define the generalized Fredkin gate UR = e−iH ′

Rt with t =
π/4κ .

The generalized Fredkin gate can be used to generate an
N-photon number-path-entangled state, which is also known
as the NOON state [71]. NOON states have important ap-
plications in quantum lithography and metrology [72,73].
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FIG. 5. Evolution of the density matrix components: (1)
〈g; N, 0|ρ(t )|g; N, 0〉, black line; (2) 〈e; 0, N |ρ(t )|e; 0, N〉, blue
line; (3) 〈g; N, 0|ρ(t )|e; 0, N〉, green line; (4) 〈e; N, 0|ρ(t )|e; N, 0〉,
red line; and (5) 〈g; N, 0|ρ(t )|e; N, 0〉, magenta line. The ini-
tial state is 1√

2
(|g〉 + |e〉)|N, 0〉, where N = 15. At t = 171 ns,

〈e; 0, N |ρ(t )|e; 0, N〉 and 〈g; N, 0|ρ(t )|e; 0, N〉 reached their maxi-
mum. Relevant parameters are chosen as g1 = g2 = 15 MHz, δ =
300 MHz, and gR12 = g1g2/δ = 0.75 MHz. The relaxation and pure
dephasing times of the qubits are T1 = 10 μs and T ∗

2 = 2 μs, respec-
tively, and the relaxation time of the resonator is TR = 10 μs.

However, efficient and scalable methods for preparing high-
NOON states are still rare and the largest number realized
in experiments is only five [74]. In contrast, high-number
Fock states containing 15 photons have been prepared in
superconducting resonators [75]. Therefore, it is feasible to
generate high-NOON states from high-number Fock states by
using this generalized Fredkin gate.

To generate NOON states, we first prepare the bus qubit in
a superposition state 1√

2
(|g〉 + |e〉), one resonator in the Fock

state |N〉, and another resonator in the vacuum state |0〉. Then
we apply the generalized Fredkin gate

UR
1√
2

(|g〉 + |e〉)|N, 0〉

= 1√
2

(
eiN π

4 |g〉|N, 0〉 + e−iN 3π
4 |e〉|0, N〉). (14)

The phase shifts eiN π
4 and e−iN 3π

4 are not defects for the
NOON state. Actually, the superresolving power of the
NOON state comes from the N-fold relative phase be-
tween |N, 0〉 and |0, N〉 [72,73]. Moreover, we can mod-
ulate the relative phase by postprocessing the detuning of

the two resonators. Despite the phase shifts, by applying
a π/2 pulse to the qubit, the state in Eq. (14) is trans-
formed to [|g〉(|N, 0〉 + |0, N〉) + |e〉(|N, 0〉 − |0, N〉)]/2. Af-
ter a projection measurement on the qubit with basis {|g〉, |e〉},
we can obtain the NOON states (|N, 0〉 + |0, N〉)/

√
2 and

(|N, 0〉 − |0, N〉)/
√

2 with the qubit in |g〉 and |e〉, respec-
tively. In Fig. 5, the evolution of the density matrix compo-
nents is plotted with the initial state 1√

2
(|g〉 + |e〉)|15, 0〉. At

time t = 171 ns, i.e., the operating time of the generalized
Fredkin gate, the density matrix has a major overlap with the
target state 1√

2
(|g〉|15, 0〉 + |e〉|0, 15〉) and its fidelity is 0.70.

The main error sources to limit the fidelity of NOON states
are decoherences of the qubit and the resonators. The fidelity
heavily depends on the number of photons. If a transmon
is employed as the bus qubit, the second excited level will
induce an additional coupling similar to the one in the case of
three qubits, but there will not be the trouble of ZZ crosstalk.
The detuning δ should be set to an appropriate value to avoid
photon leakage to the transmon.

V. CONCLUSION

We present an approach to conveniently generate effective
three-body interactions in superconducting circuits. By em-
ploying a detuned bus qubit as the intermediation, we can
obtain interactions between two qubits or resonators which
are dependent on the state of the bus qubit. By introducing a
direct interaction to match the indirect interaction mediated
by the bus qubit, energy swapping between the two qubits
or resonators can be switched on and off conditioned on the
state of the bus qubit. This controlled-swapping dynamics can
be used to implement a quantum Fredkin gate. The working
principle of the three-qubit controlled gate is extended to
construct a generalized Fredkin gate which can control the
swapping of photons between two resonators. We show its
application in preparing high-NOON states. Our work is a
step towards quantum simulation of strongly correlated sys-
tems with many-body interactions and quantum information
processing with multiqubit gates.
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