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Nanosecond-timescale development of Faraday rotation in an ultracold gas
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When a gas of ultracold atoms is suddenly illuminated by light that is nearly resonant with an atomic
transition, the atoms cannot respond instantaneously. This noninstantaneous response means the gas is initially
more transparent to the applied light than in steady state. The timescale associated with the development
of light absorption is set by the atomic excited-state lifetime. Similarly, the index of refraction in the gas
also requires time to reach a steady-state value, but the development of the associated phase response is
expected to be slower than absorption effects. Faraday rotation is one manifestation of differing indices of
refraction for orthogonal circular light polarization components. We have performed experiments measuring
the time-dependent development of polarization rotation in an ultracold gas subjected to a magnetic field.
Our measurements match theoretical predictions based on solving optical Bloch equations. We are able to
identify how parameters such as steady-state optical thickness and applied magnetic field strength influence
the development of Faraday rotation.
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I. INTRODUCTION

Extensive theoretical and experimental research has been
performed studying near-resonant light interacting with ul-
tracold atomic gases, ranging from dilute (e.g., low spatial
number density) [1,2] to high-density ensembles [3–5]. A
description using coupled dipoles adequately captures physics
in a low-density gas [6,7]. Accurate predictions for light
in high-density gases, where atom-atom interactions become
relevant, are also being pursued [8,9]. Identifying subtleties
linked to the physics in these systems is ongoing. For instance,
recent theoretical calculations indicate that transitioning from
a scalar description to one that includes the vector nature of
light (i.e., polarization) can significantly alter predictions of
phenomena such as Anderson localization of light [10,11].
While fundamental studies of light and its interactions with
matter date back centuries, it is clear there are still open
questions, highlighted by discrepancies between current the-
oretical models and experimental results [12]. The important
role resonant light plays in a wide variety of fields, including
quantum simulation [13], precision spectroscopy [14], optical
clocks [15], and ultracold plasmas [16] to name a few, encour-
ages the continued study of near-resonant light interactions. In
this article, we examine how a phase-associated effect, Fara-
day rotation, develops in concert with absorption as atoms in a
dilute ultracold gas transition from a state of being transparent
to being optically thick. (Here dilute means ρk−3 � 1, where
ρ is the spatial atom number density and k is the wave number
of the light.)

The characteristic response time of a gas of atoms to light
that is near-resonant or resonant with a particular transition
is determined by the atomic excited-state lifetime of that
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transition. One implication of this is that if near-resonant or
resonant light is suddenly applied to a gas of atoms, the gas
will be effectively transparent until the atoms have enough
time to develop an appreciable dipole response to the light.
This has been demonstrated theoretically and experimentally,
for example, in measurements of optical precursors [17],
optical free induction decay [18], and related effects [19].
However, these measurements have focused on absorption
effects. The atom gas can also shift the phase of incident
light (i.e., have a real component of an index of refraction),
but, similar to absorption, cannot do so instantaneously. Since
the phase response is noninstantaneous, related polarization
effects such as Faraday rotation will also take time to develop.

At first glance, the timescale for the phase shifts that un-
derly the phase effects might be expected to be approximately
twice as long as for absorption effects since the phase effects
manifest themselves linearly with the electric field while ab-
sorption effects are observed via light intensity (proportional
to the electric field squared). Through the work presented in
this article, we find that the associated physics in a realistic
system is more complicated than a straightforward ratio of
two relationship. We have conducted experiments measuring
the time development of Faraday rotation in an optically
thick ultracold gas and then compared those experimental
results with theoretical predictions. Aside from investigating
the associated basic physics, these considerations are relevant
if sufficiently short pulses are used in situations where phase
shifts are important, as can be the case in cavity QED [20] and
interacting Rydberg gases [21].

Our experiments consisted of suddenly turning on a reso-
nant linearly polarized laser beam through a gas of ultracold
atoms in a magnetic field and monitoring the intensity and
polarization of the transmitted light as a function of time.
After a sufficiently long period of time, the system reaches
quasi-steady state. We refer to this as a quasi-steady state
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because there is a period in time where the light transmission
stops changing rapidly with time, but there is then a slow
optical pumping that works to bring the gas to a true steady
state over a longer timescale. Along with a significant absorp-
tion of the light determined in part by the atom density, there
is a modification of the ellipticity and direction of the light
polarization. The latter effect can be understood as being due
to different values of the real part of the index of refraction of
the right-handed and left-handed circular polarization compo-
nents of the incident light. By measuring the development of
the intensity and polarization of the light as a function of time,
the time-dependent absorption and phase shifts of the light
in the gas can be characterized and compared to theoretical
expectations. Our experimental data are in good agreement
with calculations based on optical Bloch equations.

In the rest of this article, we describe the theoretical mod-
eling of our system and present results based on experimental
measurements. Section II presents the theory used to model
the time-dependent evolution of the light in an ultracold gas.
Section III describes our experimental implementation used to
perform measurements of the time-dependent development of
Faraday rotation in an ultracold gas. Section IV presents the
results based on experiments and discusses various influences
on the response times observed. Last, Sec. V summarizes our
conclusions.

II. THEORY

We use Maxwell’s equations and a set of optical Bloch
equations based on our experimental conditions to calculate
the time-dependent transmitted light intensity and polariza-
tion. The spatial extent of the gas as compared to the beam size
and wavelength of the incident light is such that diffraction
effects are negligible and thus not included in this treatment.
One advantage of this is that we can model the gas as having a
uniform spatial density of atoms rather than having to model
the density variations that exist in the actual experiment.
We also ignore the finite speed of light with regard to the
propagation of light intensity changes through the ultracold
gas, which is a reasonable approximation for our conditions.

To model our experimental measurements, we use param-
eters appropriate to the D2 line for 85Rb [shown in Fig. 1(a)]
for light that is nearly resonant on the F = 3 to F = 4 cycling
transition. The incident light is linearly polarized and propa-
gates along the direction of an applied magnetic field, so it is
natural to consider the light as being composed of equal parts
σ+ and σ− circular polarization components. The applied
magnetic field produces Zeeman shifts across the magnetic
sublevels, which causes the σ+ and σ− polarization compo-
nents to become frequency detuned by different amounts for
transitions that share the same ground-state magnetic sublevel
[see Fig. 1(b)]. Accounting for the range of induced detunings
along with the atoms’ relative transition strengths in the
calculation captures both the absorption and the phase shift
associated with the σ+ and σ− polarization components. If
the response of the multilevel atoms subjected to the magnetic
field leads to a differential phase shift between the polarization
components, then the result will be a polarization rotation of
the light.

FIG. 1. Relevant energy levels for our theoretical calculations
and experimental measurements of the time-dependent Faraday ro-
tation of light in an ultracold gas. The incident light is composed of
equal parts σ+ and σ− circular polarization and is represented by
the red arrow(s). Panel (a) shows the hyperfine structure in the D2
(780 nm) line in 85Rb (the ground-state [22] and excited-state [23]
splittings are not to scale). The incident light is primarily resonant
with the 5S1/2 F = 3 to 5P3/2 F = 4 cycling transition. Panel (b) de-
picts the magnetic sublevels in the 5S1/2 F = 3 ground state and
5P3/2 F = 4 excited state. The gray lines represent the degenerate
(no magnetic field) magnetic sublevels, and the black lines represent
the Zeeman-shifted sublevels. Two examples of the σ+ and σ−

polarization components with respect to particular magnetic sublevel
transitions are shown with different amounts of detuning resulting
from the energy shifts.

A. The polarization components

Our theoretical treatment begins with a linearly polarized
plane wave propagating in the ẑ direction. The plane wave,
�E (z, t ), is incident on a gas of effectively stationary atoms,
where z is the spatial coordinate and t is time. There is
assumed to be no spatial variation in the directions perpendic-
ular to the direction of propagation. Starting with Maxwell’s
equations and the plane wave assumption leads to the wave
equation

∂2 �E (z, t )

∂z2
= μ0

∂2 �D(z, t )

∂t2
, (1)

where �D(z, t ) = ε0 �E (z, t ) + �P(z, t ), μ0 is the vacuum per-
meability, ε0 is the vacuum permittivity, and �P(z, t ) is the
polarization response of the ultracold gas. The plane wave
solution is expressed as

�E (z, t ) = Ẽ+(z, t )σ̂+ + Ẽ−(z, t )σ̂−, (2)

Ẽ±(z, t ) = Ã±(z, t )e(ik0z−iωt ), (3)

where σ̂+ and σ̂− are circular basis unit vectors, and the ±
subscript corresponds to the σ+ and σ− circular polarization
components, respectively. Ã±(z, t ) are the polarization ampli-
tudes and slowly varying phase components of the wave, k0

is the vacuum wave number, and ω is the optical frequency.
The relative phase between the σ+ and σ− polarization com-
ponents of the incident light is initially set to be zero. The
atoms’ polarization response is expressed as

�P(z, t ) = P̃+(z, t )σ̂+ + P̃−(z, t )σ̂−, (4)

P̃±(z, t ) = ε0

k0
β̃±(z, t )e(ik0z−iωt ), (5)
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where β̃±(z, t ) are complex amplitudes corresponding to the
σ+ and σ− polarization component dipole responses of the
atoms. Steady-state treatments generally express the atoms’
polarization response as �P = ε0χ �E , where the susceptibility,
χ , is a constant. This is correct once the system has reached
steady state, but it is not an applicable expression for our
calculations since we are interested in what happens in the
system while the atoms’ polarization response is still devel-
oping with time.

To calculate the effect these dynamics have on the light in
the gas, we derive an envelope equation by substituting (2)
and (4) into (1). We apply the slowly varying envelope ap-
proximation and ∂P̃±

∂t � ωP̃±, which leads to

∂Ã±(z, t )

∂z
= i

2
β̃±(z, t ). (6)

A key feature of (6) is that it captures the time-dependent
evolution of the atoms’ dipole responses across the ẑ direction
spatial extent of the gas. To better appreciate the importance
of including the spatial extent in the calculation, it is useful to
first examine the evolution of near-resonant light interacting
with an optically thin gas of atoms in a simplified system as
compared to the real 85Rb states.

B. Atomic dipole response

A simple F = 0 to F = 1 transition can be used to examine
the relevant general physics of driving an optically thin gas
with light composed of equal parts σ+ and σ− polarization
components. An applied magnetic field induces Zeeman shifts
in the excited-state magnetic sublevels that causes the incident
light polarization components to become detuned by an equal
and opposite amount with magnitude |δ| from the zero mag-
netic field transition resonance. The optical Bloch equation for
the dipole coherence of the 
mF = +1 ground-excited-state
transition in a rotating frame can be expressed as

ρ̇1,2 = −(iδ + γ /2)ρ1,2 + iA′
+(ρ1,1 − ρ2,2), (7)

where the subscripts 1 and 2 denote the mF = 0 ground-state
and mF = +1 excited-state magnetic sublevels, respectively.
γ is the damping rate (i.e., inverse excited-state lifetime of
the transition), and A′

+ corresponds to the σ+ polarization
component of the incident light. The light is assumed to
have an instantaneous turn-on and is assumed to be very
low-intensity (A′

+ � γ ) so that the excited-state population
remains ignorable. Given the initial condition, ρ1,2 = 0 at
t = 0, an analytic solution for (7) can be expressed as

ρ1,2 = 2A′
+

γ

2δ/γ + i

1 + (2δ/γ )2

{
1 − exp

[
−γ

2
(1 + 2iδ/γ )t

]}
.

(8)
The imaginary part, Im(ρ1,2), is associated with absorp-

tion, while the real part, Re(ρ1,2), is associated with an index
of refraction. Working in normalized units for the electric
field amplitude, the transmitted σ+ light intensity through the
optically thin gas can be characterized by an optical depth
(i.e., number of e−1 absorption lengths) that is expressed as

O.D.+ = − ln
{
[1 − η Im(ρ1,2)]2

}
, (9)

FIG. 2. Time-dependent optical depth (blue solid curve) and
time-dependent phase (black dashed curve) of the transmitted σ+

polarization component through an optically thin gas of atoms driven
on a simple F = 0 to F = 1 transition, where A′

+ = 0.01γ and η =
1. The magnitude of the induced detuning in the calculations is |δ| =
0.3γ . The blue dotted (black dash-dotted) vertical line indicates the
time when the optical depth (phase response) reaches its maximum.
Panel (a) shows the curves plotted on the same horizontal axis, with a
clear separation between the times corresponding to the maximum of
each curve. Panel (b) shows that when the phase response is plotted
with respect to the bottom horizontal axis and the optical depth is
plotted with respect to a separate horizontal axis scaled by a factor
of 2 (shown on top of the panel), the dotted vertical lines exactly
overlap. Note that the vertical axes are normalized scales, and each
curve is normalized to its peak value.

where η is a unitless scale factor introduced to account for
the gas density and physical constants relating the dipole
coherence to the light absorption. For the calculations in this
section, we choose η such that O.D.+ ∼ .01 for t � 1/γ .
Figure 2(a) shows (9) and η Re(ρ1,2) plotted as functions of
time with the same horizontal time axis. Figure 2(b) shows
the same curves, but with the optical depth plotted with an
additional time axis that is a factor of 2 shorter, where the new
time axis is displayed on the top of the figure. In this case,
the amplitude and phase component differ by exactly a factor
of 2 with regard to their peak response. A Taylor expansion
of (8) about t = 0 shows the leading order for the amplitude
component is linear in time and the leading order for the phase
component is quadratic in time. This produces the difference
in curvature visible at early times in Fig. 2.

Extending the simple calculation to a transition with an
F > 0 ground state results in an immediate departure from
a factor of 2 difference between the amplitude and phase
components, however. To illustrate this, we use the F =
3 to F = 4 transition with magnetic sublevels depicted in
Fig. 1(b). The additional magnetic sublevels means there is
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a range of Zeeman-induced detunings associated with the
various transitions. A transition at the edge of the sublevels
(e.g., mF = +3 to mF = +4) has the largest detuning, labeled
δ. Assuming low-intensity incident light with an instantaneous
turn-on, the optically thin gas can be treated by solving 14
independent optical Bloch equations for the dipole coher-
ences. The complex amplitude of the σ+ (σ−) polarization
component dipole response is then proportional to the su-
perposition of dipole coherences corresponding to 
m = +1
(
m = −1) transitions. The dipole coherences have solutions
of the form expressed by (8), but with a detuning that is
different for each transition. Figure 3 shows that the additional
frequency components lead to less than a factor of 2 between
the peak response times for the amplitude and phase. As the
magnetic-field-induced detuning increases, there is a faster
response for both the amplitude and the phase. Additionally,
the quantitative changes in the peak response times due to
competing frequency components are accompanied by a qual-
itative change in the nature of the peaks as compared to those
shown in Fig. 2.

In contrast to these simple systems, our experiments were
not performed in an optically thin gas, but rather an optically
thick gas. This plays a role in the predictions of the total
light transmission through the gas and requires including the
ẑ direction absorption of the ultracold gas in the calculations.
We describe this inclusion in the next section.

C. Dividing the gas into increments

We return to the envelope equation derived in Sec. II A
with the motivation of including the ẑ direction absorption to
accurately model the time-dependent evolution of light in an
optically thick ultracold gas. The general solution to (6) with
respect to an initial reference position, z = 0, can be expressed
as

Ã±(z, t ) = Ã±(0, t ) + i

2

∫ z

0
dz′β̃±(z′, t ). (10)

We have approximated the gas as having a uniform density,
which is reasonable in the absence of diffraction effects.
We comment on the potential size of these effects for our
experimental parameters in Sec. III. Boundary effects are
not included in these calculations (i.e., the initial conditions
are taken to be an infinitesimal distance inside the medium
past the initial boundary). Our theoretical calculations depend
on numerically integrating (10). To do so, it is necessary
to identify the contributions to the dipole response terms in
the integrand. We obtain the dipole response terms in the
integrand by first calculating the density matrix for all states
associated with the 5S1/2 F = 3 to 5P3/2 F = 4 transition in
85Rb. We include the magnetic sublevels of the ground state
(F = 3) and excited state (F = 4) shown in Fig. 1(b). Time-
dependent Faraday rotation of the total light is introduced into
the calculation by including a magnetic field in the ẑ direction.
This incorporates the Zeeman-induced detunings associated
with the energy level shifts and leads to 256 coupled optical
Bloch equations that we solve to determine a 16 × 16 density

FIG. 3. Time-dependent optical depth (blue solid curve) and
time-dependent phase (black dashed curve) of the transmitted σ+

light through an optically thin gas of multilevel atoms driven on
an F = 3 to F = 4 transition in the presence of increasing applied
magnetic field strengths. The ground-state magnetic sublevels have
initial populations that are evenly distributed. The optical depth is
plotted with respect to the top horizontal axis, and the phase response
is plotted with respect to the bottom horizontal axis. Panels (a)–(c)
are the results when the magnitude of the magnetic-field-induced
detuning for the outermost allowed transition between ground- and
excited-state magnetic sublevels is (a) |δ| = 0.1γ , (b) |δ| = 0.2γ ,
and (c) |δ| = 0.3γ . The blue dotted (black dash-dotted) vertical line
indicates the time when the optical depth (phase response) reaches
its maximum. Note that the vertical axes are normalized scales, and
each curve is normalized to its peak value.

matrix

ρ =

⎛
⎜⎝

ρ1,1 . . . ρ1,16
...

. . .
...

ρ16,1 . . . ρ16,16

⎞
⎟⎠, (11)

where the subscripts 1 to 7 correspond to the magnetic sub-
levels (mF = −3, . . . ,+3) in the ground state and 8 to 16
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correspond to the magnetic sublevels (mF = −4, . . . ,+4) in
the excited state.

Once the density matrix is determined, we calculate
β̃+(z, t ) by summing the dipole coherence terms (i.e., off-
diagonal elements) that correspond to 
mF = +1 ground-
excited-state transitions and β̃−(z, t ) by summing the dipole
coherence terms that correspond to 
mF = −1 ground-
excited-state transitions. Besides coherences between ground
and excited states, there are also ground-ground (e.g., ρ1,2)
and excited-excited coherences (e.g., ρ8,9), and they play
different and lesser roles in the overall response of the atoms.

A critical aspect of our calculations is to divide the ultra-
cold gas into equally spaced increments of equal optical depth
along the ẑ direction. We calculate the density matrix for each
increment at each timestep, where the density matrix for an
increment is used to calculate the average dipole response
of the atoms within that increment. The local driving field
for subsequent increments is then the superposition of the
incident driving field and the dipole responses from preceding
increments. The polarization components of the local driving
field for an increment located at position z are given by (10),
where the position of the increment with respect to z = 0
corresponds to the limit of integration.

For our calculations, we use 20 increments with each incre-
ment having an optical depth of 1/20 the total optical depth,
where the total optical depth is typically between 1 and 2.
Convergence tests are performed to ensure that the increments
are sufficiently fine-grained so as to produce results with a
few percent precision. Once the complex amplitudes of the
polarization components are calculated for each increment at
each timestep, we can determine the time-dependent phase
difference of the transmitted light


φ(t ) = φ+(t ) − φ−(t ), (12)

where φ±(t ) are the phases associated with the complex polar-
ization components of the light given by (10). Equation (12)
represents the phase difference between the σ+ and σ− polar-
ization components of the total transmitted light after the light
has propagated through the full ẑ direction spatial extent of the
gas. The amount of polarization rotation incurred by the light
as it propagates through the gas is directly attributable to the
phase difference.

D. Calculation parameters

To make theoretical predictions that correspond to our ex-
perimental conditions, we use experimental data to constrain
the physical parameters required for the calculations. These
parameters include the magnitude of the magnetic field, the
laser detuning, and the average initial ground-state magnetic
sublevel population distribution (hereafter referred to as “m-
state distribution”) in the ultracold gas. The acousto-optic
modulator (AOM) that we use to turn the incident light on
quickly induces a linear frequency chirp during turn-on. We
independently measured that to be the case and so include a
linear chirp when calculating the atom response.

Theoretical predictions and experimentally measured
transmission data collected over a range of experimental
conditions are used to perform a least-squares minimization
to find best-fit values for these parameters. The calculations

FIG. 4. Schematic depicting the experimental setup used to mea-
sure the time-dependent Faraday rotation in an ultracold gas. The
beams used to form the initial MOT are left out for clarity. Note that
the near-resonance beam has a turn-on time that is faster than the
excited-state lifetime of the atoms.

maintain no assumptions of low-intensity or steady state. This
means that all 256 coupled differential equations required
to determine the density matrix must be solved for each
set of optimization parameters. Furthermore, this number of
equations must be solved for each increment at each timestep,
equating to over 5000 coupled equations being solved at each
timestep.

Through auxiliary measurements at larger detuning and
examining all measurements across multiple conditions, we
sensitively determined the light detuning and magnetic field
calibrations. While stable over the course of our measure-
ments, the m-state distribution would drift noticeably over
the course of days and more significantly over longer time
periods. It was computationally efficient and sufficient to just
capture the gross features of the m-state distribution, so the fit
parameters were the coefficients of a second-order polynomial
with variable m and the m-state distribution was assigned
based on that polynomial. More detailed descriptions of the
m-state distribution did not alter the predicted signals in a way
that indicated that such a description would add substantially
to the quality of the fit of predictions to experimental data.
That being said, not including the linear and quadratic terms
in the m-state distribution (i.e., assuming a uniform m-state
distribution) produces predictions that do a poor job of match-
ing our observations. The net result of these calculations is
predictions of the time-dependent light in an ultracold gas of
atoms corresponding to our experimental conditions.

III. EXPERIMENT

Our experimental measurements of the time-dependent
development of Faraday rotation were performed using an ul-
tracold gas of 85Rb. A near-resonance laser beam tuned to the
5S1/2 F = 3 to 5P3/2 F = 4 cycling transition was turned on
rapidly over a timescale faster than the excited-state lifetime
(τ = 26.25 ns [24]) of the atoms. This beam was directed
through the center of the ultracold gas. The total transmitted
light was decomposed into orthogonal polarization compo-
nents and detected on two independent fast photoreceivers.
A schematic depicting the experimental implementation is
shown in Fig. 4.
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We started our experiments by forming an 85Rb magneto-
optical trap (MOT) using standard techniques [25]. After
the MOT formation, the trap light and magnetic fields were
turned off and the atoms were given 4 ms to expand. This
resulted in a spherically symmetric ultracold gas with a root-
mean-square (RMS) spatial extent in one dimension of ap-
proximately 0.9 mm (determined through separate absorption
imaging measurements) and a peak spatial number density
of approximately 1010 cm−3. A magnetic field was then
applied to the gas. The magnitude of the magnetic field at
the location of the atoms was set to a value between 1.2 G
and 5.7 G. We did not increase the magnetic field further in
this iteration of the experiment because doing so results in the
development of a non-negligible dipole amplitude associated
with the 5S1/2 F = 3 to 5P3/2 F = 3 transition. Including this
transition along with possible decay paths substantially in-
creases the number of coupled differential equations required
to accurately model the system.

With a well-defined axis provided by the magnetic field, we
applied a near-resonance laser beam along the same direction
through the gas. The near-resonant beam was derived from the
MOT laser and a rapid turn-on time was realized by tightly
focusing the beam into a 200 MHz AOM. The AOM driver
was triggered by a 5 ns rise time function generator, which
resulted in a 10% to 90% first-order deflection turn-on time of
9 ns. The deflected beam was collimated and sized to a spot
size of 364 μm, which led to a peak intensity polarization-
averaged saturation parameter of I/Isat = 0.2, where Isat =
4.8 mW cm−2. The fast photoreceivers used for detection
resulted in a signal-to-noise ratio that limited our ability to
reduce the intensity much lower without dramatically increas-
ing the amount of data required for a measurement. The
near-resonance beam was passed through a Glan-Thompson
polarizer external to the vacuum chamber so the incident
light on the atoms was linearly polarized perpendicular to the
magnetic field direction.

We conducted estimates evaluating the potential impact of
boundary effects, diffraction, and refraction on our measured
signals. All are negligible for our conditions. In large part
this is because the complex index of refraction of the gas
is relatively small, being different than one by less than a
few 10−4 for all conditions measured. This indicates that any
possible boundary reflections are ignorable for our conditions,
and in any case the gas measured does not have a sharp
boundary. We estimated the impact of diffraction by modeling
differential phase and amplitude impact of the gas across the
laser beam perturbatively via an expansion in eigenfunctions,
finding impacts on the measured signals to be well less
than one part in 104. Refraction effects were modeled by
approximating the gas as an extended lens, with negligible
impacts predicted. Thus, the uniform density treatment in
the theory section above is applicable to our experimental
measurements.

Positioned on the output side of the vacuum chamber was
a quarter wave plate followed by a polarizing beam splitter
(PBS) cube. The orientation of the quarter wave plate’s fast
axis with respect to the input field’s polarization direction
determined what type of signal we measured. The two primary
orientations we used for our measurements were 45◦ and 0◦.
Using the 45◦ orientation led to the σ+ and σ− polarization
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FIG. 5. Experimental data and theoretical calculations when the
magnitude of the magnetic-field-induced detuning for the outermost
allowed transition between ground- and excited-state magnetic sub-
levels is |δ| = 0.04γ (B = 1.2 G). Panel (a) is data and predictions
when the quarter wave plate’s fast axis is positioned at 0◦, and
panel (b) is data and predictions when the quarter wave plate’s fast
axis is positioned at 45◦. The yellow pluses and blue circles are
experimental data collected on detector 1 and 2, respectively. The
black dashed and red solid curves are the predicted transmission
corresponding to the light on detector 1 and 2, respectively. The gray
dash-dotted curve in (a) is the incident light intensity when no atoms
are present in the vacuum chamber.

components of the total transmitted light being split into sep-
arate paths after the PBS. In this configuration, we measured
the transmitted light with and without ultracold atoms present
in the vacuum to determine the optical depth associated with
each of the polarization components.

Using the 0◦ orientation and having no ultracold atoms
present in the vacuum led to the incident light being transmit-
ted through the PBS on detector 1 (see Fig. 4) and only a small
background signal on detector 2. When atoms were present,
any relative phase shift between the σ+ and σ− polarization
components imparted by the atoms while responding to the
incident light caused the polarization vector of the total light
to rotate, resulting in a time-dependent transmission signal
developing on detector 2.

Data collection was performed by interleaving measure-
ments using the 0◦ and 45◦ orientations and two predeter-
mined magnetic field values. During data analysis, the fit for
the m-state distribution (described in Sec. II D) was performed
on pairs of experimental data sets corresponding to two mag-
netic field strengths collected in a “chopped” pattern. The data
collection sequence constrained the parameters in our theory
calculations such that the free parameters in the m-state distri-
bution cannot produce accurate predictions for data collected
at one magnetic field strength without adversely affecting the
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FIG. 6. The same type of data as shown in Fig. 5, except |δ| =
0.15γ (B = 4.0 G).

accuracy of the predicted curve for the companion magnetic
field strength data. Approximately 24 repeated measurements
were taken for each specific wave plate and magnetic field
combination, and the measurements were combined together
to produce curves like those shown in Figs. 5–7. Each of those
figures show experimental data collected in the presence of
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FIG. 7. The same type of data as shown in Fig. 5, except |δ| =
0.21γ (B = 5.7 G).

ultracold atoms in the vacuum and corresponding theoretical
transmission curves.

As shown in Figs. 5–7, the initial transparency of the gas
leads to a peak in the transmission as the incident light turns
on, and this intensity peak is visible in data collected using
both wave plate orientations. The initial transparency is a
direct result of the atoms requiring a finite amount of time
to develop an appreciable dipole amplitude in response to
the incident light. In addition, a time-dependent polarization
rotation develops as the atoms impart a differential phase shift
between the polarization components of the light. The signal
from this Faraday rotation can be seen in the data collected
with detector 2 using the 0◦ wave plate orientation.

IV. TIME-DEPENDENT RESPONSE

We have compared our experimental data to theoretical
predictions, and good agreement was obtained. To charac-
terize the time-dependent Faraday effect, we use the phase
difference defined by (12). The phase difference, 
φ(t ), can
also be extracted through fitting smooth curves directly to the
measured data. Given the agreement between data and theory
predictions, however, the basic features of the time-dependent
development of the polarization rotation can be extracted from
the matched theory curves with little difference from a direct
determination from the data.

In addition to determining the phase response, we calcu-
late the time-dependent development of the opacity in the
ultracold gas (i.e., the evolution of the optical depth). This is
expressed as

O.D.(t ) = − ln

[
I (t )

I0(t )

]
, (13)

where I (t ) is the total transmitted light intensity as a function
of time and I0(t ) is the total incident light intensity as a func-
tion of time. The results of the phase response calculations and
the evolution of the opacity calculations for data sets collected
using three different magnetic fields are shown in Fig. 8.

The curves shown in Fig. 8 share expected characteristics
with the simple calculations (see Sec. II B) for an ultracold
gas of atoms with multiple ground-state magnetic sublevels.
These characteristics include a separation between the scaled
peak response times of the optical depth and phase differ-
ence, along with increasingly faster response times for larger
applied magnetic fields. Figure 8 also illustrates the differ-
ence between the time-dependent response of the amplitude
component and the time-dependent response of the phase
component near t = 0 for a realistic finite turn-on time. The
amplitude response begins to develop almost immediately af-
ter the incident light is turned on, whereas the phase response
has a delayed onset under all conditions. This is expected
given the functional time dependence of the amplitude and
the phase components of the light, as discussed in Sec. II B.

From the model developed using a multilevel atom gas
with no constraints on the incident light intensity, it is straight-
forward to identify various parameters that can influence the
optical depth and phase response times in a detectable way.
These parameters include the incident light frequency detun-
ing and the magnetic field. For instance, larger magnetic fields
have larger detunings, and that drives the dipole response to
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FIG. 8. Time-dependent optical depth (blue solid curve) and
time-dependent phase difference (black dashed curve) calculated
from the theory curves of Figs. 5–7. The optical depth is plotted with
respect to the top horizontal axis, and the phase response is plotted
with respect to the bottom horizontal axis. Panels (a)–(c) are the
results when the magnitude of the magnetic-field-induced detuning
for the outermost allowed transition between ground- and excited-
state magnetic sublevels is (a) |δ| = 0.04γ , (b) |δ| = 0.15γ , and
(c) |δ| = 0.21γ . The blue dotted (black dash-dotted) vertical line
corresponds to the time when the optical depth (phase response)
reaches its maximum.

a peak value more rapidly than for smaller magnetic fields.
Additionally, the particular m-state distribution plays a role by
weighting the Zeeman-induced detuning contributions asso-
ciated with each transition. Also, saturation effects influence
the response times by making them shorter, although for
our conditions the impact of saturation effects on the fitted
response times is only a few percent.

As discussed in Sec. II, the optical thickness plays a role
in the gas response time in a way that is different than the
factors discussed above. For an optically thick gas in steady
state, the atoms on the side of the gas opposite to the incident
light will have relatively small dipole amplitudes. This is a
result of the light intensity at those atoms’ location being less

than the incident light due to absorption in the gas [26]. When
the light is initially applied to the gas, though, there is much
less absorption, and the atoms on the opposite side of the gas
are driven by light that has a higher intensity than in steady
state. This does not persist for long, since the gas absorbs
the incident light more and more as a function of time. How-
ever, the larger-than-steady-state intensity drives those atoms
toward (or even past) their steady-state dipole response much
faster during the period of relative transparency. This means
that the larger the optical thickness of the gas, the shorter the
timescale for the gas to absorb the light, since more atoms
will be strongly “overdriven” at early times. The result is a
total transmitted intensity that has a characteristic timescale
that is faster than the excited-state lifetime of the atoms. This
optical thickness effect was described in Ref. [27], although
in the context of a frequency domain description as opposed
to the time domain description presented in this work.

To illustrate this optical thickness effect with an example,
we can compare a couple of data sets with a B = 1.2 G
magnetic field (where detuning effects were smallest) using
gases having an optical depth of O.D. = 1.3 and O.D. =
2.2. The decay time of the transmitted intensity signal can
be evaluated using the total transmission observed (sum of
detector 1 and detector 2 signal) with the wave plate in the 0◦
orientation. From this total signal, the response time of the gas
can be characterized by the time difference between when the
transmission peak occurs and the time when the transmission
signal has fallen to e−1 of the peak value (adjusted by the
steady-state transmission signal). The timescale determined
from the O.D. = 1.3 data is 0.56 excited-state lifetimes and
the timescale determined from the O.D. = 2.2 data is 0.44
excited-state lifetimes illustrating a faster response with in-
creasing optical depth.

A similar overdriving effect occurs for the development of
polarization rotation with time as a function of the optical
thickness of the gas. For the phase components, an intuitive
picture is more challenging to develop since the phase over-
drive depends on the local polarization amplitude, which is
linked to time-dependent intensities and phases that can either
add or subtract in terms of overdriving atomic dipoles toward
their steady state. In addition, at early times (after the incident
light turn-on) the atoms are being driven by light with a phase
that is different than in steady state.

V. CONCLUSIONS

Atoms in an ultracold gas do not respond instantaneously
to the sudden application of near-resonant light, and this has
important consequences for the underlying dynamics in the
system before it reaches steady state. We have theoretically
described and experimentally measured the time-dependent
development of Faraday rotation in an ultracold gas subjected
to an applied magnetic field, and good agreement between
experimental results and theoretical predictions was obtained.
Polarization rotation is ultimately due to phase shifts induced
by the real part of indices of refraction in the gas, and a
naive expectation would be that the development of those
phase shifts requires about a factor of 2 longer in time than
absorption effects. The actual situation is more complex and
involves numerous factors that influence the phase response
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timescale in ways that make general characterizations diffi-
cult. For realistic systems, the phase response is slower than
the absorption response, though.

Among the various parameters of the system that influence
the response times is the optical thickness of the gas. During
the initial application of a light pulse, the atoms on the
opposite side of the gas from the incident light are driven

much more rapidly towards their steady-state response than
they would be in an optically thinner gas. Capturing this
optical thickness effect is important for accurately describing
the development of absorption and phase responses in an
ultracold gas and would likely need to be considered in any
applications or experiments using very short near-resonant
light pulses in similar systems.
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