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Overdamped dynamics of a Brownian particle levitated in a Paul trap
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We study the dynamics of the center of mass of a Brownian particle levitated in a Paul trap. We mostly
focus on the overdamped regime in the context of levitodynamics, comparing theory with numerical simulations
and experimental data from our Paul trap. We provide an exact analytical solution to the stochastic equation of
motion, expressions for the standard deviation of the motion, and thermalization times by using the WKB method
under two different limits. Finally, we prove that the power spectral density of the motion can be approximated by
that of an Ornstein-Uhlenbeck process and use the found expression to calibrate the motion of a trapped particle.
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I. INTRODUCTION

One of the strengths of cavity optomechanics, in particular
of the optomechanical Hamiltonian, is the large range of
different experimental systems to which it can be applied [1].
The role of the mechanical oscillator can be taken, for in-
stance, by a membrane resonator: These microfabricated sys-
tems have allowed ground-state cooling of a mechanical mode
in a macroscopic system for the first time [2–4]. Nonetheless,
the formalism is the same for other systems of mechanical
oscillators interacting with light. Levitated systems are no
different [5–8].

Research in levitodynamics has concentrated most of its
effort on the study of the c.m. motion of levitated objects.
For this reason, optical tweezers and silica particles have
become the most common trapping duple in the field [9,10],
due to its simple experimental requirements. However, the
possibility to levitate micro- and nanoparticles with opti-
cally active internal degrees of freedom, investigate materials
hosting emitters, or study richer Hamiltonians demands the
use of alternative trapping mechanisms. Quadrupole ion traps
offer a different solution that, unlike optical fields, does not
heat trapped particles through optical absorption (a major
cause of particle degradation in vacuum) while providing
large trapping volumes and deep potential wells [11]. Several
groups have demonstrated their utility by studying different
particle materials, including plasmonic nanoparticles [12] and
diamonds with embedded nitrogen-vacancy centers [11,13–
15]. They have also been used in cavity cooling experiments
[16,17] and are candidates for hybrid systems of nanoparticles
coupled to ions [18] and all-electrical systems [19].

The invention of the quadrupole ion trap had a tremendous
impact in physics [20], since it allowed the trapping of ions
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and thus gave rise to the manipulation of individual quantum
objects under well-controlled conditions for the first time
[21]. Naturally, after the first demonstrations of ion trapping
appeared, the study of the ion dynamics in quadrupole traps
increased at a vertiginous pace [22–24]. Despite this, due
to the very restrictive experimental conditions required for
ion trapping, the pressure regimes dominated by damping
and Brownian noise [25,26] did not receive much attention
until optical tweezers detection techniques were adapted to
nanoparticles levitated in Paul traps [27,28]. Furthermore,
many recent studies with micro- and nanoparticles in Paul
traps were mainly focused on the determination of the trapped
object’s optical properties [29–32] or in detecting small sig-
nals from internal degrees of freedom [11,14,15,33]. These
experiments would benefit from a good understanding of
the particle dynamics, since minimizing the variance of the
position greatly improves the particles’ signal collection.

To bridge this gap, we present a theoretical and experimen-
tal study of the dynamics of a particle levitated in a Paul trap
starting from its stochastic differential equation. We provide
the exact solution to the equation, expressions for the standard
deviation σy of the motion and thermalization times by using
the WKB method [34] under two different limits. We show
that a naive description based on the overdamped approxima-
tion, typically used by the optical tweezers community [35],
is not valid in the case of a Paul trap. Finally, we apply the
found expressions to prove the motion power spectral density
(PSD) can be approximated by that of an Ornstein-Uhlenbeck
(OU) process [36]. We complete our study by a thorough
comparison of all the reults from theory with simulations
and provide an example of an experimental application by
calibrating the motion of a trapped particle.

II. SOLUTION OF THE EQUATION OF MOTION

The c.m. motion along an axis of a classical particle
levitated in a quadrupole trap can be described [37] by the
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stochastic differential equation of motion

mÿ + γ ẏ − ε cos ωdty = ση(t ), (1)

where we have neglected dc electric fields. Here m is the
particle mass [38], γ is the constant damping due to the
interaction with residual gas molecules, ωd is the trap driving
frequency, and ε is defined as

ε � QV

d2
,

with Q the particle charge, V the trap voltage, and d the
characteristic size of the trap (related to the distance between
electrodes), and finally ση(t ) is a stochastic force, with η(t )
a unit intensity Gaussian white noise and σ = √

2kBT γ [39].
We notice that at the pressure regimes of this work (ambient to
low vacuum), the quadratic region of the electric potential in
the trap is much larger than the particle confinement. There-
fore, the dynamics along the different axes are uncoupled and
the one-dimensional equation that we have just presented is a
good description for the motion along all of them [40].

An explicit expression for y(t ) can be obtained as follows.
We introduce the normalized damping � = γ /m and perform
the change of variables y = e−(�/2)t y1, obtaining

mÿ1 −
(

m�2

4
+ ε cos ωdt

)
y1 = σe(�/2)tη(t ). (2)

Introducing a dimensionless time τ = ωdt/2 and defining

y2 = mωd

2
y1,

we get

ÿ2 −
(

�2

ω2
d

+ 2
2ε

mω2
d

cos(2τ )

)
y2 = 2σ

ωd
e(�/ωd )τ η

(
2τ

ωd

)
. (3)

Notice that with a = −�2/ω2
d, q = 2ε/mω2

d we obtain the
Mathieu equation on the left-hand side of the equation, plus
a noise term

ÿ2 + [a − 2q cos(2τ )]y2 = 2σ

ωd
e(�/ωd )τ η

(
2τ

ωd

)
. (4)

We can now rewrite this equation as a first-order linear system
with Y = (y2, v2)�, where v2 = ẏ2. In the Itô’s notation1

dY =
(

0 1
−a + 2q cos(2τ ) 0

)
Y dτ +

(
0√

2
ωd

σe(�/ωd )τ

)
dWτ .

(5)

Here Wτ is a Wiener process: the time integral of a white noise
η(t ) driving the equation of motion

Wt =
∫ t

0
ηsds. (6)

The fundamental matrix solution of the associated homo-
geneous noise-free system is given by the Mathieu cosine

1In the noise differential we used η( 2τ

ωd
) 2

ωd
dτ = η(t )dt = dWt =√

2
ωd

dWτ . The time change formula for Itô integrals was used (see

[36], Theorem 8.5.7).

and sine functions (for a detailed discussion of the Mathieu
equation and functions’ properties, see [41]; see also the
Appendix)

	(τ ) =
(

ca,q(τ ) sa,q(τ )
ċa,q(τ ) ṡa,q(τ )

)
.

With Liouville’s formula [42], we see that the determinant of
this matrix is 1. Therefore, its inverse is

	−1(τ ) = det 	(τ )−1

(
ṡa,q(τ ) −sa,q(τ )

−ċa,q(τ ) ca,q(τ )

)

=
(

ṡa,q(τ ) −sa,q(τ )
−ċa,q(τ ) ca,q(τ )

)
(7)

and hence we can solve the complete system (see the Ap-
pendix). Solving for the particle’s position, we obtain

y2

(
2τ

ωd

)
= (ca,q(τ ) sa,q(τ ))

(
y2(0)
v2(0)

)
+ (ca,q(τ ) sa,q(τ ))

×
∫ τ

0

√
2

ωd
σe(�/ωd )u

(−sa,q(u)
ca,q(u)

)
dWu, (8)

which is the solution of (5). Undoing the time change and
setting y2 = ωdm

2 e(�/t2)y, we obtain

y(t ) = e−�t/2(ca,q(ωdt/2) sa,q(ωdt/2))

(
y(0)

2
ωd

v(0) + �
ωd

y(0)

)

+ 2

ωdm
(ca,q(ωdt/2) sa,q(ωdt/2))

×
∫ t

0
σe(�/2)(r−t )

(−sa,q(ωdr/2)
ca,q(ωdr/2)

)
dWr, (9)

which is an explicit analytical solution of Eq. (1) and coin-
cides with the solution provided in Ref. [43]. Note that the
initial condition terms decay exponentially and do not affect
the long-term behavior of the equation.

III. APPROXIMATE SOLUTION AND PSD

Even though the solution in (9) is exact, it is difficult
to obtain useful parameters from it, such as its moments’
asymptotic behavior, without numerical methods. We thus
provide an alternative approximate solution by following the
WKB procedure to find the short- and long-term behaviors of
the physically relevant process variance 〈y2(t )〉.

With the WKB computations, one seeks a solution of the
form

y(τ ) = e−τ/2κ exp

(
S0

κ
+ S1 + · · ·

)

as a series in terms of κ , known as the small parameter.
Since the choice of κ has a certain degree of arbitrariness, we
provide calculations for two κ alternatives. We then follow
our analysis by further approximation, dropping small terms
of the series, and find that both choices lead to a result of the
same form. Numerical simulations serve as a final check for
the validity of the expressions.
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For the first series, we use the particle mass m as the small
parameter κ . In the second case, we rewrite Eq. (1) as

κ2ÿ + κ ẏ − β ′ cos(2τ )y = mσ

γ 2

√
ωd

2
η(τ ), (10)

which is a reformulation of (1) where τ = ωdt
2 as before, β ′ =

mε
γ 2 , and κ = mωd

2γ
is the new small parameter.

At this point we introduce a set of parameter values, in
accordance with our experimental setup (see the Appendix),
for which κ � 1, and thus ensure the validity of the method.
The derivations provided are completely general except when
an approximation relies on the specific values of the chosen
parameters, in which case it is explicitly indicated.

Stating the problem with the initial conditions y(0) =
v(0) = 0 for greater clarity, the solution of the equation of
motion is then found to be, approximately (see the Appendix),

y(t ) ≈ σ

γ

∫ t

0
eλ(t−s)dWs. (11)

As before, Wt is a Wiener process and λ is the larger of the
two characteristic Floquet exponents; λ can be thought of
as a thermalization rate: The time it takes for the particle to
reach “equilibrium” is proportional to 1/|λ|. However, one
should recall that the Paul trap equation is nonautonomous and
therefore the concepts from the theory of stationary processes,
when they apply, are only approximations.

The value of λ depends on the way the limit is taken and
how many terms of the series expansion are considered (see
the Appendix), but in both cases it is a negative number with
a small absolute value that can be approximated as

λ ≈ −mε2

2γ 3
. (12)

Our numerical tests show that this is a good approximation
when the equation parameters are similar to actual nanopar-
ticle experiments [14–16,27,28], for pressures between a few
millibars and ambient.

According to the Itô isometry [36], the variance of the
approximate solution equals

E[y2(t )] =
(

σ

γ

)2 ∫ t

0
e2λ(t−s)ds =

(
σ

γ

)2 1 − e2λt

2|λ| . (13)

It follows that

E[y2(t )] 	 σ 2

2γ 2|λ| (14)

for t 
 1/|λ| and that the variance converges to this value in
the limit t → ∞. For short times the diffusion term dominates
and it grows linearly

E[y(t )2] ≈
(

σ

γ

)2

t . (15)

The actual duration of this regime depends on the exact phys-
ical parameters. By taking values from common nanoparticle
experiments [14–16,27,28], we find it should lie in the 10−2 s
to several seconds range (see Fig. 2).

FPGA

Position 
detection

980 nm

OBJ

Paul trap

BPF

Paul trap

1 mm

compensation
electrode

Trapped
 particle

(a) (b)

FIG. 1. Experimental setup. (a) Sketch of the setup. A Paul
trap, driven by a high-voltage sinusoidal signal, levitates a charged
nanoparticle that is illuminated from the left with a 980-nm diode
laser. The scattered light is collected with an objective (OBJ) and
sent to a quadrant photodiode to detect the motion. The measured
signals are bandpass filtered (BPF) and sent to a field-programable
gate array (FPGA), where they are further preprocessed and sent to a
computer. (b) Picture of the trap inside the vacuum chamber viewed
from above, showing the end-cap Paul trap electrodes and one of the
compensation electrodes.

The expression (11) is approximately equal to the station-
ary solution of the OU equation [36]

dxt = λxt + σ

γ
dWt , (16)

which also describes optically trapped particles in the over-
damped regime. Therefore, the covariance of the process y(t )
is approximately equal to the covariance of the stationary OU
process, that is,

E[y(t )y(u)] ≈ σ 2

2γ 2|λ|eλ|u−t |. (17)

By the Wiener-Kinchine theorem, the spectral density
of y(t ) is

Sy(ω) =
∫ ∞

−∞
e−iωt σ 2

2γ 2|λ|eλ|t |dt (18)

=
(

σ

γ

)2 1

λ2 + ω2
= 2kBT/γ

λ2 + ω2
. (19)

We provide a more detailed argument by using explicit bounds
on the error of the WKB approximation (see the Appendix).
From (18) we clearly see that our parameter |λ| corresponds
to the cutoff frequency of the trap [44].

IV. EXPERIMENTAL SETUP

The experimental setup is displayed in Fig. 1. We use a
rotationally symmetric end-cap Paul trap to levitate charged
nanoparticles (silica and polystyrene). It is designed to pro-
vide optical access and a linear electric field in a large volume
around the trapping region. The Paul trap is made of two
assembled steel electrodes separated by 1.4 mm mounted
on a ceramic holder. The oscillating field is created by a
high-voltage signal (sinusoidal with frequency between 1 and
30 kHz with an amplitude of 0.6–2 kVpp).
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FIG. 2. Variance and reheating. Comparison of numerical simulations of the variance (purple) with the analytical expressions (red dashed
lines) found in Sec. III. (a)–(d) Simulations of E[y2(t )] [starting from (x, v) = (0, 0) at t = 0] for t � 1/|λ| in a range of typical experimental
values, proving the validity of the expressions for common nanoparticle experiments. The insets in (a) and (d) show the oscillatory behavior
of the variance due to the trap driving, along with confidence intervals of ±1 standard error (these margins cannot be seen in some of the
figures, due to the oscillations being much larger than the uncertainty). Although (b) and (c) appear similar at first sight, they show very
different speeds in a reheating experiment. (e) and (f) Simulations of E[y2(t )] for t > 1/|λ|. Thermalization around an equilibrium value can
be observed. Cases are portrayed where the oscillations (e) dominate and (f) are small with respect to the equilibrium value. Again, the gray
area around the variance (in purple) represents ±1 standard error. The simulation details include T = 295 K, a Paul trap with f = 20 kHz,
and V = 1000 V, in addition to the following: (a) pressure p = 101 mbars, a particle with diameter d = 200 nm, and Q = 100e+; (b) pressure
p = 1010 mbars, a particle with d = 1 μm, and Q = 500e+; (c) same as (a) but with p = 1010 mbars; (d) same as (c) but with d = 40 nm; (e)
d = 200 nm, Q = 500e+, p = 300 mbars, and V = 2000 V; and (f) same as (e) but with p = 1010 mbars and V = 1000 V.

The nanoparticles, originally suspended in ethanol, are
loaded into the trap with a custom-made electrospray at am-
bient pressure. This ensures that particles are highly charged
(50 < n < 1000 of net e+ charges in this study, depending
on the particle). The Paul trap is mounted on a piezoelectric
stage inside a vacuum chamber, giving access to pressures
below ambient conditions. A laser, focused with an aspheric
lens with low effective numerical aperture (NA) (less than
0.1), illuminates the particle. Its scattering signal is collected
in the forward detection with an objective (0.8 NA) and
directed to a quadrant photodiode, giving signals proportional
to the particle motion in the three perpendicular directions x(t )
(parallel to trap axis), y(t ) (gravity direction), and z(t ) (beam
propagation). The signals are sent to a field-programable gate
array and recorded in a computer.

V. RESULTS AND DISCUSSION

We have simulated2 the stochastic differential equation to
check the validity of the approximate solution (11) and the

2The code and libraries can be freely downloaded from [45].

expression (18) of the motion’s PSD. We have also measured
position traces from a real trapped particle, computed the
PSD, and compared the results to the model to calibrate the
position signal (i.e., find the factor to convert a signal in
volts to meters). Finally, we have studied the dependence of
σy �

√
E[y2(t )] on the experimental parameters ωd and QV

for long t to ascertain the best regimes for trapping in terms
of particle confinement.

The behavior of E[y2(t )] for common nanoparticle exper-
imental parameters is displayed in Fig. 2. Figures 2(a)–2(d)
compare the diffusive regime (t � 1/|λ|) of the process vari-
ance to the expression (15) for different parameter choices.
In all of our numerical experiments E[y2(t )] closely follows
the σ 2

γ 2 t trend. However, in some of them a small oscillation at
ωd can be seen, which is not present in our model due to the
approximations of the WKB method. These realizations of the
process start with initial conditions at the origin x(0) = 0 and
v(0) = 0 and represent the behavior we would expect from
a cooled nanoparticle (for instance, with feedback cooling
through the compensation electrodes [46]) after the cooling
is turned off at t = 0.

Figures 2(e) and 2(f) show the long-term trend of the
position variance (t > |λ|). The diffusive regime and the
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asymptotic equilibrium value found in (14) are marked with
red dashed lines and the simulations are found to follow these
closely (the higher the number of averaged traces, the smaller
the variance of the simulation and the better the resemblance
with the model). We found a surprisingly long thermalization
time for the particle motion to reach equilibrium, which we
have verified with numerical simulations. Depending on the
experimental conditions, it might take seconds [as is the case
of Fig. 2(f)] or even tens of seconds for common values ex-
tracted from the literature. This is in stark contrast with optical
dipole traps. At ambient- or low-vacuum-pressure regimes, a
cooled optically trapped nanoparticle reaches equilibrium in
the timescale of microseconds. The results indicate that one
should be cautious when taking data from a trapped particle
on a Paul trap, since the process memory might be longer than
expected and the results could still be affected by the initial
conditions.

Another interesting finding is that, in this regime, E[y2(t )]
does not converge to the value expected from the equipartition
theorem if one naively uses the effective potential approxima-
tion for quadrupole traps. For a simple harmonic oscillator,
E[y2(t )] = kBT/m
2, and using the expression for the secular
frequency of a weakly damped Paul trap [47]


 = ωd

2

√
q2

2
− �2

ω2
d

, (20)

one finds that

E[y2(t )] = kBT

m
2
= 8kBT

mω2
d

(
q2 − 2�2

ω2
d

) . (21)

From Eq. (20) we see that the secular approximation breaks
down if 2�2/ω2

d > q2, as it is typically the case at ambient
pressure. However, Eq. (14) shows (with the support of nu-
merical simulations) that

E[y2(t )] 	 σ 2γ

mε2
= 8kBT

mq2ω2
d

(
�2

ω2
d

)
. (22)

Notice that the right-hand expression does not really depend
on ωd, since q ∝ 1/ω2

d. A refined approximation to the vari-
ance was given in Ref. [25],

E[y2(t )] 	 8kBT

mq2ω2
d

(
1 + �2

ω2
d

)
I2
0

⎛
⎝ q√

1 + �2

ω2
d

⎞
⎠, (23)

where I0 is the zeroth-order modified Bessel function.
The approximation in (22), of course, is not valid for

any choice of values in parameter space, since we have
used several approximations based on our own experiment.
Nonetheless, it is a good approximation for nanoparticles in
Paul traps at ambient- and similar pressure regimes, as long as
the condition � 
 ωd is fulfilled and the stability criteria of
the Mathieu equation are met [25,48], i.e., q is not too large
(in particular, q �

√
1 + �2/ω2

d , since in this case I0 	 1).
Equation (23) has a minimum at qmin = 1.518

√
1 + �2/ω2

d ,
which finds the optimal set of parameters to maximize the
confinement

E[y2(t )]min = 8kBT

mω2
d

. (24)

Therefore, we see that our approximation is valid when the
parameters of the system are tuned close to the optimal
situation, which is done in practice when the trap is loaded
with nanoparticles.

At high pressures there is no secular oscillation: The
motion is highly damped and the only observed oscillation
is due to the micromotion driving at ωd [28], responsible
for the peak at ωd we see in the plots of Fig. 3. However,
the overdamped approximation cannot be straightforwardly
applied. If a particle is optically trapped in a regime where
viscous forces dominate over inertia (i.e., at low Reynolds
numbers), the acceleration term (mÿ) can be neglected, and
it is assumed that the particle achieves a terminal velocity
instantaneously at every new position during its motion. This
approximation is valid for most experiments where micro- and
nanoparticles are trapped in either liquid or air [35]. However,
in Paul traps inertia has a key role on the ponderomotive force,
which in turn is the responsible for the trapping mechanism
[49]. Any attempt to neglect inertia would result in a vanishing
ponderomotive force and the inclusion of the noise term in
the equation of motion would produce a solution where the
particle diffuses away from the trap center (see the Appendix).
This result adds up to a number of recent works that question
the validity of the overdamped approximation in the field of
stochastic thermodynamics [50–53]. Instead, the solution we
present here, based on Eq. (18), represents a situation similar
to the overdamped optical trap, whose spectral density of
the position is characterized by a cutoff frequency ωk = k/γ ,
where k is the stiffness of the trap [44]. In our description, the
cutoff frequency is given by the parameter |λ|, so the effective
stiffness of the damped Paul trap is given by

k = mε2

2γ 2
= Q2V 2

2md4�2
, (25)

where the first equality clarifies the key effect of the mass on
the trapping mechanism, i.e., a massless particle experiences
zero restoring or ponderomotive force.

Figure 3(a) shows a measurement of the motion PSD of the
process (in blue) in the radial direction and Fig. 3(b) the PSD
of a simulated trace (also in blue) in a low-frequency regime
which is hard to detect experimentally. Both plot types are
compared with the OU model [Eq. (18), red dashed line] on a
log-log scale. The measurements of the trapped particle show
a corner frequency around 400 Hz, after which the spectrum
decays as 1/ω2. The red line in Fig. 3(a) is a fit to Eq. (18),
which can be used to calibrate the particle’s motion at ambient
pressure. Experimentally, careful consideration is required
on how this measurement is performed. A common motion
detection technique, also adopted in this work, consists in
focusing a laser on the particle and collecting the scattering
light. This induces an optical force which can noticeably
modify the dynamics. In our experiment, we have resorted
to an extremely low effective NA to minimize the effect
of the dipole potential. The simulation in Fig. 3(c) of the
process is compared to the model without any free parameters.
The agreement is excellent except for the micromotion peak
at ωd, which is averaged out in the model (as is expected
when using an OU model). The peak’s energy is however a
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FIG. 3. Motion spectral densities. Comparison of measurements and numerical simulations of the power spectral densities (blue) with
the analytical expressions (red dashed lines) found in Sec. V. (a) Measurement of the PSD Sx,y(ω) in the trap radial directions x and y
for a polystyrene particle 243 nm in diameter (Paul trap with V = 1000 V, f = 20 kHz, p = 100 mbars, and ±30% gauge uncertainty).
A fit of the expression found in (18) is superimposed, with amplitude and corner frequency as free parameters. The fitted corner frequency
|λ|/2π 	 420 Hz is marked with a gray dashed line. From Eq. (12) we recover a value of ε compatible with the pressure, voltage, and frequency
of the trap. (b) Simulation of the process with the expression in (18) superimposed (dashed red line) but no free parameters (using the values
of the simulation V = 1000 V, f = 20 kHz, p = 1010 mbars, and d = 200 nm, resulting in |λ|/2π 	 10 Hz). Excellent agreement between
the model and simulation is found except at ω = ωd, since the trap driving is suppressed in the Ornstein-Uhlenbeck model.

negligible contribution to the total E[y2(t )] and hence the PSD
expression can be safely used for calibration.

Figure 4 displays the dependence of σy and the thermaliza-
tion characteristic time with the parameters that are accessible
in the laboratory, namely, pressure and voltage. The functional
dependence was introduced in Eqs. (12) and (22) and, as we
already mentioned, a relevant absence in those expressions is
the trap frequency ωd, which has a negligible effect in the
particle confinement between 50 mbars and ambient pressure.
At the same time, σy is approximately proportional to the
pressure.

VI. CONCLUSION

We have solved the general stochastic differential equation
of a nanoparticle in a Paul trap, found a calibration method
for the motion PSD of a levitated nanoparticle at ambient or
low vacuum pressures, and applied it to a real experiment. The
PSD expression has been obtained by obtaining an alternative
(approximate) solution to the equation of motion with the
WKB method. With it, we have proved that y(t ) resembles an
OU process at pressures close to ambient and studied 〈y2(t )〉
for short and long times.

We have complemented our theoretical results with thor-
ough numerical experiments that validate the derived analyt-
ical expressions. We have also used our code to study the
dependence of the particle confinement with the Paul trap
parameters.

Our findings caution against naively assuming that the
effective potential model can be applied to any set of experi-
mental parameters. Also, as we have found out, particles may
equilibrate to the thermal bath very slowly; assuming that they
thermalize faster than measurement time without the proper
checks might lead to wrong conclusions.

If these two points are under control, the next step for
any levitation experiment is the calibration of the particle’s
motion, and the results of this work provide a method to
do so for particles in Paul traps. Our findings can also be

(b)

(a)

units of

(m
ba

rs
)

(m
ba

rs
)

−1

units of
−1

FIG. 4. Plot of
√
E[y2(t )] in equilibrium. (a) Dependence of the

characteristic time to reach equilibrium, τ = 1/|λ|, with the pressure
p and trap amplitude QV , for a particle with diameter d = 200 nm
[initial conditions (x, v) = (0, 0)]. On the plot axis, ne is the trapped
particle’s net number of electron charges. (b) Dependence of the
confinement σy �

√
E[y2(t )] with the pressure p and trap amplitude

QV after equilibrium has already been reached (i.e., t 
 τ ), for a
particle with diameter d = 200 nm. The confinement scales with the
mass as 1/

√
m, as can be seen from Eq. (22).
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readily applied to estimate and optimize the particle confine-
ment through the expression (22), which would be especially
relevant in experiments that crucially depend on the particles’
signal collection.
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APPENDIX

1. Explicit solution of a linear stochastic differential equation

A linear stochastic differential equation (SDE) takes the
general form

dXt = [A(t )Xt + a(t )]dt + σ (t )dWt . (A1)

In the scalar case, A(t ) and a(t ) are numerical coefficients;
in the general multivariate case A(t ) is a matrix and a(t ) is
a vector. In the scalar case, we may find the solution by the
following transformation and Itô’s lemma:

d

[
exp

(
−

∫
A(t )dt

)
Xt

]
= −A(t ) exp

(
−

∫
A(t )dt

)
Xt dt + exp

(
−

∫
A(t )dt

)
dXt

= exp

(
−

∫
A(t )dt

)
[−A(t )Xt dt + dXt ].

Therefore,

exp

(∫
A(t )dt

)
d

[
exp

(
−

∫
A(t )ds

)
Xt

]
= dXt − A(t )Xt dt = a(t )dt + σ (t )dWt

and

d

[
exp

(
−

∫
A(t )dt

)
Xt

]
= exp

(
−

∫
A(t )dt

)
[a(t )dt + σ (t )dWt ],

so an explicit solution to the SDE will be

Xt = exp

(∫ t

0
A(t )dt

)
X0 + exp

(∫ t

0
A(t )dt

)[∫ t

0
exp

(
−

∫
A(s)ds

)
a(s)ds +

∫ t

0
exp

(
−

∫
A(s)ds

)
σ (s)dWs

]
. (A2)

2. Mathieu functions

The Mathieu functions are solutions of Mathieu’s differen-
tial equation

ÿ + [a − 2q cos(2τ )]y = 0, (A3)

where a and q are constant parameters. Stability of the solu-
tions depends on the values of these parameters. Since it is
a linear second-order differential equation, two independent
solutions generate the linear space of all solutions of the
homogeneous problem.

In this paper, the Mathieu functions ca,q(τ ) and sa,q(τ )
are defined as the solutions of (A3) with initial conditions
(y, ẏ) = (1, 0) [for ca,q(τ )] and (y, ẏ) = (0, 1) [for sa,q(τ )], in
clear analogy to the standard cos(τ ) and sin(τ ) functions. For
a detailed discussion of the Mathieu equation and functions’
properties, see [41].

3. Experimental parameters

We use the following set of parameters, based on our own
experimental setup: (i) T = 295 K (ambient temperature); (ii)
particle radius, for which we assume 100 � r � 1000 nm
(from the radius, m = 4

3 r3ρ, where ρ is the material density;

assuming silica, this results in m ∈ [10−17, 10−15] kg); (iii)
γ = 6πνr, where ν = 18.6 × 10−6 Pa s is the viscosity of
air at ambient pressure, which gives γ = 3.5 × 10−11 kg/s,
and σ = √

2kBT γ is obtained from the fluctuation-dissipation
theorem, σ = 5.3 × 10−16; (iv) ωd/2π ∈ [0.5, 20] kHz; and
(v) Q is the net number of charges in the particle (assume
50 � Q � 1000), V the electric potential at the electrodes
(500 � V � 2000 V), and d2 a constant factor that takes into
account the geometry of the trap (0.1 < d < 1 mm). From
these we calculate ε = QV

d2 , with ε ∈ [4 × 10−9, 3 × 10−5].

4. Naive overdamped approximation

If inertia (mÿ) is neglected, Eq. (1) becomes

γ ẏ − ε cos ωdty = ση(t ), (A4)

which in the main text is referred to as the naive overdamped
approximation. The solution to this equation is

y(t ) = e−(ε/γωd ) sin ωdt

(
y(0) + σ

γ

∫ t

0
e(ε/γωd ) sin ωdrdWr

)
.

(A5)
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Assuming y(0) = 0 for simplicity, we may apply Itô’s
isometry in (A5), finding the expression for the process
variance

E[y2(t )] = e−(2ε/γωd ) sin ωdt

(
σ 2

γ 2

∫ t

0
e(2ε/γωd ) sin ωdsds

)
,

(A6)

which grows with time as O(t ). This behavior is qualitatively
different from the one obtained with the solution to the full
equation and indicates that, in this case, the singular perturba-
tion problem requires a more sophisticated approach than just
neglecting the highest-order term.

Some physical intuition on why the approximation fails
can be gained by noticing that in the absence of inertia or
noise, no net force acts on average over a cycle of the driving
field. By linearity, superimposing a Brownian motion leads to
a uniformly growing variance, thus avoiding a stable trapping
regime.

5. WKB calculations

We study the dynamics of a trapped particle, satisfying the
equation of motion

mÿ + γ ẏ − ε cos(ωdt )y = σηt . (A7)

Here γ , ε, ωd, and σ are constants and ηt denotes a unit
intensity white noise; γ is related to the � of the main text by
γ = �m. Here m is the particle’s mass and we are interested in
small values of m. We are thus going to conduct an asymptotic
analysis of the solutions to (A7) as m → 0. The primary object
of study is the variance of the particle’s position, i.e., the
expected value of [y(t ) − μt ]2, where μt denotes the expected
value of y(t ). In the case when y(0) = ẏ(0) = 0, we have μt =
0 and the variance is equal to the second moment E[y(t )2].
Here (and throughout the text) E denotes expected value.

First, we are going to study the homogeneous equation

mÿ + γ ẏ − ε cos(ωdt )y = 0. (A8)

This second-order equation has two linearly independent solu-
tions. We want to find their approximate expressions, in order
to study the solution of the randomly perturbed equation (A7).
To do this we first postulate that y(t ) has the form

y(t ) = exp
(
− γ

2m
t
)

u(t ) (A9)

and substitute into (A8) obtaining

mü =
(

γ 2

4m
+ ε cos(ωdt )

)
u. (A10)

Multiplying both sides by m, we rewrite (A10) as

m2ü =
(

γ 2

4
+ mε cos(ωdt )

)
u. (A11)

We will study the preceding equation, by the WKB method.
Using the ansatz

u(t ) = exp

(
1

m
S0(t ) + S1(t ) + mS2(t ) + · · ·

)
, (A12)

we get

ü =
(

1

m
S̈0 + S̈1 + mS̈2 + · · ·

)
u

+
(

1

m
Ṡ0 + Ṡ1 + mṠ2 + · · ·

)2

u. (A13)

Substituting this formula into Eq. (A11) and dividing by u, we
obtain

m2

(
1

m
S̈0 + S̈1 + mS̈2 + · · ·

)
+ m2

(
1

m
Ṡ0 + Ṡ1 + mṠ2 + · · ·

)2

= γ 2

4
+ mε cos(ωdt ). (A14)

We now compare the coefficients of the same powers of m on
both sides of this equation. In order m0 we obtain

(Ṡ0)2 = γ 2

4
. (A15)

This equation has two solutions Ṡ0 = γ

2 and Ṡ0 = − γ

2 . Let us
start from the first case, with

S0(t ) = γ

2
t . (A16)

Comparing the terms proportional to m1 on both sides of
(A14), we obtain

S̈0 + 2Ṡ0Ṡ1 = ε cos(ωdt ). (A17)

Substituting S0(t ) from (A16), we obtain

S1(t ) = ε

γωd
sin(ωdt ). (A18)

Next, comparing the terms proportional to m2 on both sides of
(A14), we find

S̈1 + (Ṡ1)2 + 2Ṡ0Ṡ2 = 0. (A19)

Substituting the calculated expressions for S0 and S1 from
(A16) and (A18) and solving for Ṡ2, we obtain

Ṡ2 = εωd

γ 2
sin(ωdt ) − ε2

2γ 3
[1 + cos(2ωdt )]. (A20)

Integrating, we get

S2(t ) = − ε

γ 2
cos(ωdt ) − ε2

2γ 3
t − ε2

4γ 3ωd
sin(2ωdt ). (A21)

Substituting the derived expressions for S0, S1, and S2 into
(A12) and neglecting the higher-order terms of the series in
the exponent, we obtain for the first of two linearly indepen-
dent solutions of (A11) the approximate formula

u(t ) ≈ exp

[(
γ

2m
− mε2

2γ 3

)
t + ε

γωd
sin(ωdt )

− mε

γ 2
cos(ωdt ) − mε2

4γ 3ωd
sin(2ωdt )

]
. (A22)

We now multiply u(t ) by exp(− γ

2mt ) and drop from the
expression in the exponent of (A22) the periodic terms pro-
portional to m (a fuller justification of this step will be given
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below) to obtain an approximate expression for the first of two
linearly independent solutions of Eq. (A8):

y1(t ) ≈ exp

[(
−mε2

2γ 3

)
t + ε

γωd
sin(ωdt )

]
. (A23)

An approximation of the second one follows from the choice

S0 = −γ

2
t (A24)

instead of (A16). A calculation fully analogous to the one
presented above leads to

y2(t ) ≈ exp

[(
− γ

m
+ mε2

2γ 3

)
t − ε

γωd
sin(ωdt )

]
. (A25)

Our approximate formulae are in agreement with Floquet
theory, according to which two linearly independent solutions
of Eq. (A8) can be chosen in the form

y j (t ) = exp(λ jt )Pj (t ) (A26)

for j = 1, 2, where Pj are 2π
ωd

periodic functions. Here λ1 and
λ2 are the characteristic exponents of the equation. The above
statement is true whenever the characteristic exponents are
distinct, which is clearly the case here. In what follows, only
the values of λ j are going to play a role, since the periodic
factors Pj are bounded. This is the reason why we could omit
corrections of order m in the exponents in (A23). Explicitly,
we have seen that, according to the WKB approximation,

λ1 ≈ −mε2

2γ 3
, (A27)

λ2 ≈ − γ

m
+ mε2

2γ 3
, (A28)

P1(t ) = exp

(
ε

γωd
sin(ωdt )

)
, (A29)

P2(t ) = exp

(
− ε

γωd
sin(ωdt )

)
. (A30)

We now use these values to study the behavior of solutions
to the randomly perturbed equation (A7). This can be done
directly, using the variation of constants method for the in-
homogeneous second-order equation (A7). According to this
method, Eq. (A7) has a particular solution equal to

y(t ) =
∫ t

0
�(s)−1[y1(s)y2(t ) − y1(t )y2(s)]

σ

m
ηsds, (A31)

where

�(s) = y1(s)ẏ2(s) − ẏ1(s)y2(t ). (A32)

Below we derive the same expression in a different way. First,
we rewrite our equation as a system

ẏ = v, (A33)

v̇ = ε

m
y − γ

m
v + σ

m
ηt . (A34)

Introducing the vector of dynamical variables

x =
(

y
v

)
, (A35)

the matrix

A(t ) =
(

0 1
ε
m cos(ωdt ) − γ

m

)
, (A36)

and the noise vector

h(t ) =
(

0
σ
m ηt

)
, (A37)

we can rewrite the above system as

ẋ(t ) = A(t )x(t ) + h(t ). (A38)

If y1 and y2 are two linearly independent solutions of the
homogeneous equation (A8), then the matrix

Q(t ) =
(

y1(t ) y2(t )
ẏ1(t ) ẏ2(t )

)
(A39)

is a fundamental matrix of the homogeneous system

ẋ(t ) = A(t )x(t ), (A40)

i.e., Q(t ) satisfies the matrix ordinary differential equation

Q̇(t ) = A(t )Q(t ). (A41)

The solution of the inhomogeneous system can be written as

x(t ) = Q(t )Q(0)−1x(0) +
∫ t

0
Q(t )Q(s)−1h(s)ds. (A42)

This follows from the variation of constants formula and can
be easily verified by direct differentiation. Note that because
both characteristic exponents are negative, the entries of Q(t )
decay exponentially, and so does the first term in the above
formula. Note also that if the particle is initially at y = 0 with
zero velocity, then x(0) = 0 and this first term vanishes. In any
case, the asymptotic behavior of the solution is determined by
the second term. We have

Q(t ) =
(

P1(t )eλ1t P2(t )eλ2t

Ṗ1(t )eλ1t + λ1P1(t )eλ1t Ṗ2(t )eλ2t + λ2P2(t )eλ2t

)
.

(A43)

Hence

�(t ) := det Q(t ) = −e(λ1+λ2 )t {(λ1 − λ2)P1(t )P2(t )

− [P1(t )Ṗ2(t ) − Ṗ1(t )P2(t )]}. (A44)

To leading order we thus have

�(t ) ≈ −(λ1 − λ2)e(λ1+λ2 )t P1(t )P2(t ) ∼ − γ

m
exp

(
− γ

m
t
)
.

(A45)

Now

Q(s)−1 = �(s)−1

(
Ṗ2(s)eλ2s + λ2P2(s)eλ2s −P2(s)eλ2s

−Ṗ1(s)eλ1s − λ1P1(s)eλ1s P1(s)eλ1s

)
.

(A46)

We want to study the first component of the vector x(t ) in
(A42). Since the first component of the noise vector h(s) in
(A37) equals 0, to calculate the first component of the integral
in (A42), we need to multiply the (1,2) element of the matrix
Q(t )Q(s)−1 by σ

m ηs and integrate over s from 0 to t . The (1,2)
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matrix element of Q(t )Q(s)−1 equals

[Q(t )Q(s)−1]1,2

= �(s)−1[−P1(t )P2(s)eλ1t+λ2s + P2(t )P1(s)eλ2t+λ1s].
(A47)

Approximating �(s) by its leading term, according to (A45)
we obtain

[Q(t )Q(s)−1]1,2 ≈ m

γ

[
P1(t )

P1(s)
eλ1(t−s) − P2(t )

P2(s)
eλ2(t−s)

]
.

(A48)

The factors P1(t )/P1(s) and P2(t )/P2(s) are of order 1 and in
fact quite close to 1, since for the considered values of the
parameters, ε

γωd
is of the order of 10−3 [see (A27)]. Of the

two exponential factors eλ1(t−s) and eλ2(t−s), the second decays
much faster with t − s and is negligible for small m. We are
thus left with the approximation to y(t ) [for simplicity we
consider the initial conditions y(0) = v(0) = 0],

y(t ) ≈ σ

γ

∫ t

0
eλ1(t−s)ηsds = σ

γ

∫ t

0
eλ1(t−s)dWs, (A49)

where the last expression is a stochastic integral with respect
to the Wiener process Wt , formally (and in the sense of distri-
bution theory) satisfying dWt

dt = ηt . The Itô isometry implies
that

E[y(t )2] ≈
(

σ

γ

)2 ∫ t

0
e2λ1(t−s)ds. (A50)

Extending the integral on the right-hand side of Eq. (A50) to
infinity, we obtain an approximate bound

E[y(t )2] � σ 2

2γ 2|λ1| = σ 2γ

mε2
. (A51)

Rather than substituting specific values of the physical pa-
rameters, we compare (the square root of) this result to
the experimental value of the standard deviation in order to
estimate the value of the particle’s actual mass.

We note that, since the exponent λ1 is very close to zero,
for small times t the integrand e2λ1t is close to 1 and the

approximate value of the variance is

E[y(t )2] ≈ σ 2

γ 2
t . (A52)

This is a good approximation (first term of the Taylor expan-
sion) as long as λ1t � 1, thus introducing a timescale τ = 1

λ1
.

For times much smaller than τ the variance grows approxi-
mately linearly with t , so the equation describes diffusion; for
times larger than τ , localization effects become pronounced.

It is interesting to compare the results of the above cal-
culation with those obtained from a different limit, used in
Ref. [25].

In the second case, with the new small parameter, we start
by dividing Eq. (10) by κ2 and transforming it into the system

�̇x(τ ) = A(τ )�x + �f (τ ), (A53)

where

�x =
(

x(t )
ẋ(t )

)
, A =

(
0 1

β ′ cos(2τ )/κ2 −1/κ

)
,

�f (τ ) =
(

0
4σ

mω2
d

√
ωd
2 η(τ )

)
.

Let �(τ ) be a principal fundamental matrix solution when
�f (τ ) = �0. Then the general solution is

�x(τ ) = �(τ )�x(0) +
∫ τ

0
�(τ )�(s)−1 �f (s)ds. (A54)

From the previous derivation, the two linearly independent
solutions of (10) are

x1,2(τ ) =
(

1

4
+ β ′ cos(2τ )

)−1/4

× exp

(
− τ

2κ
± 1

κ

∫ τ

0

√
1

4
+ β ′ cos(2τ )dτ

)
.

(A55)

Taylor expanding this expression3 gives

x1,2(τ ) =
(

1

4

)−1/4

exp
(
− τ

2κ

)
exp

[
± 1

κ

∫ τ

0

(
1

2
+ β ′ cos(2τ ) − β ′2 1 + cos(4τ )

2
dτ

)]
. (A56)

This results in

x1,2(τ ) =
(

1

4

)−1/4

exp
(
− τ

2κ

)
exp

[
±

(
τ

2κ
+ β ′ sin(2τ )

2κ
− β ′2τ

2κ
− (β ′)2 sin(4τ )

8κ

)]
. (A57)

Using τ = ωdt
2 , β ′ = mε

γ 2 , κ = mωd
2γ

, and substituting into Eq. (A57), we find (approximate) explicit expressions for the two
fundamental solutions

x1 =
(

1

4

)−1/4

exp

(
ε sin(ωdt )

ωdγ
− mε2t

γ 3

)
(A58)

3This is justified because β ′ � 1.

and

x2 =
(

1

4

)−1/4

exp

(
−γ t

m
− ε sin(ωdt )

ωdγ

)
. (A59)
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If P1(τ )eλ1τ and P2(τ )eλ2τ represent two linearly independent
solutions of the homogeneous equation, then

[�(τ )�−1(s)]1,2

= eλ2(τ−s)P2(τ )P1(s) − eλ1(τ−s)P1(τ )P2(s)

P1(s)[P′
2(s) + λ2P2(s)] − P2(s)[P′

1(s) + λ1P1(s)]
(A60)

≈ mωd

2γ
e−mε2(τ−s)/ωdγ

3
. (A61)

We still need to solve the inhomogeneous equation, for which
we compute∫ τ

0
[�(τ )η(s)�(s)−1]1,2 f2(s)η(s)ds

≈
∫ τ

0

mωd

2γ

4σ

mω2
d

√
ωd

2
η(s)e−mε2(τ−s)/ωdγ

3
η(s)ds

=
∫ τ

0

σ

γ

√
2

ωd
e−/mε2(τ−s)ωdγ

3
η(s)ds. (A62)

This provides us with an explicit solution of the process x(t ) in
terms of elementary functions and we may use it to calculate
the variance of the process.4 Applying the Itô isometry to
Eq. (A62), we get

E

[∫ τ

0

σ

γ

√
2

ωd
e−mε2(τ−s)/ωdγ

3
dWs

]2

=
∫ τ

0

σ 2

γ 2

2

ωd
e−2mε2(τ−s)/ωdγ

3
ds. (A63)

Using s = ωdt
2 , we finally obtain

E[y2(t )] 	
(

σ

γ

)2 ∫ 2t/ωd

0
e−mε2t/γ 3

ds. (A64)

This is in agreement with what was obtained from the small
mass limit.

6. Approximate spectral density

We now use the approximate solution of the equation of
motion to calculate the (also approximate) spectral density.
That is, we set

xt = σ

γ

∫ t

0
eλ(t−s)dWs. (A65)

For simplicity, we assume that x(0) = ẋ(0) = 0; the following
calculation can be easily generalized to the case of arbitrary
initial conditions. We use the definition of the spectral density

S(ω) = lim
T →∞

1

T
E

∣∣∣∣
∫ T

0
x(t )e−iωt dt

∣∣∣∣
2

. (A66)

Predictably, the result is the spectral density of the OU pro-
cess, approximating the exact solution

S(ω) = σ 2

γ 2

1

ω2 + λ2
. (A67)

4The first moment E[x(t )] = 0 by the properties of the Itô integral
with respect to a Wiener process.

For completeness, we include the expression for the expected
value in (A66), before the limit is taken, thus providing
corrections to (A67), which go to zero as T → ∞. The cal-
culation relies on the Itô isometry and tedious but elementary
integration. Its result is

ST (ω) = σ 2

γ 2

1

ω2 + λ2

(
1 + AT

T

)
, (A68)

where

AT = e2λT − 1

2λ
− 2

λ2 + ω2

× [λ(eλT cos αT − 1) + ωeλT sin ωT ]. (A69)

It is clear that the correction AT
T goes to zero, at the rate 1

T (we
recall that the characteristic exponent λ is negative).

7. Details of the numerical simulation

We have developed functions and libraries in C++ to gener-
ate sample paths of a vector process (of arbitrary dimension)
defined by a stochastic differential equation

di f X = a(t, X)dt + b(t, X)dW.

The simulation of Xt is performed with a modified Runge-
Kutta method for stochastic differential equations [54] (strong
order 1, deterministic order 2), detailed at the end of the
section. This particular method does not require any nonzero
derivatives of the diffusion term b(t, X). Other methods (e.g.,
the Milstein method) have strong order 1 but reduce to the
Euler-Maruyama method (strong order 0.5) when b(t, X) is a
constant.

Since the realizations of the process have a certain degree
of randomness, each of them will be different and many traces
(usually around n = 1000) need to be generated to estimate
the process statistical moments

E[ f (Xt )] 	 1

n

∑
i

f
(
X i

t

)
.

This is usually quite intensive in terms of processing power
and computer memory. For this reason, the main computation
is coded in C++, while MATLAB and PYTHON are used for post-
processing. The code and libraries can be freely downloaded
from [45].

8. Runge-Kutta method

Let X(t ) ∈ Rn be the stochastic process satisfying the gen-
eral Itô SDE. Given a time step �t and the value X(tk ) = Xk ,
then X(tk+1) is calculated recursively as

K1 = a(tk, Xk )�t + (�Wk − Sk

√
�t ) · b(tk, Xk ),

K2 = a(tk+1, Xk + K1)�t

+ (�Wk + Sk

√
�t ) · b(tk+1, Xk + K1),

Xk+1 = Xk + 1
2 (K1 + K2),

where �Wk ∼ N (0,�t ) and Sk = ±1, each having probabil-
ity 1/2. Setting Sk = 0 will approximate Xt in the Stratonovich
sense.

053823-11



CONANGLA, NWAIGWE, WEHR, AND RICA PHYSICAL REVIEW A 101, 053823 (2020)

[1] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt, Rev. Mod.
Phys. 86, 1391 (2014).

[2] A. D. O’Connell, M. Hofheinz, M. Ansmann, R. C. Bialczak,
M. Lenander, E. Lucero, M. Neeley, D. Sank, H. Wang, and M.
Weides, Nature (London) 464, 697 (2010).

[3] J. Teufel, T. Donner, D. Li, J. Harlow, M. Allman, K. Cicak,
A. Sirois, J. D. Whittaker, K. Lehnert, and R. W. Simmonds,
Nature (London) 475, 359 (2011).

[4] J. Chan, T. M. Alegre, A. H. Safavi-Naeini, J. T. Hill, A. Krause,
S. Gröblacher, M. Aspelmeyer, and O. Painter, Nature (London)
478, 89 (2011).

[5] D. E. Chang, C. Regal, S. Papp, D. Wilson, J. Ye, O. Painter,
H. J. Kimble, and P. Zoller, Proc. Natl. Acad. Sci. USA 107,
1005 (2010).

[6] O. Romero-Isart, M. L. Juan, R. Quidant, and J. I. Cirac, New
J. Phys. 12, 033015 (2010).

[7] J. Millen, T. S. Monteiro, R. Pettit, and A. N. Vamivakas, Rep.
Prog. Phys. 83, 026401 (2020).
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