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Comparative study of strong-field ionization of alkaline-earth-metal atoms
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We report on a comparative study of strong-field ionization of alkaline-earth-metal atoms by intense

femtosecond laser pulses from near-infrared to midinfrared wavelengths. By collecting the ionization signals
only produced within the central portion of the laser focus, the focus volume effect is largely reduced and
the saturation intensities for different alkaline-earth-metal atoms are reliably determined, which permits us to
directly test the strong-field-ionization theories. We demonstrate that the Perelomov-Popov-Terent’ev model
accurately predicts the experimental ionization yields and saturation intensities in general for arbitrary values
of the Keldysh parameter, while the Ammosov-Delone-Krainov simulations agree with the experiments for the
tunneling-ionization regime and also for the regime when the Keldysh parameter is around 1. Our work presents
benchmark data for strong-field ionization of alkaline-earth metals over a broad range of laser parameters and

confirms the validity of Keldysh’s picture for such atoms.

DOI: 10.1103/PhysRevA.101.053433

I. INTRODUCTION

Above-threshold ionization (ATT) is one of the most fun-
damental nonlinear processes for atoms and molecules in-
teracting with intense laser pulses. It refers to the liberation
of an electron bound in the atomic or molecular target with
absorption of many more photons than the minimum number
required to overcome the ionization potential (for reviews, see
[1,2]). Since its discovery 40 years ago [3], ATI has continued
to attract intense experimental and theoretical attention and
renew our understanding of strong-field physics. It was also
demonstrated that AT has various important applications such
as probing the ultrafast dynamics of atoms and molecules
[4-6] and characterization of the carrier-envelope phase of
few-cycle laser pulses [7].

It is now widely accepted that the ATI process is domi-
nated by multiphoton ionization (MPI) or tunneling ionization
(TI) depending on the Keldysh parameter y = w,/21,/E (in
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atomic units), based on Keldysh’s seminal work [8]. Here /,
is the ionization potential and E and o are the laser electric-
field amplitude and frequency, respectively. According to
Keldysh’s rate [8], for the MPI regime where y > 1, the total
ionization rate of ATI is proportional to (E/w)*»/"  while
for the T regime where y < 1, the total ionization rate scales
exponentially with the laser field. Subsequently, Perelomov
et al. derived the exact form of the preexponential factor of
Keldysh’s rate [9]. This is the well-known Perelomov-Popov-
Terent’ev (PPT) formula. The PPT theory is shown to be
valid for arbitrary values of y and laser wavelength [10]. A
more commonly employed theory in the strong-field physics
community is the Ammosov-Delone-Krainov (ADK) model
[11]. This model accounts for the static-field ionization rate of
arbitrary atoms and atomic ions and is thus applicable usually
for y — 0 (the TI regime).

One way to experimentally test the strong-field-ionization
theory is to scrutinize the ionization yield as a function
of laser intensity. Such experiments have been intensively
performed mainly on rare-gas atoms with near-infrared lasers
(see, e.g., [12-16]). The findings support Keldysh’s picture.
It was also found that the ADK model works well even for
the transition regime between MPI and TI (y ~ 1). However,
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strong-field-ionization experiments on other atomic species
have been performed much less frequently. Only a few inves-
tigations along this direction have been carried out (see, e.g.,
[17-20]). For instance, several transition-metal atoms have
been systematically studied and the experiments showed a
dramatic suppression of the ionization yield with respect to the
prediction from the ADK theory [19], which can be attributed
to the dynamic screening effects within the transition-metal
atoms. Recently, an experimental investigation across various
atomic targets including Na, K, Zn, and Mg was reported in
[21]. It revealed the general sufficiency of the PPT theoretical
prediction and the limitation of the ADK theory for small-y
values.

In a realistic experiment, the measured ionization yields
are usually the results of integration over three-dimensional
ion distributions produced within the laser focus volume.
Therefore, the ionization yields are averaged over a broad
range of intensities largely depending on the realistic laser
focus. This focus volume effect can smear out many subtle
features and thus introduces uncertainty in the theoretical
interpretation of the experiment. Over the past decades, var-
ious methods have been proposed to circumvent this spatial-
averaging effect [22-26]. Typical ways are, e.g., to reduce
the focus volume [27] or implementing weaker focusing
[28]. Indeed, characteristic features such as interference [29]
and charge-state depletion effects [30] in multiple ionization
of Xe, which have escaped observation with the traditional
geometry of laser focus, have been revealed by employing
these methods. In particular, Hansch and Van Woerkom [30]
introduced an intensity-selective scanning technique in which
the collected ionization products are limited to a small portion
of the interaction volume by an aperture so that the intensity
variation along the beam direction is removed.

In contrast, alkaline-earth-metal atoms have shown
interesting features when ionized by a strong laser field
[18,31-36]. Ionization yield measurements using nanosecond
or picosecond laser pulses have been performed mainly
in the MPI regime so far [37-39] and it remains unclear
whether the widely used strong-field-ionization theories are
applicable for such atoms (except for Mg [21]), which is of
fundamental importance to understanding their ionization
dynamics. Although the PPT and ADK theories have been
compared with the full-volume ionization measurements on
Mg in Ref. [21], it is unclear whether the conclusion on Mg
can be generalized to other alkaline-earth metals. This is
mainly because, first, strong-field ionization of alkaline-earth
metals has shown strong target-dependent behaviors. For
example, different single- and double-ionization channels
for different alkaline-earth metals have been experimentally
revealed [37,40,41]. Second, it has been realized in Ref. [19]
that the dynamical polarization effect can lead to obvious
discrepancies between the experiments and the ADK theory.
As compared with the transition metals studied in Ref. [19],
alkaline-earth metals also have high polarizabilities. Although
no obvious polarization effects can be found for Mg results
in Ref. [21], other alkaline-earth metals can have much
larger polarizabilities (e.g., 272.1 a.u. for Ba) than that of
Mg (71.3 a.u.) [42]. Obviously, the conclusion on Mg in
Ref. [21] cannot be simply extended to other alkaline-earth
metals without further experimental studies. Therefore, it is

very crucial to study different alkaline-earth metals with the
same laser parameters and test if their ionization yields can
be described by the PPT and ADK theories.

In this paper we present a systematic study of strong-field
ionization of alkaline-earth-metal atoms (Mg, Ca, Sr, and Ba)
using intense femtosecond laser pulses from near-infrared to
midinfrared wavelengths. Therefore, we explore their ioniza-
tion dynamics from MPI to the deep TI regime. Using a
narrow slit orthogonal to the laser-beam direction, only the
ionization yields produced within the central portion of the
laser focus are detected. This enables us to largely reduce
the focus volume effect when testing strong-field-ionization
theory. Additionally, it allows us to reliably determine the sat-
uration intensity [43,44], which can be unambiguously com-
pared with theory. Furthermore, we mix different alkaline-
earth metals in the atomic beam in our experiments. This
permits a comparative study of ionization dynamics of dif-
ferent alkaline-earth metals under identical laser conditions.
We find that the ionization saturation is very similar for Ca
and Sr due to their very close ionization potentials, while
the ionization saturation is much easier for Ba as compared
with Mg. We compare the measured ion yields, saturation
intensities for different alkaline-earth-metal atoms, and the
PPT and ADK theoretical simulations. We find overall good
agreement with the PPT prediction for arbitrary values of
y. The ADK simulation is found to agree well with the
experiments in the TI regime and also in the intermediate
regime when y is around 1. Our work presents benchmark
data for strong-field ionization of alkaline-earth-metal atoms
over a broad range of laser parameters and verifies the validity
of Keldysh’s picture for those atoms.

This paper is organized as follows. In Sec. II we introduce
the experimental apparatus. The PPT and ADK theories are
described briefly in Sec. III. In Sec. IV we present and
discuss the results. A summary and conclusions are given in
Sec. V.

II. EXPERIMENTAL SETUP

In our experiments, an optical parametric amplifier (OPA,
TOPAS-C, Light Conversion, Inc.), pumped by a commercial
Ti:sapphire laser system (2.5 mlJ, 45 fs, 1 kHz, Legend,
Coherent, Inc.), is employed to generate wavelength tunable
midinfrared femtosecond laser pulses. Using a combination of
an achromatic half waveplate and a polarizer, the pulse energy
is variable before being focused into the vacuum chamber. A
homemade time-of-flight (TOF) mass spectrometer is used for
detecting the ion signals. Figure 1 depicts schematically our
spectrometer. The base pressure achieved in the chamber is
below 10~% mbar. The measurements are performed with a
I-cm extraction region and a ~45-cm field-free drift region.
Due to the larger beam size used for 2000-nm pulses, the
focused waists in the present experiments are 8.49, 15.9, and
13.2 um for 800, 1500, and 2000 nm, respectively. The corre-
sponding confocal parameters (twice the Rayleigh length) are
0.56, 1.06, and 0.54 mm, respectively. A 0.5-mm grounded
metal slit, which is orthogonal to both the laser propagation
direction (z axis) and the TOF axis (x axis), is placed at the
entrance to the drift region. The slit limits the collection of
ions to those resulting from the beam waist with a parallel
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FIG. 1. Schematic of the main part of our time-of-flight mass
spectrometer.

beam geometry, thus cutting off the intensity variation over
the spatial region for large-z values.

An electrically heated stainless atomic oven is used to
produce a collimated atomic beam. To suppress the systematic
uncertainties originating from the absolute determination of
the atomic target density and laser intensity, we mix Ba and
Mg (Sr and Ca) in the atomic oven. Only the ions that fly
through the slit are detected by a microchannel plate (MCP)
located at the end of the spectrometer. The ion signal is then
amplified, discriminated, and finally recorded by a multihit
time digitizer to produce TOF mass spectra. The digitizer is
able to count multiple events with a time resolution of 0.5 ns.
During the measurements, the density of the mixture of two
different atomic species, i.e., Ba and Mg (Sr and Ca), in the
ionization volume remains stable by continuously monitoring
the temperature of the oven and also the ion signals of the
two atomic species separately. The laser peak intensities for
each wavelength are determined by comparing the measured
saturation intensity of the Xe™ yield with the ADK calculation
[45]. The uncertainty of the intensity determination is esti-
mated to be about 10%.

III. THE PPT AND ADK THEORIES

The PPT ionization rate can be expressed as the sum of the
rates of ATI corresponding to absorption of g photons
[o¢]

D wy(E, o), (D

qZGmin

wppr(E, ) =

where E and w are the amplitude and frequency of the laser
field, respectively, and guin = (I, + Up)/@ is the minimum
number of photons required to overcome the effective ioniza-
tion potential of the target, where I, is the field-free ionization
potential and U, is the ponderomotive energy. After a series
of derivations, the PPT rate can be written as [9]
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number, [* = n* — 1 is the effective orbital quantum number,
and / and m are the orbital quantum number and magnetic
quantum number, respectively. The factor (2/En*3)*"
accounts for the long-range Coulomb potential effect [46].

Further, y = ¢ VEZI” is the Keldysh parameter and
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Under the adiabatic approximation y < 1, the widely used
ADK formula [11] for the ionization rate can be obtained from
Eq. (2), which is given by

\/g 5\ 2 -lml=3/2
E)= S, m)l —_—
wapk (E) = Cppo f(L, m) (En**)

¢ 2 LE, 3)
where Cf*l* ( ey «/7 with e constant can be derived

when the COIldlthIl n* > [* is satisfied [11]. To calculate the
ionization rate, we average over all the possible values of m:

21 +1 Z WPPT(ADK)- 4

The ionization probability by a laser pulse at position (7, z)
inside the laser focus can be calculated by

+00

P=1-exp (— W[Er,zfm]dt), 5)
—00

where E, ; is the peak amplitude of the laser field at (r, z) and

f(¢) is the pulse envelope having a Gaussian shape.

In our experiments, only ions between the 0.5-mm slit
along the laser propagation (z axis) can be detected. There-
fore, to compare with the data, the spatial distribution of the
intensity limited by the z boundaries has to be considered. The
volume inside an isointensity surface I, restricted between
—z; and z; (here z; = 0.25 mm) is [45]

2 4
Visr, = Vo[% + & — gtanfl(f)

3
& £2+1
Gronle)) o

where V) = il wf ,E = /B2 "““" —h and ¢ =& for £ < z;/z, and
zi/z, for & > z; /z, Here A is the laser wavelength, Iycax is the

peak intensity, wy is the focus waist, and z, is the Rayleigh
range. The total ionization yield is obtained by integrating P
over the volume limited between —z; and z;.
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FIG. 2. Ion yields versus laser intensity for (a) Ba and (b) Mg.
The black squares and circles are the experimental data that have
been normalized to the point at the highest intensity. The correspond-
ing Keldysh parameters are shown on the top. The red solid and
dashed curves are the PPT and ADK simulations, respectively. The
blue solid curve in (b) is the PPT simulation using the generalized
Coulomb correction factor in [47]. The green straight dotted lines,
which follow the high-intensity linear portions of the measured
ion yields, intersect the intensity axis and determine the values of
experimental saturation intensities /. The laser central wavelength
is 800 nm and the pulse duration (full width at half maximum) is
45 fs.

IV. RESULTS AND DISCUSSION
A. Ba and Mg

Figures 2(a) and 2(b) show the measured ion yields as
functions of laser intensity at 800 nm for Ba and Mg, re-
spectively. Here the ion yield is the sum of the yields of the
singly and doubly charged ions. The predictions from the PPT
and ADK theories are presented for comparison. For a direct
comparison between the two theories and with the experiment,
both simulations have been multiplied by the same factor for
each target. Note that the simulations have been integrated
numerically over the experimentally determined laser pulse
duration and the spatial distribution confined by the 0.5-mm
slit. One can find that the PPT simulation is consistent with the
experimental data for Ba, while the ADK simulation is much
smaller than the data, especially for the lower intensities. This
may not be a surprise because the Keldysh parameter y is
varied from 9.44 to 1.49 for the intensities used here. The
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FIG. 3. Same as Fig. 2 but for 1500-nm, 30-fs laser pulses.
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FIG. 4. Same as Fig. 2 but for 2000-nm, 45-fs pulses.

ADK formula is not expected to be valid for such high values
of y, whereas the PPT theory is applicable.

For Mg, the experiment is performed at higher intensities
as compared to Ba. Although we are working in the transition
region between TI and MPI mechanisms (y ranging from
2.14 to 0.84), the ADK simulation is in good agreement with
the experiment. The PPT simulation, however, overestimates
the experiment. Note that the first-order Coulomb correction
factor (2/En*3)*" is adopted in the PPT simulation [Eq. (2)].
The discrepancy between the PPT result and the experiment
possibly implies that this factor is questionable for Mg at 800
nm. In Ref. [47], a more generalized Coulomb correction fac-
tor (2/En*3)>" (1 4 2y /e)™" was derived. Using this new
factor, the PPT simulation shows much better agreement with
the data.

To extend the dynamic range of y, we show the results
of Ba and Mg for 1500 nm in Fig. 3. Similar features are
found when further increasing the wavelength to 2000 nm
(see Fig. 4). The PPT and ADK simulations tend to coincide
with each other for these long wavelengths, which is as
expected because the ADK formula can be derived from the
PPT formula in the limit y — 0. We find good agreement
between both simulations and the experiment for Mg. For
Ba with relatively larger values of y, the agreement is still
reasonable.

As demonstrated in [44], one main advantage of the ex-
perimental configuration using a slit is the convenience of
determining the saturation intensity I, reliably, which is an
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FIG. 5. Same as Fig. 2 but for Ca and Sr results.

053433-4



COMPARATIVE STUDY OF STRONG-FIELD IONIZATION ...

PHYSICAL REVIEW A 101, 053433 (2020)

TABLE L. Saturation intensities I, (10'2 W/cmz) of Mg and Ba determined from experiment and ADK and PPT theories for different laser
parameters. The PPT determined saturation intensity of Mg at 800 nm is obtained from the PPT simulation using the generalized Coulomb
correction factor [see the blue line in Fig. 2(b)]. The error bar represents the uncertainty of the intensity determination.

800 nm, 45 fs 1500 nm, 30 fs 2000 nm, 45 fs
Atom 1P (eV) Expt. ADK PPT Expt. ADK PPT Expt. ADK PPT
Mg 7.646 284+ 1.4 24.1 23.8 27.1+1.4 24.2 20.2 2554+1.3 24.1 22.8
Ba 5.212 1.7£0.1 5.9 1.3 474+0.2 5.8 4.9 4.6+0.2 5.9 5.8

important physical quantity that shows no dependence on
experimental factors such as focusing geometry and detection
efficiency. It thus can be compared with theory unambigu-
ously. As shown in Fig. 2, the ion yield reveals a linear
dependence on the logarithm of the intensity in the high-
intensity region. The saturation intensity can be conveniently
extracted from the crossing between the straight line following
the linear dependence and the intensity axis [44]. Using
the mixture of Ba and Mg in the atomic beam allows us
to compare their saturation intensities under identical laser
conditions.

A summary of the saturation intensities for Ba and Mg
at different wavelengths is shown in Table I. Notably, the
experimentally determined Iy of Ba is much smaller than
that of Mg for every wavelength. The difference between the
ionization potentials of Mg and Ba is 2.43 eV, indicating that
at least two more photons are required for the ATI process
of Mg with higher ionization potential under identical laser
parameters in our work. This reveals that the saturation of
ionization becomes much more difficult when several more
photons are involved. In general, the PPT and ADK theories
agree with the experimental I, at 800 nm for Ba and Mg,
respectively. For long wavelengths, both the PPT and ADK
simulations reasonably predict the experimental values of Igy
for each atomic species. Interestingly, the experimental Iy, of
Mg differs slightly when varying the wavelength from 800
nm to 2000 nm, which is well reproduced by the ADK theory.
This means that for the transition regime when y is around
1 for 800 and 1500 nm, the saturation of the ionization of
Mg is still well described by the ADK theory. Despite the
pulse duration being varied from 45 fs to 30 fs here, the
experimental and ADK predicted saturation intensities do not
change too much, suggesting a weak dependence of the sat-
uration intensity on the pulse duration with our experimental

Y Y
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= ® Expt. ® Expt.
c PPT PPT
o ---- ADK ---- ADK
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FIG. 6. Same as Fig. 5 but for 1500-nm, 30-fs laser pulses.

parameters. The PPT-predicted saturation intensity, however,
increases as the wavelength increases. This is because the PPT
rate decreases with increasing wavelength. The lower the rate,
the higher the intensity required for saturation. For Ba, the
experimental saturation intensity for 800 nm is smaller than
that for 2000 nm with the same pulse duration by a factor
of about 2.7. This indicates that it is easier to saturate the
strong-field ionization of Ba when the MPI mechanism is
dominant for 800 nm, which is well predicted by the PPT
theory. A comparison between the 1500-nm and 2000-nm
results within the transition regime (y is around 1) shows
that the experimental and ADK saturation intensities of Ba
are almost the same when the pulse duration is increased from
30 fs to 45 fs. This is in accordance with the Mg results at 800
and 1500 nm within similar ranges of y.

B. Ca and Sr

In this section we further show the comparative study of
Ca and Sr. Figure 5 presents the results for 800-nm pulses.
The ionization yields show quite similar dependences on
the intensity for these two targets because of their close
ionization potentials (6.113 eV for Ca and 5.695 eV for
Sr). This feature can also be found for the 1500-nm and
2000-nm results shown in Figs. 6 and 7, respectively. Gener-
ally, the PPT simulations reproduce the experiments for both
Ca and Sr at 800 nm reasonably well and the ADK simulations
slightly underestimate. Similar to the Ba and Mg results,
for longer wavelengths, both the PPT and ADK predictions
are in good agreement with the experiments. Although the
Keldysh parameter increases up to ~2.7 when decreasing the
wavelength from 2000 nm to 1500 nm, the ADK calculations
still reproduce the experimental results for both Ca and Sr very
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FIG. 7. Same as Fig. 5 but for 2000-nm, 45-fs pulses.
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TABLE II. Same as Table I but for the Ca and Sr results.

800 nm, 45 fs 1500 nm, 30 fs 2000 nm, 45 fs
Atom IP (eV) Expt. ADK PPT Expt. ADK PPT Expt. ADK PPT
Ca 6.113 7.6+0.4 10.9 6.8 9.5+0.5 10.0 9.0 11.2+0.6 10.9 10.3
Sr 5.695 63+£0.3 8.5 55 7.6+0.4 8.3 7.1 89+04 8.5 7.9

well. This indicates the applicability of ADK theory for the
intermediate regime between MPI and TIL.

In Table II we show the experimentally and theoretically
determined saturation intensities for Ca and Sr. The differ-
ence between the ionization potentials of Ca and Sr is only
0.42 eV, which is smaller than the photon energy (0.62 eV) for
the longest wavelength (2000 nm) used here. This indicates
that the minimum number of photons required to overcome
the ionization potential is the same for both targets (or just
one more photon for Ca) with identical laser parameters.
Therefore, the saturation intensity of Ca is close to that of Sr
for every wavelength. For both Ca and Sr, the experimental
saturation intensity increases with the increase of wavelength,
implying that the saturation of ionization becomes slower
from MPI to the TI regime. The experimental saturation inten-
sities of Ca and Sr are produced well by the PPT simulations
for 800 nm. The ADK simulations slightly overestimate the
experimental results. For longer wavelengths, both the PPT
and ADK simulations are in excellent agreement with the
experiments. In other words, the findings are in accordance
with the Ba and Mg results presented above.

In Ref. [19] it was found that the ADK-calculated I,
are significantly smaller than the experiments for several
transition metals in the TI regime. This discrepancy has
been attributed to the dynamic multielectron polarization
effects within those atoms. However, the current study of
four alkaline-earth metals with very high static polarizabilities
shows no obvious polarization effect based on the overall
good agreement between our experiments and the single-
active-electron approximation simulations. This generalizes
the findings on Mg in Ref. [21] to other alkaline-earth metals.
Our work suggests that the polarization effect plays a negli-
gible role in the strong-field-ionization yield of alkaline-earth
metals. We hope that this interesting finding could stimulate
further theoretical research.

V. CONCLUSION

We have presented a systematic investigation of strong-
field ionization of alkaline-earth-metal atoms with intense

femtosecond laser pulses from near-infrared to midinfrared
wavelengths. Using a small slit to collect only the ioniza-
tion signals produced within the central portion of the laser
focus along the beam, we significantly reduced the focus
volume effect and experimentally determined the saturation
intensities for different alkaline-earth metals. This allowed
us to unambiguously compare our results with strong-field-
ionization theories, e.g., PPT and ADK theories, which have
been widely used for rare-gas atoms. By mixing different
alkaline-earth-metal atoms, we presented a comparative study
of the saturation intensities for those atoms. We found over-
all good agreement between both the measured ionization
yield and saturation intensity with the PPT prediction for
arbitrary values of the Keldysh parameter y, while the ADK
simulations were consistent with the experiments for the TI
regime and also for the transition regime when y was around
1. This is different from the finding in Ref. [21] that the
ADK model significantly underestimates the ionization yield
except in the deep-tunneling regime. The ADK rate has been
widely used in previous theoretical studies of alkaline-earth
metals in the transition regime (see, e.g., Ref. [33]), but
experimental verification has been lacking. Here we experi-
mentally proved this point. To summarize, the present work
has presented strong-field-ionization experiments of alkaline-
earth metals over a broad range of laser parameters and
has proved the validity of Keldysh’s picture for such atoms.
This provides physical insight into the ionization dynamics
of atomic species with low ionization potentials and high
polarizabilities.
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