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We theoretically investigate the quantum path interferences in interband transitions in solid high-order
harmonic generation. The field strength scaling of the 19th harmonic yield from MgO crystal driven by 1600-nm
lasers exhibits a sharp minimum. By solving the semiconductor Bloch equation, we separate the short and long
trajectories. Our numerical calculation shows that this minimum originates from the coherent interferences
between the short and long trajectories. We also illustrate that the interference minimum depends sensitively
on the band dispersion, which can be used to retrieve the band structure accurately. We further report that
the two-color fields can select the short or long quantum path effectively by controlling the phase. The yield
at the plateau or cutoff region of the harmonic spectra can be enhanced by around one order of magnitude
by adding a third harmonic with an intensity of only 10% of the fundamental field. Moreover, an isolated
attosecond pulse (IAP) is synthesized by controlling the harmonic trajectories in the two-color scheme. The
yield of this IAP is enhanced by one order of magnitude compared with the IAP generated by the single-color
scheme.
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I. INTRODUCTION

The atomic and molecular high-order harmonic generation
(HHG) [1–3] has been intensively investigated for synthe-
sizing the isolated attosecond pulse (IAP) [4,5], imaging the
electronic distribution [6–8] and molecular structure [9,10],
and probing intramolecular dynamics [11,12] with attosecond
resolution. The atomic HHG spectra are characterized by a
harmonic frequency comb structure [1]. It covers an energy
range of several hundred eV with a sharp cutoff [2,3]. The
scheme of the atomic and molecular HHG has been described
by the well-known three-step model [2]: outer-shell electrons
are freed by the laser field through tunnel ionization, then
they are accelerated, and then they recombine with the ions
and emit attosecond x-ray photons. For one harmonic, there
are long, short, and multiple-return trajectories determined by
their traveling time in the process.

The solid harmonic spectra have been experimentally ob-
served in ZnSe [13]. In 2011, the nonperturbative solid high-
order harmonic generation in wurtzite ZnO crystal was exper-
imentally measured [14]. Recently, solid HHG has become a
heated issue [13,14,14–16,16–37]. It has many characteristics
different from the atomic HHG, such as the double-plateau
structure [16,17], different dependence on the ellipticity of the
driving field [18,19], linear dependence of the cutoff energy
as a function of the driving laser field strength [16,21], and
so forth. Driven by the multicycle lasers, solid HHG spectra
also have harmonic frequency combs [20,21] like the atomic
HHG spectra. They also emit photons covering a wide range
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of energy with a cutoff. For solid HHG, a three-step model is
also proposed theoretically to explain the interband transition
[21,22]: (1) driven by strong lasers, the electron-hole pairs
are generated; (2) the electrons and holes are accelerated
by the oscillating laser field; and (3) the harmonic photons
are emitted when the electrons and holes recombine. The
gauge dependence of inter- and intraband harmonics has been
discussed in Refs. [23,24]. In Refs. [25,26], the inter- and
intraband currents should be gauge independent by properly
defining the operator.

The solid HHG is promising to be developed as a compact
light source [27] since the crystal as HHG target is naturally
orientated and has a high density. The solid HHG spectra also
include information such as the electronic band structure of
the solid target [28], bond information [29], the crystal spatial
symmetry and laser temporal symmetry [30,31,38], and so on.

The HHG spectra also include temporal information of the
electron dynamics [39–42]. Since the electron wave packet
accumulates phases when it is driven by laser pulses after
ionization, the temporal information such as the chirp of
electron trajectories will be mapped into the fringe patterns
of the spectra [41].

The quantum path interference in atomic HHG has been
already investigated [39–42]. The long trajectory contribution
and its interference with the short one have been experimen-
tally confirmed [39] and theoretically investigated [40]. The
quantum path interference in solid HHG from sapphire has
been confirmed recently [43]. It enables the measurement
of electron dynamics and control of the harmonic emission
properties on the ultrafast time scale [43]. It will benefit us
to analyze the structural and dynamic information recorded
in the spectra. Moreover, through controlling the interference,
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the harmonic emission in solid HHG is allowed to be selec-
tively suppressed or enhanced [43].

The interference phenomena in molecular HHG have
been observed, such as intramolecular interference during
the recombination process [9], interference between different
molecule orbits [44,45], and so on. Interference in solid HHG
has been investigated and discussed theoretically recently,
which includes the following.

(i) Inter- and intraband current interference [25]: The de-
structive interference between interband and intraband transi-
tions leads to the suppression of some harmonics. The prereq-
uisite for this type of interference requires that the intensities
of interband and intraband transitions are comparable.

(ii) Subcycle interference [33]: The electrons pumped to
the conduction band in different laser subcycles may interfere
with each other. This interference covers the entire interband
harmonic spectrum.

(iii) Multiband interference [15,34]: The recombination of
electrons and holes from different bands may interfere with
each other.

(iv) Multielectron intraband interference [46]: The emis-
sions from different k points interfere with each other when
the intraband current dominates.

(v) Interference of HHG from different sites: Mrudul et al.
reported another type of interference due to real-space recolli-
sion caused by the periodic lattice cell [47], which is similar to
intramolecular interference. The position of this interference
minimum is independent of the depth of the periodic potential
and driving laser intensity; however, it is sensitively dependent
on the lattice constant.

The solid HHG is very sensitive to the band structure. In
this paper, we investigate the short and long quantum path
interference in interband transitions in MgO crystal theoret-
ically, which is different from the interferences mentioned
above. The field strength scaling of the 19th harmonic yield in
MgO crystal driven by a multicycle 1600-nm laser field along
the �X direction exhibits a sharp minimum. On the basis
of the semiconductor Bloch equation (SBE) [48–50] and the
Keldysh approximation [51], a semianalytical solution of the
interband current is obtained [21,48], which allows the short
and long trajectory contributions to be separated [43,52]. Our
calculation confirms the interference between the short and
long trajectories in interband transitions, which can be further
used as a sensitive tool to retrieve the band structure.

Next, our calculation shows the quantum path selection
in solid HHG by the two-color fields [53] synthesized by a
multicycle fundamental pulse and its third harmonic. We find
that a proper relative phase can shift the tunneling gating to
the conduction band, which enables the selection of only short
or only long quantum paths in interband transitions. Through
choosing a proper relative phase, the solid HHG intensity is
enhanced by one order of magnitude by the two-color field.
Moreover, a single harmonic emission burst is selected by
using the two-cycle fields.

II. THEORETICAL METHOD

Semiconductor Bloch equation

In this paper, the solid HHG simulation is performed by
solving the one-dimensional SBE, which can be expressed by

[21,48]

π̇ (K, t ) = − 1

T2
π (K, t ) − i�(K, t )w(K, t )e−iS(K,t ), (1)

ṅb(K, t ) = isb�
∗
(K, t )π (K, t )eiS(K,t ) + c.c., (2)

where π (K, t ) is the polarization strength between the con-
duction band (CB) and the valence band (VB). E (t ) is the
electric field of the laser, and �(K, t ) = d (K, t )E (t ) is the
Rabi frequency. d (k) is the transition dipole moment (TDM).
The MgO has cubic crystal structure and belongs to the Fm3m
space group. At the � point, the TDM d0 equals to 4.0593,
which is evaluated from the density-functional theory (DFT)
calculation [29]. The details can be found in Appendix A.
Its k dependence can be calculated by the first-order k · p
theory [49,50]. Since the k · p theory as a perturbation the-
ory is not accurate enough for the k points far from the �

point, in this paper, unless specifically mentioned, we use the
TDM from DFT calculations, which are discussed in detail in
the Appendices. Since the electron dynamics along the �-X
direction is inversion symmetric with respect to the � point,
both the phase of the TDM and the Berry connection are
ignored in this paper [54,55]. w(K, t ) = nC (K, t ) − nV (K, t )
is the population difference between the CB and VB, and
sb = −1, 1 stands for the VB and CB, respectively. S(K, t ) =∫ t
−∞ εg[K + A(t ′)]dt ′ is defined as the classical action, which

is independent of the TDM. T2 is a dephasing-time term
describing the coherence between the electron and hole.

The intraband currents along the valence and conduction
bands can be written as follows:

jintra(t ) =
∑

m=c,v

∫
BZ

vm[K + A(t )]nm(K, t )d3K, (3)

where vm(K ) = ∇kEm(K ) and nm(K, t ) are the group velocity
and population in band m, respectively. vm is strongly related
to the band structure. m = v is for the valence band and
m = c is for the conduction band, respectively. The interband
currents can be written as

jinter(t ) = d

dt

∫
BZ

p[K + A(t )]d3K, (4)

where p[K + A(t )] = d[K + A(t )]π [K + A(t )]eiS(K,t ) + c.c.
is the interband polarization, which is strongly dependent on
the transition dipole between the CB and VB. The inter- and
intraband harmonics are calculated by the Fourier transform
of the interband current |F[ jinter(t )]|2 and intraband current
|F[ jintra(t )]|2, respectively.

The total currents contributed by both interband and in-
traband transitions are jtot(t ) = jinter(t ) + jintra(t ). The total
HHG spectra are then given by Fourier transform of the total
current, |F[ jtotal(t )]|2.

On the basis of the Keldysh approximation [w(t ) =
nv (t ) − nc(t ) ≈ 1], Eqs. (1) and (2) can be decoupled. In this
way, the interband transition in Eq. (4) can be integrated as
[21,48]

jinter (ω) = ω

∫
BZ

d3kd (k)
∫ ∞

−∞
dte−iωt

∫ t

−∞
dt ′E (t ′)d∗(kt ′ )

× e−iS(k,t ′,t )−(t−t ′ )/T2 + c.c. (5)
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To separate the short and long trajectories in interband
transitions, we insert a filter function F (t − t ′) to select the
trajectories [43,52]:

jinter (ω) = ω

∫
BZ

d3kd(k)
∫ ∞

−∞
dte−iωt

∫ t

−∞
dt ′E (t ′)d∗(kt ′ )

× e−iS(k,t ′,t )−(t−t ′ )/T2 F (t − t ′) + c.c. (6)

In order to select the short trajectory contribution, we set
F (t − t ′) = 1 for t − t ′ < 0.65T0 and F (t − t ′) = 0 for t −
t ′ > 0.65T0. For the long trajectory, we set F (t − t ′) = 0 for
t − t ′ < 0.65T0 and F (t ′ − t ) = 1 for 0.65T0 < t − t ′ < T0,
where T0 is an optical cycle (o.c.) of the driving field and
0.65T0 is the excursion time for the cutoff trajectories of
the excited electrons in the CB obtained by the saddle-point
approximation [21,48].

III. RESULTS AND DISCUSSIONS

A. Short and long trajectory interference in interband
transitions

In this paper, the expression of the monochromatic laser
field can be written as

E (t ) = E0 exp
[−2 ln(2)t2/τ 2

0

]
cos(ωt + ϕCE) , (7)

where ω is the frequency of the laser field, E0 is the field
strength, the envelope is approximated as a Gaussian shape,
τ0 is the full width at half maximum (FWHM) of the temporal
profile, and ϕCE = 0 is the carrier-envelope phase (CEP).

The two-color synthesized laser field can be expressed as

Etotal(t ) = E1 exp
[−2 ln(2)t2/τ 2

1

]
cos(ω1t )

+ E2 exp
[−2 ln(2)(t + t0)2/τ 2

2

]
cos[ω2(t + t0)],

(8)

where Etotal(t) is the temporal field strength of the two-color
field. E1 and E2 are the field strengths of the fundamental
pulse and control pulse, respectively. Both the CEP ϕCE of
the fundamental pulse and the control field are set to be zero.
ϕr = ω2t0 is the relative phase and t0 is the time delay between
the two fields. Figure 1(a) shows the recollision energy of
the electrons and holes as a function of the tunneling and
recombination times, which are calculated through the saddle-
point approximation of the SBE [48]. For the monochromatic
field, the laser parameters are τ0 = 53.33 fs (10.0 o.c.), 1600-
nm pulse, field strength E0 = 0.0059 a.u. For the tunneling
time-dependence curve (olive circles), the long and short
trajectories are born before and after the cutoff trajectories,
respectively. For the recombination time-dependence curve
(magenta diamonds), the short and long trajectories recom-
bine before and after the cutoff trajectories, respectively.

The green solid line shows the temporal driving laser
waveform in one cycle. Both the short and long trajectories
are generated after the laser peak. Compared with the short
trajectory, the chirp of the long trajectory is much smaller.
This indicates that, if the long trajectory can be filtered out,
the generated harmonic profile can be used to synthesize very
short isolated attosecond bursts.

Figure 1(b) presents the short and long trajectories of the
19th harmonic in the real coordinate space. Different from

FIG. 1. Long and short trajectories in interband HHG. (a) The
recollision energy varies with tunneling (olive circles) and recom-
bination times (magenta diamonds). The green-solid line shows
the temporal laser waveform. (b) The displacement of the short
trajectories of the electron (red solid line) and hole (red dash-dotted
line), and long trajectories of the electron (blue solid line) and hole
(blue dashed line) for the 19th harmonic in real space. (c) Same as
(b) but for the velocity of the electrons and holes. (d) The temporal
crystal momenta of short (red solid line) and long trajectories (blue
solid line) of the 19th harmonic in k space; CB and VB are plotted to
illustrate the recombination process. Laser parameters: τ0=53.33 fs
(10.0 o.c.), 1600-nm pulse, field strength E0=0.0059 a.u.

the atomic HHG, both the electrons and holes move, and the
recombination time of the electron and hole is determined by
the cross point of the trajectory curves of the electron and hole.

Figure 1(c) illustrates the velocity of the electrons and
holes contributing to the 19th harmonic. The electrons (holes)
along the short and long trajectories both have positive (nega-
tive) velocities. Due to the change of direction of the driving
field, the velocity of the electrons (holes) of both the short and
long trajectories changes. After that, the short trajectory first
recombines, and later the long trajectory recombines.

Figure 1(d) demonstrates the time-dependent crystal mo-
mentum of the short (red solid line) and long trajectories (blue
solid line) of the 19th harmonic in the k space. Both trajec-
tories are generated at the � point, and the time-dependent
crystal momentum is given by k(t ) = A(ti ) − A(t ), where ti
is the born time of the electrons and holes, respectively. A(t )
is the vector potential of the laser pulse. First, both the short
and long trajectories move to the positive crystal momentum
direction (+k) as shown in Fig. 1(d). Due to the change of
the direction of the laser field in each half cycle, the electron
moves back towards the � point. Then, the electron moves
to the negative crystal momentum (−k). Compared with the
short trajectory, the long trajectory moves further to larger
positive crystal momentum, then changes direction and moves
again towards the � point. The electrons and holes of both the
short and long trajectories recombine at the same place in the k
space. At the band gap equal to the 19th harmonic energy, the
electron and hole recombine, and the 19th harmonic photon is
emitted. However, the long trajectories move a larger portion
of the energy band than the short ones.
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FIG. 2. (a) The 19th harmonic yield vs the driving field strength calculated by the SBE. The interband and intraband transitions driven
by the 10- and 5-o.c. laser pulses are compared. (b) The field strength dependence curve of the 19th harmonic contributed by the short (red
dashed line) and long trajectory (black dash-dotted line), and total contributions (orange diamond line), driven by 5-o.c. laser pulses. In (a) and
(b), the intensity of the 19th harmonic is integrated from 18.8ω0 to 19.2ω0. (c) The solid HHG spectra driven by the 10-o.c. laser field under
E0=0.0050 a.u. (black dash-dotted line), E0=0.0056 a.u. (magenta solid line), and E0=0.0065 a.u. (blue dashed line). When the driving field
strength E0=0.0056 a.u., the 19th harmonic shows a clearly splitting minimum pattern instead of a harmonic peak. For comparison, the black
dash-dotted line is minimized by a factor of 1000, while the blue dashed line is magnified by a factor of 100. In all the calculations, the
dephasing time T2=0.5 o.c. (2.67 fs for the 1600-nm laser).

The short and long trajectories have different tunneling
time, recombination time, and propagation time when they
move along an energy band. Thus, the short and long tra-
jectories have accumulated different phases, leading to the
destructive interference. Moreover, the accumulated phases
of the quantum paths record the information of the energy
band. The band structure can be retrieved by measuring the
interference fringe patterns.

Figure 2(a) shows the field strength dependence curve of
the 19th harmonic calculated by the SBE by using Eqs. (1)
and (2). The 19th interband harmonic signal (magenta circle
line) driven by a 10-o.c. laser increases as a function of the
field strength initially. However, around E0 = 0.0058 a.u., the
curve exhibits a sharp minimum. Since the excitation rates
depend exponentially on the field strength [51], it is expected
that harmonic yields should also depend exponentially on
the field strength continuously before saturation. This sudden
sharp minimum on the field strength dependence curve indi-
cates that some destructive interference occurs.

The interband harmonic yields (magenta circle line) at all
field strengths show a much larger yield than the intraband
transition (olive square line). This indicates that the total
harmonic spectra are mainly determined by the interband
transition, and the intraband contribution can be ignored. The
recollision feature in Ref. [29] also suggests that the interband
transitions dominate. The 19th interband (red diamond line)
and intraband (blue triangle line) harmonic signals driven by
a 5-o.c. laser show a similar trend with the 10-o.c. laser, which
suggests that the minimum comes from subcycle dynamics.

In Fig. 2(b), we use a semianalytical solution of the inter-
band transition from Eqs. (5) and (6), and the short trajectory
contribution, long trajectory contribution, and total interband
transition are calculated, respectively. The sharp minimum
at E0=0.0058 a.u. disappears in the field strength depen-
dence curve, which only includes the short or long trajectory
contribution. However, this minimum is observed from the
semianalytical solution of the total interband transition, which
equals to the coherent sum of the short and long trajectory

contributions (orange diamonds). This proves that this de-
structive interference comes from the coherent interference
between the short and long trajectories.

Figure 2(c) plots the HHG spectra from the SBE at
E0=0.0056 a.u. (magenta solid line) driven by a 10-o.c. 1600-
nm laser pulse. The 19th harmonic shows a sharp splitting
minimum instead of the harmonic peak signal, compared with
the HHG spectra driven by E0=0.0050 a.u. (black dash-dotted
line) and E0=0.0065 a.u. (blue dashed line). Moreover, from
the HHG spectra driven by E0=0.0056 a.u., only the 19th
harmonic shows this destructive interference minimum. All
the other odd harmonics, such as the 15th, 17th, 21st, 23rd,
and 25th, still show the harmonic peak structures. In Figs. 2(b)
and 2(c), the field strength dependence curve indicates that the
interference can be modulated by the driving field strength.
Since a pair of short and long trajectories is generated in
each half optical cycle, the timescale of the quantum paths
is naturally within a half optical cycle. By controlling the field
strength, both the short and long quantum paths are modulated
on the subfemtosecond timescale.

B. Band-structure retrievement

In this paper, we show that the quantum path interference
minimum in HHG spectra can be used to characterize the
energy-band dispersion.

The band structure from DFT is taken as the target band
to be retrieved. The best choice for the functional expression
of the trial band is taken as the natural functional form of
the band dispersion [28]. The following function is taken as
the trial band formula in our paper: εg(k) = εg − (εg/2)2B +
[(εg/2)2 + (Aaxk)2]B. This function has a power function
part which is able to describe the nonlinearity of the energy
dispersion. Only two unknown dispersion parameters A and B
need to be determined. This function can be chosen as a rough
approximation for the initial guess of the target band.

In our calculations, for example, the parameter B is sup-
posed to be 0.3409. Figure 3(a) shows seven trial values of A
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FIG. 3. The energy dispersion of the trial bands (gray solid
lines), theoretically retrieved band (blue solid line), retrieved band by
assuming random 5% errors in harmonic intensity (green dot-dashed
line), and target band (magenta dash-dotted line). (b) The field
strength dependent interference minimum vs dispersion parameter
A. (c) The field strength dependence curve of the trial bands (gray
solid line), theoretically retrieved band (blue solid line), random 5%
errors (green dot-dashed line), and target band (magenta circle line).
(d) The interband HHG spectra for the theoretically retrieved band
(blue solid line), random 5% errors (green dot-dashed line), and
target band (magenta solid line) for field strength E0=0.0057 a.u.
Laser parameters: τ0=26.67 fs (5.0 o.c.), 1600-nm monochromatic
pulse, E0 scales from 0.004 to 0.0065 a.u.

from the 20 guesses. Figure 3(a) shows the band dispersion
of the trial bands (B=0.3409, A is varied from 12.50 to 15.50
with a step of 0.5, gray solid line), the target band (magenta
dash-dotted line), and the best-retrieved trial band (blue solid
line). Figure 3(c) shows the field strength dependence curve of
the 19th harmonic for the trial and target bands. By varying the
dispersion parameters A, the position of the sharp minimum
also varies.

In Fig. 3(b), the gray circles show the destructive inter-
ference minimum of each trial band in Fig. 3(c). When A
equals 14.358 (blue solid line), the position of the interference
minimum of the trial band agrees well with the target band.

In Fig. 3(d), the blue solid line and green dash-dotted
line show the harmonic spectra for the theoretical best trial
band (A = 14.358) and the case assuming random 5% errors
(A=14.373) when the field strength E0 = 0.0057 a.u. The
spectrum for the trial band accords well with the spectrum
from the target band (magenta solid line).

Our calculation indicates that the interference minimum
is sensitively dependent on the energy dispersion relation.
The electron-hole pairs accumulate phases when they move
in the energy band. The accumulated phases of the short and
long trajectories in the interband transition record the band
dispersion information. The quantum path interference mini-
mum provides a possibility for retrieving the band structure of
solids. We only include one valence band and one conduction
band in our calculation; if more bands contribute to the HHG,
this method should not be applicable.

C. Quantum path selection in interband high-order
harmonic generation

In atomic HHG, the quantum path selection based on
tunnel ionization gating is theoretically proposed [56–58] and
observed experimentally [58]. The quantum path selection
relaxes the requirement for the duration of the driving field
for synthesizing the IAP and provides the possibility for
generating a much shorter and brighter attosecond burst. In
the following, our calculation reports the quantum path selec-
tion of the interband transition in solid HHG by modulating
the relative phase of the two-color fields. In our simula-
tion, a 54.17-fs (5-o.c.) E0 = 0.004-a.u. 3250-nm field is the
monochromatic field for driving HHG. The two-color field
is composed by a 54.17-fs (5-o.c.) E1=0.003-a.u. 3250-nm
laser as the fundamental pulse, and another 54.17-fs E2 =
0.001-a.u. 1083.3-nm field (third harmonic) is chosen as the
control pulse. We chose these laser parameters since they are
all available in today’s ultrafast laser technology.

In Fig. 4, the left, middle, and right columns show the
solid HHG driven by monochromatic two-color fields with
a relative phase of π rad and zero phase shift, respectively.
Figures 4(a)–4(c) show the recollision energy of the electrons
and holes, temporal electric-field waveforms, and Keldysh
excitation rates varying with the tunneling time. Figures 4(d)–
4(f) show the temporal harmonic emission by performing a
wavelet transform of the total harmonic spectra calculated by
the SBE, and the TDM is obtained from k · p theory. The laser
parameters in simulations are the same as the saddle-point
analysis in the upper row. Figures 4(g)–4(i) show temporal
harmonic emission similar to the middle row; however, the
TDM is obtained from DFT. One may find that the dipole
plays a very important role in the relative strength of harmon-
ics. The relative contribution from long and short trajectories
changes little as discussed below.

In Figs. 4(a), 4(d), and 4(g), the harmonics are generated
by a single-color 54.17-fs (5.0-o.c.) 3250-nm pulse. The long
trajectory is generated after the laser peak, and the short trajec-
tory is born later than the long one. Thus, the excitation peak
is very near the birth time of the long trajectory. This explains
why in the temporal harmonic profile shown in Figs. 4(d) and
4(g) the long trajectory shows a slightly larger yield than the
short one.

In Figs. 4(b), 4(e), and 4(h), the harmonics are produced
by the 54.17-fs 3250-nm fundamental pulse superposed by
its third harmonic with the relative phase of 1.0π rad. In
Fig. 4(b), the excitation peak is located slightly after the
cutoff trajectory; this indicates that the short trajectories are
born with large excitation yield, while the long trajectories
are weak. In Figs. 4(e) and 4(h), the temporal harmonic
profile simulated by the SBE shows that the short trajectories
dominate the temporal harmonic emission.

In Figs. 4(c), 4(f), and 4(i), the system is driven by the same
main and control pulse as shown in the middle column but
with a zero relative phase shift. In Fig. 4(c), the excitation
peak is located at the long trajectory. This indicates that the
long trajectories are born with larger excitation yield than the
short ones. In Figs. 4(f) and 4(i), the temporal harmonic profile
from the SBE illustrates that the long trajectories dominate.
Thus, the short or long quantum path can be selected by
shifting the relative phase of the two-color fields.
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FIG. 4. (a–c) Harmonic order (blue circles), temporal excitation rates (magenta solid line), and laser temporal waveform (black dashed
line) as a function of the tunneling time. (d–f) Temporal harmonic profile on the logarithm scale (the TDM is obtained from k · p theory). (g–i)
Same as the middle row with the TDM calculated from DFT. (a, d, g) Solid harmonic generation driven by a single 54.17-fs 3250-nm pulse,
E0=0.004 a.u. (b, e, h) Solid harmonic generation driven by ω-3ω two-color fields with a π relative phase shift. Fundamental pulse: τ1=54.17
fs, 3250-nm pulse, E1=0.003 a.u.. Control pulse: τ2=54.17 fs, 1083.33-nm pulse, E2=0.001 a.u. (c, f, i) Same as the middle column but with
zero relative phase shift. In all the calculations, the dephasing time T2=0.5 o.c. (5.4 fs for the 3250-nm laser).

In Fig. 5, we compare the harmonic yield generated by the
monochromatic field, the two-color field superposed by the
second and third-harmonic control pulses. In Fig. 5(a), the
laser parameters for the monochromatic field are 54.17 fs,
3250 nm, E0 = 0.004 a.u. For the two-color field, the field
strengths of the fundamental pulse and the third-harmonic
control pulse are E1 = 0.003 a.u. and E2 = 0.001 a.u. (κ =
0.33). Thus the monochromatic and the two-color fields have
the same total field strength.

The harmonic yield at the primary plateau region (from the
23rd harmonic to the 39th harmonic) is enhanced by nearly
one order of magnitude. The tunnel excitation rates calculated
by the Keldysh model [51] in Figs. 4(a) and 4(c) explain why
the harmonic yield is greatly enhanced. The superposed third
harmonic increases the excitation rates for the trajectories
contributing to the HHG spectra.

Both the results by using the TDM from k · p theory (lines)
and DFT (scatters) are plotted and the curves show a similar
trend. The yield is obtained by integrating the harmonics from
the 21st to 51st order in the plateau region of the HHG spectra.
We find that the harmonic yield increases exponentially with
the relative strength ratio. The third-harmonic control (red

scatters and lines) shows better enhancement of the HHG
yield than increasing the field strength of the fundamental
pulse (black scatters and lines) and the second-harmonic
control (blue scatters and lines).

The calculation result shows that, for interband transition
in solid HHG, through superposing a weak third harmonic
(with a relative intensity ratio of 0.1), the yield on the plateau
region of harmonic spectra can be improved by nearly one
order of magnitude. The great enhancement of harmonic
yield by using the third-harmonic pulse field is similar to
the experimental observation [59] and calculation [60] in the
atomic HHG. The two-color field modulation can effectively
improve the yield of extreme ultraviolet (EUV) sources from
solid HHG.

In the following, we investigate the IAP generation by
employing the two-cycle 3250-nm laser pulse superposed by a
third-harmonic field. Figures 6(c) and 6(d) show the temporal
harmonic profile on a logarithmic scale. Figure 6(c) shows the
temporal profile driven by a 20.67-fs E0 = 0.003-a.u. 3250-
nm pulse superposed by its third harmonic with a relative
intensity ratio of 0.1 with zero phase shift. Figure 6(d) shows
the temporal harmonic profile driven by the same two-color
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FIG. 5. (a) The harmonic spectra generated by monochromatic
(blue dashed line) and two-color fields (red solid line). The
monochromatic field: 54.17 fs (5 o.c.), 3250 nm, E0 = 0.004 a.u.
The two-color field: for the fundamental pulse, 54.17 fs (5 o.c.),
3250-nm pulse, E1 = 0.003 a.u.; for the control pulse, 54.17 fs (5
o.c.), 1083.33-nm pulse, E2 = 0.001 a.u. (b) The integrated yield
of the plateau region of HHG spectra vs the relative field strength
ratio of the control pulse. The yield is integrated in the spectral range
from the 25th to 45th harmonics. The green and red lines indicate
the control field with the second and third harmonics, respectively.
The blue dashed line indicates the enhancement of harmonic yield
by improving the field strength of the monochromatic field directly.
The results by using the TDM from k · p theory (lines) and DFT
(scatters) are plotted. In all the calculations, the dephasing time T2 =
0.5 o.c. (5.4 fs for the 3250-nm laser). The monochromatic field:
τ0 = 54.17 fs (5 o.c.), 3250 nm, E0 scales from 0.003 to 0.0042 a.u.
For comparison, the field strength of the monochromatic field is kept
the same as the two-color case, E0 = E1 + E2. The two-color field:
for the fundamental pulse, τ1 = 54.17 fs (5 o.c.), 3250-nm pulse,
E1 = 0.003 a.u.; for the control pulse for the ω-3ω case, τ2 = 54.17
fs (15 o.c.), 1083.33-nm pulse; for the control pulse for the ω − 2ω

case, τ2 = 54.17 fs (15 o.c.), 1625-nm pulse; E2 scales from 0.0 to
0.0012 a.u. (κ = 0.4).

field with a π phase shift. In Figs. 6(c) and 6(d), we can see
the interband harmonic emission in each half optical cycle.
The harmonic bursts are mainly contributed by the short

FIG. 6. (a, b) The harmonic order (blue circles) and temporal
excitation rates (magenta solid line) vs the tunneling time by the
two-color field with a 21.67-fs (two cycles) 3250-nm fundamental
pulse and a third harmonic with a relative intensity ratio of 0.1. (c, d)
The temporal high-order harmonic profile generated by the two-color
field shown in the upper row. (e, f) The temporal profile of the syn-
thesized IAP. The IAP is synthesized by inverse Fourier transforming
the harmonics from the 25th to 45th order. The temporal profile of
the single-color case is normalized to the same total power of the
two-color case. (a, c, e) Long trajectories are selected with zero
relative phase shift. (b, d, f) Short trajectories are selected with a π

phase shift. In all the calculations, the dephasing time T2 = 0.5 o.c.
(5.4 fs for the 3250-nm laser). The monochromatic field: τ0 = 21.67
fs (two cycles), 3250 nm, E0 = 0.004 a.u. The two-color field: for the
fundamental pulse, τ1 = 21.67 fs, 3250-nm pulse, E1 = 0.003 a.u.;
for the control pulse, τ2 = 54.17 fs, 1083.33-nm pulse, E2 = 0.001
a.u. For comparison, the field strength of the monochromatic field is
kept the same as the two-color case, E0 = E1 + E2.

trajectories in Fig. 6(c) and long trajectories (negative chirp)
in Fig. 6(d), respectively. On the same logarithmic scale, from
0.5 to 1.0 o.c., the harmonic emission in Fig. 6(c) is clearly
much stronger than that in Fig. 6(d).

The recollision and temporal excitation rates shown in
Figs. 6(a) and 6(b) explain why the long and short trajectories
are selected in Figs. 6(c) and 6(d). In Fig. 6(a), in each half
optical cycle, a pair of long and short trajectories is generated.
The first and second emission events can be ignored because
the excitation rates are small. In the third emission event, the
excitation rate peak is located at the birth time of the cutoff
trajectory. Thus, the third emission event could be isolated
by this tunneling gating. Besides this, the yield of this tra-
jectory can be enhanced. Since this isolated emission occurs
within a half optical cycle, the FWHM is naturally within the
subfemtosecond timescale. Our simulation indicates that the
quantum path selection in the interband transition is not only
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applicable to the few-cycle driving pulse but also works well
for a multicycle driving field.

In Figs. 6(e) and 6(f), the attosecond bursts are synthesized
through inverse Fourier transforming harmonic emission in
the spectral range from the 25th to 45th harmonics. Compared
with the IAP synthesized from the monochromatic field (black
dash-dotted line), the yield of IAP is enhanced by 11.2%
(magenta solid line) in Fig. 6(e). The FWHM of this IAP
is 817 as. However, the two-color phase shift of π does not
produce an IAP, a series of attosecond bursts are generated
instead, and the intensity of generated attosecond bursts does
not enhance much compared with the 1.012-fs IAP generated
in the single-color case. Compared with the atomic HHG,
solid HHG is expected to be a promising EUV source due
to its highly orientated and dense atoms inside the crystal.
Through the quantum path selection in interband transitions
driven by a two-color pulse field, an IAP can be synthesized.
By choosing a proper relative phase, the brightness of the IAP
is expected to be enhanced greatly.

IV. CONCLUSION

The motivation of this paper is to investigate the temporal
dynamic information contained in the fringe patterns of the
solid high-order harmonic spectra. First, the field strength de-
pendence curve of the 19th harmonic spectra exhibits a sharp
minimum driven by a 1600-nm laser field polarized along
the �X direction of MgO crystal. Our theoretical simulation
based on the SBE confirms that this minimum comes from the
coherent interferences between the short and long trajectories
in interband transitions. In addition to the harmonic splitting
in sapphire [43], the interference should be a phenomenon
occurring in many crystals.

For the dephasing of the target material, we have tested its
role. In the range of T2 from 0.5 o.c. (2.67 fs) to 2.0 o.c. (10.6
fs), the interference minimum is robust in our simulations.

Our calculations show that the temporal dynamics of the
electrons and holes inside the crystal can be modulated by
controlling the laser parameters. By modulating the field
strength, the quantum paths can be controlled on the attosec-
ond timescale. In addition, by controlling the quantum path
interference, a specific harmonic can be selectively strength-
ened or suppressed.

Second, our calculation demonstrates that the quantum
path interference minimum in interband transitions has a
sensitive dependence on the band structure. Since the electron
wave packets accumulate phases when they move along the
band, their accumulated phases record the band dispersion
information. As an all-optical method, this quantum path
interference minimum can be utilized to retrieve the band
structure.

Third, the short or long trajectory in interband transitions
can be selected by using the two-color fields with a proper
phase. Moreover, our calculation illustrates that the plateau
and the cutoff region of HHG spectra can be enhanced by
one order of magnitude by superposing a weak third harmonic
with a relative intensity ratio of 0.1.

Finally, by employing a two-cycle fundamental pulse and
a weak third harmonic as a control field with an intensity ratio
of 0.1, an IAP is synthesized from HHG with FWHM=817

as. Its brightness is enhanced by 11.2% compared with the
IAP synthesized by the single-color field. This indicates that
for the solid HHG as a potential attosecond EUV source
its brightness can be further enhanced by the two-color
scheme.

This quantum path interference in interband transitions and
the quantum path selection by a two-color scheme have been
less investigated to our knowledge. This may stimulate related
experimental studies in the future.

In this paper, we also ignore the band-structure renormal-
ization due to the laser-induced change of charge density,
the electron-electron scattering, and interactions. Although
DFT is accurate for the ground-state-like valence band for
crystal, it does not treat excited states well. It should be noted
that the calculated conduction-band dispersions from DFT
may have deviations from the actual conduction band. The
mesoscopic effects, nonlinear propagation inside crystals, and
inhomogeneous illumination [61] may make the minimum or
splitting pattern induced by the quantum path interference
difficult to observe. For the experimental realization of our
interference model, if we use short-wavelength lasers, control
the laser focusing, and use thin samples with very high purity,
the above influences might be minimized.
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APPENDIX A: FIRST-PRINCIPLES CALCULATIONS

To obtain the band structure and dipole information of a
MgO primitive cell, we perform our first-principles calcula-
tions using the Vienna Ab Initio Simulation package (VASP)
[63], which self-consistently solves the Kohn-Sham equations
for eigenvalues and eigenfunctions of the periodic system.
The transition dipole moments are obtained by using the post-
processing program VASPKIT [64]. To describe the exchange-
correlation functional, the local-density approximation is used
in our calculations.

In the present paper, the full potential projector augmented
wave method describes the ion-electron interactions with

FIG. 7. (a) The band structure of the MgO primitive unit cell
along the �X direction. (b) The modulus of the transition dipole
moment between each pair of bands considered in the SBE.
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FIG. 8. Multiband effects on HHG. (a) The interband transition
from each pair of bands. (b) The interband and intraband transitions,
and their total contribution to HHG. A clearly splitting minimum
pattern is observed from HHG spectra when high-lying band CB2
is included. It is the same as the minimum observed from the two-
band model (up shifted for comparison) shown in Fig. 2(c). The laser
parameters used in the simulation are the same as those in Fig. 2(c).

a plane-wave cutoff of 500 eV. In the self-consistent cy-
cle, the Brillouin zone (BZ) is sampled by a 20 × 20 × 20
Monkhorst-Pack k-point mesh for self-consistent converged
calculations for charge density and wave function.

The two-band SBE is based on the electronic band disper-
sion values for the MgO primitive cell from the above first-
principles calculations. The obtained direct band gap Eg =
7.99 eV. Figure 7(a) plots the band structures. Figure 7(b)
shows the modulus of the transition dipole moment between
each pair of bands. CB2 in Fig. 7 is chosen according to the
dominant transition probabilities between VB, CB1, and CB2
[17]. The band dispersion curves and TDM in the reciprocal
space are originally computed from VASP and fitted by the
Fourier series:

εCB(KX ) = εg +
n∑

j=0

α
j
CBcos( jKX aX ), (A1)

εVB(KX ) =
n∑

j=0

α
j
VBcos( jKX aX ), (A2)

where aX is the length of the lattice and KX is the Bloch vector.
The polarization direction Ê of the driving laser field is along
the �X direction with aX =7.78 bohrs for the MgO [34–37,62]
primitive cell. The SBEs are solved by the finite difference
method with 250 k-space points (full BZ) along �X and the
crystal momentum grid �k = 0.00324 a.u.

APPENDIX B: MULTIBAND EFFECTS

To evaluate the role of the high-lying bands [65] in the
HHG spectra, the three-band model which includes a high-
lying band CB2 is used in the calculations. Figure 8(a) plots
the interband transitions between each pair of bands in the
SBE calculation. The interband transition between CB1 and
CB2 has little effect on the primary plateau region of spectra.
This is because the population of the higher conduction band
is pumped from the first conduction band CB1 according to
the step-by-step model [22,66]; therefore, the population in
CB2 is much smaller than that in CB1. Its contribution to the
primary plateau region and the 19th harmonic is much less
than the contribution from CB1.

One may find that the primary plateau region calculated by
the three-band model agrees well with the two-band model. In
Fig. 8(b), a clearly splitting minimum pattern is observed at
the 19th harmonic on HHG spectra when the high-lying band
CB2 is included, which is the same as the minimum observed
from the two-band model shown by the magenta dotted line.
For the even harmonics illustrated in Fig. 8, they come from
the dynamic asymmetry induced by the interference of multi-
bands [16,66].
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