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By exploiting the nonlinear nature of the Jaynes Cumming interaction, one can get photon population trapping
in cavity-QED arrays. However, the unavoidable dissipative effects in a realistic system would destroy the
self-trapped state by continuous photon leakage, and the self-trapping remains only as a temporary effect.
To circumvent this issue, we aim to achieve an indefinitely long-lived self-trapped steady state rather than a
localization with limited lifetime. We show that a careful engineering of drive, dissipation, and Hamiltonian
results in achieving indefinitely sustained self-trapping. We show that the intricate interplay between drive,
dissipation, and light-matter interaction results in requiring an optimal window of drive strengths in order
to achieve such nontrivial steady states. We treat the two-cavity and four-cavity cases by using exact open
quantum many-body calculations. Additionally, in the semiclassical limit we scale up the system to a long one-
dimensional chain and demonstrate localized and delocalized steady-states in a driven-dissipative cavity-QED
lattice. Although our analysis is performed by keeping cavity-QED systems in mind, our work is applicable to
other driven-dissipative systems where nonlinearity plays a pivotal role.
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I. INTRODUCTION

Intricate interplay between the nonlinear interactions and
kinetic hopping delivers fascinating physics of Josephson
oscillation and macroscopic quantum self-trapping, which
are already realized in bosonic Josephson junctions (BJJs)
consisting of cold-atomic Bose-Einstein condensates (BECs)
[1-4]. The novel phenomenon of self-trapping is a conse-
quence of strong nonlinear on-site interaction that dominates
the particle tunneling. Despite short-lived polariton states and
weak photon-photon interaction [5-7], nonlinear Josephson
oscillation as well as macroscopic self-trapping have been
achieved in photonic systems (e.g., cavity-QEDs, see Fig. 1)
characterized by light-matter interactions [8—12].

Photonic Josephson junctions (PJJs) have come up as a
novel platform for quantum many-body simulation [11]. An
extended version of PJJs can be realized in a lattice of cavities
with nearest-neighbor tunneling. Realizations of large bosonic
systems, such as a Bose-Hubbard lattice [13—15] of ultracold
atoms and strong light-matter coupling [16] have motivated
exploration of strongly correlated phases in cavity-QED ar-
rays. Scaled-up cavity arrays with various coordination num-
bers can offer exotic collective many-body phenomena often
missed in few-body physics (e.g., Mott insulator). In these
setups, the Mott insulator to superfluid phase transition is
investigated [17-20]. Addressing dissipation engineering in
a cavity network, a purely-dissipation-induced phase tran-
sition from a superfluid-like state to a Mott-insulator-like
state was predicted beyond a critical cavity decay [10,21].
Additionally, drawing correspondence to Bose-Hubbard dy-
namics, driven-dissipative cavity arrays are presented as effi-
cient quantum simulators [22,23] implementable with present
technology. Moreover, a dissipative phase transition has been
observed experimentally in a one-dimensional (1-D) lattice of
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72 microwave cavities, each coupled to a superconducting
qubit [24]. Thus, substantial progress has been made regard-
ing scalable cavity-QED based architectures [25]. Given these
experimental and theoretical advances in large-scale systems,
exploring the possibility of nontrivial nonequilibrium steady
states is an interesting avenue of research.

Dissipation-induced delocalization-localization transitions
of photons were theoretically predicted [11] and experimen-
tally verified [12]. The critical atom-photon interaction for
such a transition is large and can be well achieved in a cavity
consisting of superconducting qubits coupled to transmission
line resonators [26,27]. Although self-trapping is achieved
in a coupled cavity dimer, continuous unavoidable photon
leakage and spontaneous decay of the qubit limit the longevity
of self-trapped states in a realistic system [11]. Therefore,
it is imperative that competition of dissipation, drive, and
interaction strength be explored in detail and requirements for
robust localization are sought. In fact, the idea of striking a
delicate balance between drive and dissipation has been very
successful in preparing target states [28], achieving indefi-
nitely long-lived entanglement between qubits [29-32] and
persistent chiral currents [33].

Here, we investigate a strong-coupling regime where
both drive and dissipation are present and hope to create
photon-localized steady states. For smaller systems, we do a
brute-force open quantum many-body treatment involving
the standard quantum master-equation approach to a density
matrix and a quantum Monte Carlo wave-function method
[34] for a slightly bigger system. In the semiclassical limit,
we investigate a long 1-D driven-dissipative lattice model.
Our key findings can be categorized as follows: (i) There
exists an optimal window of drive strength where a localized
steady state is obtained. As a consequence of this, we get
interesting phase diagrams. (ii) For a closed system with
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FIG. 1. Schematic depiction of 1-D lattice of identical cavity-
QEDs, each containing a two-level system with levels marked 1
and 2. Each two-level system is coupled to the cavity photons with
a strength g;. Additionally, J, k, y represent intercavity tunneling,
photon decay, and spontaneous decay of the two-level system, re-
spectively. d; is the coherent photon microwave drive applied at the
ith cavity.

subcritical light-matter interactions, there is no localization
effect. On the contrary, by incorporating drive and dissipation
into the system it is possible to achieve a self-trapped steady
state at the same light-matter coupling strengths. (iii) The
achieved self-trapped steady state is independent of the initial-
state preparation which is immensely beneficial, especially
from an experimental perspective. Furthermore, preparation
independence of our exotic steady states clearly states that
long-time localization does not care whether the light-matter
interaction is critical or subcritical with respect to the initial
photon population. This feature reflects the clear distinction
between our self-trapped steady states and temporary local-
ization achieved previously [11,12]. Specifically, we attempt
a dissipative preparation of novel self-trapped states and ana-
lyze how this protocol depends on the parameter space.

II. MODEL AND APPROACHES

The Hamiltonian defined for cavity-QED arrays in a rotat-
ing frame of drive frequency () is given by

H=>"H—J) (ala;+Hc), (1)
i (ij)

where H; = (wg — a)p)sf + (wc—wp)aja,-—i—g,-(a;rsi’ + a,-sf) +
di(a; +aiT). Here, wy and w. are the characteristic fre-
quencies of the qubit (embedded in the cavity) and cavity
photons, respectively; a; destroys photon at the ith cav-
ity, and s¥ (where o = {x,y,z}) is the ith qubit. g; is
the qubit-photon coupling strength that dictates the Rabi
oscillations of excitation dynamics and d; is the drive
strength. As per the experimental scenario, we introduce
the qubit (spontaneous) decay rate y and the photon leak-
age « of the cavity. Such considerations forces us to treat
this as an open system whose zero-temperature dynam-
ics could be described by the Lindblad master equation
written as po(t) = —i[H, p(t)] +« Zj Lla;1+y Zj Llo;]
where L[A;] = [24;p(1)AT — ATA;p(t) — p(1)ATA;1/2 takes
account the dissipation involved with the qubit or photonic
degrees of freedom. p(¢) is the reduced density matrix of the
system. Here we mainly focus on low-temperature behavior
where the thermal photon contribution is neglected and only
coherent photon drive is employed. Furthermore, we calcu-
late the average photon number and average spin as N; =

Tr[aja,-p(t)] and (s%) = Tr[s¥p(?)], respectively. We solve
the above Lindblad master equation by two approaches: (i)
The traditional numerical implementation of the above equa-
tion and (ii) a quantum Monte Carlo wave-function method,
which is a powerful technique to deal with a larger Fock
space [34].

It is also imperative to mention an important experimen-
tally feasible limit. In the large-photon-number limit [11]
one can efficiently approximate the second-order correlation
with the product of first-order expectation values. In other
words, (a;s;") ~ (a;)(s;") and so on. Using the above Lindblad
equation and exploiting the semiclassical approximation, we
get

(@;(1)) = —i(wc — wp)la;(t)) —ig;(s; (t))
a1 O) + (a1 O)] = Saj0) = idy, @)
(s7(1)) = —i(wo — wp){s7 (1)) + 2ig;{a; ()3 (1)
- 2570, 3)
(550)) = —ig;{sT (OMa; (1) — {af )} (s7 ()]
- y[(sj»(t)) + %] (4)

In the semiclassical limit the expectation values of the opera-
tors can be expressed as complex numbers. To investigate the
population-trapping phenomenon we rely on the population
imbalance
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where N; = |(a;)|>. We designate the state of the system
as {N;, (s7)}. For M =2, we start with the configuration
{N,0,—1/2, —1/2} and analyze the steady-state values of z
with varying g;, d;, k, and y. Using canonical transformation,
it has been perturbatively shown that the Jaynes-Cumming
interaction induces on-site photon-photon coupling that pro-
vides a nonlinear contribution to the bare photon dynamics
[35]. This perturbative regime (dispersive case) is, however,
not our subject of focus here. For the resonant case, the
effective anharmonicity is expected to be the strongest. In such
a resonant situation we analyze the role of dissipation, drive,
and nonlinear interaction together and present the results in
next section.

z(t) =

’

III. RESULTS

In this section, we present results for both (i) the fully
quantum case and (ii) the semiclassical limit. Throughout
the paper we stick to the near-resonant case wp — wp, = We —
w, = 0.01J. It is important to note that we express the light-
matter interaction in terms of critical coupling g, [11] only
when we present results for a fully closed-system (with no
dissipation and drive, i.e., an isolated quantum system). On
the other hand, a driven-dissipative system has no connection
with g..
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FIG. 2. Quantum dynamics for two coupled cavities are pre-
sented for initial state {10,0,—1/2, —1/2} and k =y = 0.04J.
Panels (a)-(c) are undriven cases when g, = g, = 17.7J. Panels
(d)—(f) are drawn for d; = 0.04J,d, = 0,and g; = g, = 17.7J, i.e.,
light-matter coupling in both cavities are turned on. Panels (g)—(i)
are cases when g; =0, g, = 17.7J, and the driving intensities are
the same as in panel (d). N; and s7 are mentioned with similar colors
as the respective lines. This demonstrates that indefinite self-trapping
can be achieved when one of the cavities does not have light-matter
coupling.

A. Results from quantum simulation

Here we carry on full quantum treatment for a case with
relatively small number of photons and solve the Lindblad
master equation in a many-body framework. The undriven
case in Figs. 2(a)-2(c) shows that dissipation limits the life-
time of localization (as will be seen even in the semiclassical
picture in a subsequent discussion). Comparing Figs. 2(b)
and 2(c) we see that the qubit energy in the second cavity
increases whenever the photon population N, shows a bump
in Fig. 2(b). The inset of Fig. 2(c) also addresses rapid decay
of Rabi oscillations. In Figs. 2(d)-2(f) we coherently drive the
first cavity but no enhancement of localization is observed. In
fact, we find (not shown here) only a small enhancement even
when much larger driving intensities (such that g;, g, # 0)
are considered. This behavior makes the quantum scenario
strikingly different from the semiclassical case (as will be
discussed in the next section) where quantum correlation is
ignored. Such a purely quantum effect restricts the external
photons making the drive ineffective and thereby making the
localized steady state unattainable (until we go to extremely
high drives which is computationally challenging).

The dynamics of photon-photon correlation in terms
of the g function is presented in Fig. 3, where we
plot temporal behavior of undelayed second-order correla-
tion, given by g2 (t)l.=0 = (al (t + T)a] (a1 (t + T)ai(1))/
(aI(t)al(t))zlrzo (of first cavity). Figure 3(a) shows that an
antibunching-to-bunching transition occurs earlier when the
cavity-qubit coupling is switched off for the first cavity.
On the other hand, when light-matter interaction g % 0 for
both the cavities, this transition appears at a time where
the blockade in the right cavity is already broken and the
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FIG. 3. (a) Dynamics of quantum correlation function g®(0).
The horizontal dotted black line in panel (a) marks the g (0) = 1
value. (b) N, dynamics. (c) Short-time dynamics of z is shown for the
two cases. Vertical dotted lines of respective colors mark the times
when g (0) attains 1 in all figures. Parameter values are same as
in Fig. 2(d) [solid orange (gray), g; = g»] and Fig. 2(g) [solid blue
(dark), g1 = 0, g» # 0], respectively.

localization starts getting lost [see Figs. 3(b) and 3(c)]. Fur-
thermore, the inset in Fig. 3(a) describes coherent light at
long times for the former case. This is obvious because the
steady state describes an empty second cavity and a first cavity
with only noninteracting photons [see Fig. 2(h)]. We thus
demonstrate that antibunching in the first cavity (which is also
the driven) is enhanced when g; # 0 which thereby disallows
self-trapping. We nullify this correlation by switching off the
cavity-qubit coupling only in the first cavity (i.e., making
g1 = 0) and plot the results in Figs. 2(g)-2(i). Figure 2(g)
presents a localized steady state at the same d; value as in
Fig. 2(d); Fig. 2(h) supports the attainment of finite steady-
state population for the first cavity and a vacuum for the
second cavity. Figure 2(i) shows that the isolated first qubit
remains in its ground state, whereas the second qubit shows
some dynamics because g, # 0 [see inset of Fig. 2(i)]. There-
fore, we have demonstrated that, by carefully engineering the
Hamiltonian, one can achieve an indefinitely long-lived self-
trapped steady state in a fully quantum system. The question if
the nonuniform light-matter coupling (g, # g») is a necessary
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FIG. 4. Full quantum treatment of a two-cavity case with uni-
form couplings. Attainment of self-trapped steady state is established
when gy =g, =10/, k =y =1.6J,d;, =4J, and d, = 0. The N;
are mentioned with similar colors as the respective lines.

condition in achieving long-lived self trapping may arise here.
Figure 4 establishes that a quantum case with strong uniform
coupling will also produce a self-trapped steady state. Here
we use a very strong drive (to dodge strong antibunching in
cavity 1) along with strong dissipation to tackle Hilbert-space
size when achieving numerical convergence. A nonuniform
coupling is not a necessary condition but it seems to be a
good strategy to trap a larger number of photons using a much
weaker drive.

We scale up the quantum case to a 1-D chain of four
cavity-QEDs and plot the results in Fig. 5 when only the
first and third cavities are initially populated. With finite
y and «, z decays in Fig. 5(a) (light blue). On the other
hand, the driven-dissipative situation (thick black) localizes
the photon populations in the first and third cavities [see
Figs. 5(b)-5(e)]. This figure demonstrates the steady-state
localization in an extended open quantum system. Here we
used small values for d; so that the Hilbert-space size of
the four-cavity case can be tackled numerically. For larger
drive strengths we will need larger Fock-space cutoff in the
numerics to take into account the presence of large numbers of
photons.

Figure 6 demonstrates the initial-state independence of
the steady states achievable in this open quantum system. In
addition to this being interesting, it is also more practical from
an experimental perspective to start with a vacuum state in
the cavities and s; = —1/2 for the qubits. Additionally, the
degree of nonlinearity having no dependence on the initial
photon number makes our steady-state localization markedly
different from the delocalization-localization transition in
Ref. [11]. Such a setup when driven out of equilibrium leads to
interesting nonequilibrium steady states, which in our case is
dictated only by y, «, d;, and g;. A more elaborate description
of initial-state independence for widely varying initial states
is presented in Fig. 10 of Appendix A. In Figs. 6(a)-6(c) we
find that an optimum drive d; = 0.04J produces a self-trapped
steady state, whereas an over-drive d; = 0.2J populates the
undriven second cavity, destroying strong self-trapping [see
Fig. 6(c)] and leading only to a partially self-trapped state.
Next, we present the semiclassical results for a long 1-D
chain, when comparatively large numbers of photons are
considered.
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FIG. 5. Quantum dynamics for a 1-D chain of four cavities, when
the initial conditions are {2, 0, 2, 0} for the cavity photon popula-
tion and {—1/2, —1/2, —1/2, —1/2} for the qubits. The results are
nonetheless independent of initial conditions as shown in Fig. 6
(and in Appendix A). (a) Dynamics of z is presented for y =k =
02J,M =4, g, = g4 =17.8/, and g; = g3 = 0. The undriven case
having d; = 0 (thin light blue) is contrasted with a case where d; =
dy = .025J and d» = d4 = 0 (thick black). Panels (b)—(e) describe
the photon population of four cavities.

B. Semiclassical results

In a semiclassical framework we neglect the quantum
correlations and make use of Egs. (2)—(4). We present results
for a 1-D lattice of identical cavities. We investigate M =
100 cavities each hosting a qubit with identical couplings
gi = g. Although we can tackle much larger lattices, the
essential physics remains the same. Without loss of generality,
we choose initial conditions such that all the odd cavities
are populated and all the even cavities are vacant. The de-
fined population imbalance z is plotted in Figs. 7(a) and
7(b). The closed-system case is shown in Fig. 7(a) which
shows localization when g ~ 2g, with g. = 2.84/NJ (where
N is the initial photon number on every odd site) [11]. In
contrast with the two-cavity closed-system case (M = 2) in
Fig. 11(d), here we need g = 2g. for localization. The fac-
tor of two is essentially the coordination number. Here one
should note that the critical coupling g, has relevance to the
closed-system case only and does not relate to our driven-
dissipative steady-state localization. We present this particular
case only for comparison. In Fig. 7(b) the driven-dissipative
scenario is presented where appropriately driven odd sites
stabilize the localized state. These results indicate that drive
and dissipation can be carefully designed to create localized
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FIG. 6. Quantum dynamics and demonstration of initial-
condition independence. Here M =2, y = x = 0.04J, and g, =0,
g, = 10.62J. Plots are shown for two distinct initial conditions: (i)
N; = N, = 0 (both cavities are initially vacuum presented by solid
black and dotted purple) and (ii) Ny = N, = 5 [presented by dashed
blue and solid yellow (thin gray)]. For each initial condition we
show results for two {d;, d,} compositions: (i) d; = 0.04J, d, =0
(black and dashed blue) and (ii) d; = 0.2J, d, = 0 [dotted purple
and solid yellow (thin gray)]. Panels (a)-(c) plot Ni, N,, and z
dynamics, respectively. The initial-condition independence can be
seen in our results. The initial conditions for qubits in all cases were
{—1/2, —1/2} but we find that the initial-condition independence
also holds for different initial conditions of the qubits (see Fig. 10
in Appendix A).

steady states in large-scale systems. At fyeax (Where the self
trapping is just disrupted) rapid oscillation of z sets in and this
indicates photon tunneling throughout the lattice. We show
only a few oscillations after fy, that converge for various
numerical precisions. As we advance in time, subsequent
oscillations become too sensitive to precision and barely give
any relevant physical insight. This regime is anyway not of
interest because the self-trapped phase is already destroyed
and the photon populations at times >y are too small to
support the semiclassical approximation. A detailed analysis
of these oscillations for a case of M =2 is presented in
Appendix B. Through our semiclassical analysis we also find
that, as long as the system is in a self-trapped phase, the
results are insensitive to the details of the initial state, thereby
making it more experimentally feasible. The conditions for
the semiclassical approximation to hold is in tune with the
current experimental setups [12]. From the above diagram
(Fig. 7), one can notice that an intricate interplay between
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FIG. 7. Semiclassical dynamics for population imbalance in a 1-
D lattice consisting 100 identical cavity-QEDs (each hosting a qubit)
is presented with g; and d; values mentioned with similar colors
as the respective lines. In all cases every odd cavity is initialized
with 20 photons and even cavity is kept vacant. k, y, and g; = g
values are kept identical for each cavity in the array. (a) Depiction
of delocalization-localization transition for a closed-system case
(no drive and dissipation). (b) Open-system case (i.e., with drive
and dissipation) with ¥ = y = 0.04J which reflects stabilization
(indefinitely long lived) of self-trapped state with appropriate drive.
Here, g. = 2.8J+/20 is only defined for the closed-system case in
panel (a).

drive, dissipation, and interaction can lead to the existence of
an optimal window of drive strengths where localized steady
states can exist. This naturally leads to an interesting question
regarding the existence of a phase diagram in such systems.
We investigate this for the case of M = 2 without loss of
generality.

Figure 8 (M = 2) demonstrates an interesting phase di-
agram. In Fig. 8(a) we see that there is a minimum drive
d™" and a maximum drive d™* for a given value of cavity
decay « (keeping all other parameters fixed) and they define

(b)
0.25 ;
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Kl

0.1

0.05

500 : 1000
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FIG. 8. (a) Semiclassically obtained phase-space description of
long-lived self-trapped state in d;-« plane, when y = 0.04J. The
cavity system is initialized to a state {20,0, —1/2, —1/2} and the
coupling for both the cavities g, = g, = g = 25J. The three phases
in this figure are (i) under-driven non-self-trapped, (ii) indefinitely
self-trapped, and (iii) over-driven delocalized. The limiting values
d™" and d™ lie on the lower and upper boundaries of phase (ii),
respectively. The magenta line gives an analytical prediction for the
curve «(d,) representing the boundary between phases (ii) and (iii).
(b) For various values of g, di = d"™ is obtained for x = 0.1/ and
y = 0.04J. N} is numerically found for these parameter values and
plotted (by “x” markers) with respect to g>. A solid line is plotted
for N%* = (1/8)g* that nicely fits the data points.
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the limiting drives for steady-state localization. The mini-
mum drive can be understood as the least amount of driving
needed to assure reasonable population in the first cavity
in comparison with the second one. The maximum drive
suggests that the driving beyond a point leads to population
increase in the other cavity, thereby destroying self-trapping.
Depending upon the nature and lifetime of localization we
divide the phase space into three regions: (i) under-driven non-
self-trapped, (ii) indefinitely self-trapped, and (iii) over-driven
delocalized regions. Phase (i) is dissipation dominated and
photon numbers gradually become too small and the system
enters the quantum regime. The semiclassical approximation
does not hold in this regime and fails to predict if there exists
a small steady-state population N;. However, the monotonic
decay of population due to strong dissipation suggests that
no considerable population is trapped in the first cavity at
steady state. In fact, in this regime, even via fully quantum
simulations, we demonstrate that this phase does not have
self-trapping. Phase (ii) represents the system having self-
trapping in its steady state. Here drive, dissipation, and light-
matter coupling make a delicate balance. Phase (iii) deals
with an over-driven situation. By over-drive we mean d; >
d{" that limits the localization lifetime by populating the
second cavity. In this case, N is quite large around fyeax,
making the semiclassical treatment valid [see Fig. 13(c) of
Appendix B]. After fu., at least a few oscillations of
large population are physically meaningful, describing the
dynamical delocalization of an already localized state (having
lifetime 0 < ¢ < fyreak). Neither of the phases (i) and (iii)
supports indefinite localization. N; monotonically decays in
phase (i) without populating the second cavity and Ny, N,
become comparable. On the contrary, in phase (iii) N initially
grows to a value and then starts oscillations by populating the
second cavity. Therefore, d{"™** demarcates two physically dis-
tinct phases of localization. For further details about different
phases see discussions in Appendix B.

The upper limit of “good” drive d["* can be analytically
discussed. Assuming that there is steady-state self-trapping,
one gets the relation: «(d;) = 2[(13—;) — (we — a),,)z]]/z,
where N;¥ defines the steady-state population of the first
cavity. The above equation is derived from Egs. (2)—(4) with
the assumption that the cavity 2 is effectively disconnected
since (a;) &~ 0. Moreover, we assume that the qubit in the
first cavity plays no role because (s;') ~ 0. These assumptions
can be supported by a brute force simulation. Having justified
these assumptions via a brute force simulation, we find that
the above analytical formula fits remarkably well with the
numerical results. Now, the «(d;) equation is defined for a
particular value of g because the assumption of steady-state
self trapping itself depends on the degree of light-matter
interaction. Indeed, we find different slopes for the upper
boundary d{"®* for various g values. A natural question is to
find the dependence of steady-state population N{* on g. By
choosing « and d; values right on the upper boundary of local-
ized steady-state region for various g values, we numerically
extract Ni* and plot Fig. 8(b). By straight-line fitting we infer
that a localized steady state for particular values of «, y, d"™*
obeys the relation Ni* ~ (1/8)g*. Using this relation we can

write the k (d,) equation as k (d;) = 2[8(‘;—;2) — (wo — wp)*1'?

which is given by the magenta line in Fig. 8(a). Indeed, we
would like to point out again that, in the regime where the
analytical curve agrees with the numerical phase boundary,
the numerical results show that (s;") and (a,) are negligible.
For further analysis of the two-cavity case, see Figs. 11 and
12 in Appendix B. We would like to point out that we see a
minor discrepancy between the analytical curve and the phase
boundary from numerics [Fig. 8(a)] in the regime where « is
small. Now one may be interested in investigating y depen-
dence of the self-trapped region for a fixed «. In Fig. 14(b)
in Appendix B we see that d{"* remains almost fixed with
increasing y . This is a mere consequence of negligible photon
loss via the spontaneous decay channel y of the qubit (at a
fixed k).

One remarkable difference between the quantum and semi-
classical treatments is the effectivity of d;. The strong an-
tibunching of photons in Fig. 2(d) (with g; # 0) makes the
cavity resistant to external drive. This effect is absent in
semiclassics where we neglect the second-order correlation
between the qubit and photons in the large-N limit.

Now we comment about the nature of localization in single
and multiphoton regimes. The photon self-trapping in a mul-
tiphoton system stems from nonlinearity in the Hamiltonian.
But it can also be achieved in a linear regime (where N ~ 1)
by switching off the coupling in the first cavity (g; = 0). In
this case, a g» > J regime suppresses intercavity tunneling
and effectively decouples the cavities. This feature is reflected
even in a closed system, where {1,0, —1/2, —1/2} simply
becomes an eigenstate in the limit g, > J and remains sta-
tionary. When the system is made open, the first cavity attains
some steady-state population without affecting the second
cavity, provided that the photon injection rate in the first cavity
remains small.

An important finding of our work is that, both in the quan-
tum and semiclassical treatments, steady-state self-trapping
can be attained for a driven-dissipative system with a certain
light-matter interaction, whereas it is absent for a closed-
system counterpart having the same interaction strength (im-
plying a subcritical g < g, interaction for closed systems; see
Fig. 9).

IV. DISCUSSION AND CONCLUSION

In this paper, we have studied an open system consisting of
a 1-D lattice of cavities each hosting a qubit. This system is
further subject to drive and dissipation. By striking a delicate
balance between drive, dissipation, and interactions, we have
predicted a parameter regime where an indefinitely-long-lived
self-trapped state exists. Such exotic steady states are indepen-
dent of initial-system preparation, which is advantageous for
experiments. Our analysis of an engineered driven-dissipative
cavity system will help in precisely accessing localization and
delocalization phases and will also be paramount for well-
controlled photon transport in a cavity array. It is worth noting
that interesting studies regarding dissipative stabilization of
nonequilibrium steady states in Bose-Hubbard lattices have
been done with additional photon-photon Kerr nonlinearity
[36-38].

Future outlook involves developing quantum methods for
dealing with even larger systems. This could be key for
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FIG. 9. Demonstration of driven-dissipative steady-state self-
trapping for an interaction which is subcritical if considered for
a closed-system counterpart. The two-cavity system is initialized
at {20,0, —1/2, —1/2}. Panels (a) and (b) describe quantum cases
when g, =0, go =5J. Panels (c) and (d) describe semiclassi-
cal cases when g, =g, = 11.27J. The critical interaction g. =
2.84/20J can only be defined for fully-closed-system cases in panel
(a) g1 =0, go = 0.4g. (expressed in terms of g.) and panel (c) g, =
g» = 0.9g.. Drive and dissipation rates are mentioned for driven-
dissipative cases in panels (b) and (d) with respective colors.

investigating indefinitely-long-lived many-body localization
in driven-dissipative systems. The role of counter-rotating
terms (e.g., Rabi-Hubbard) in the physics of self-trapping
still remains unexplored. Needless to mention, the physics
of localization remains fascinating in two or more dimen-
sions and artificially engineered systems with deformable
lattices [39].
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APPENDIX A: INITIAL-STATE INDEPENDENCE
OF STEADY STATE

Here we present full quantum result showing that the
steady-state values are independent of the initial photon num-
ber distribution and qubit states. In Figs. 10(a)-10(c) various
preparations approach unique steady states at long times. The
final state is only dictated by «, y, di, and the light-matter
coupling.

o (@)
200 400
(b)

z

100 200

0 100 200
Jt

FIG. 10. Exact quantum simulation. Photon and qubit dynamics
for various initial photon number distribution and qubit states. Here
k =y =0.04J,d, =0.04J,d, =0, and g, =0, g, = 10.63J. Var-
ious preparations are as follows: (i) {0, 0, —1/2, —1/2} (thick solid
black), (ii) {0, 0, —1/2, 1/2} (thin solid purple), (iii) {0, 0, —1/2, 0},
i.e., the qubit state in cavity 2 is an equal superposition of the excited
and ground states (dashed blue), (iv) {0,2, —1/2, —1/2} (dashed
dotted yellow), and (v) {0, 2, —1/2, 1/2} (dotted red). At long time
the uniqueness of the steady state is evident.

APPENDIX B: SEMICLASSICAL RESULTS FOR
TWO COUPLED CAVITIES

In this Appendix we compare localization for various de-
grees of openness. We consider a two-cavity system with large
number of photons and discuss the validity of our semiclas-
sical approach. Furthermore, we pick up sets of parameters
from phases (i)—(iii) and differentiate them by plotting the
respective dynamics.

In Fig. 11 we plot dynamics of z for different couplings
g V., k, di, and d, when only the first cavity is loaded with
photonic population with initial state {20, 0, —1/2, —1/2}.

Figure 11(a) depicts the lossless coherent oscillation of
undriven photonic population for g = 0.9g. whereas, in
Fig. 11(b), the introduction of strong dissipation localizes
z for a limited time and the population decays thereafter.
The moment the localized state gets destroyed (marked by
Jtoreax ), We get rapid oscillations due to decayed population.
Figure 11(c) shows the dynamics of population distribution
in the respective cavities. However, as dissipation reduces
N;, the modified critical condition suits the subcritical g and
localization is established. A similar message is reflected in
Figs. 11(d)-11(f) but for a case with coupling g = 12.52J
(=g. for a closed system). Comparing Figs. 11(d) and 11(e),
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FIG. 11. Semiclassical behavior of population dynamics of two coupled cavities with varying y, «, g1 = g2 = g, and drive. Here,
g = 2.8J4/20 is defined for closed system. (a) g=0.9g., y =0, x =0, and d, = d, = 0 (closed system with subcritical light-matter
coupling). (b) g=11.27J,y = 0.6J,k = 0.6J,and d, = d» = 0 (dissipative system with no drive). (d) g =g.,¥ =0,k =0,andd, =d, =0
(closed system with critical light-matter coupling). (e) g = 12.52J, y = 0.04J, « = 0.04J, and d, = d, = 0 (dissipative system with no drive).
(g)g=12g.,y =0,k =0, and d; = d; = 0 (closed system with light-matter coupling greater than g.). (h) g =25/, y = 0.04J, x = 0.04J.
d, = d, = 0 (dissipative in solid magenta) and d; = 0.04J, d, = 0 (driven-dissipative in dashed green). Panels (c), (), and (i) are the population
dynamics for the left and right cavities for parameter specifications as in panels (b), (e), and (h), respectively. The dotted gray vertical lines in
panels (b), (e), and (h) mark the break time #..,x When the localization starts getting destroyed.

we see that the dissipative setup destabilizes the already
localized regime by photon leakage. The case deep within
the localized regime is presented in Fig. 11(g). In Fig. 11(h)
we notice that, when the left cavity is coherently driven,
the localized state persists even at long times. Furthermore,
Fig. 11(i) demonstrates the balancing of drive and dissipation
and attainment of a steady state with finite N; and N, ~ 0.

1. Optimum drive for stable localization

Figure 12 depicts the temporal stability of localization with
varying d; when the system resides deep in the self-trapped
regime. It is evident from Figs. 12(a) and 12(b) that there
exists an optimum range of d; that reinforces N, as to stabilize
z over long times. Jtyeqx i plotted in Fig. 12(c) where the
upper limit of the y axis can be taken much greater than 1400
as in the phase (ii) region fyyx actually diverges; we set this
limit just for representation. Here we have constructive and
destructive roles of photon drive at the two boundaries of
optimum range. At lower bound, drive wins over dissipation,
whereas it spoils steady-state localization at the upper bound.
Although the two-cavity case is a special case of the 1-D
lattice (Fig. 7) in the main text, they reflect similar physics.

2. Validity of semiclassical treatment

Here we discuss the validity of our semiclassical treatment
and explicitly show the dynamics in the three phases in Fig. 8.

Our semiclassical treatment fails when the photon population
becomes very small. This situation arises when the drive is

1 ‘
5 d,=0.03)
o
0.5 S J
HH n
N Of © 9 B
S
-0.5F o il
[ (a)
-1k ® s s 1
0 500 1000 1500
1
i
0.8 '
1000
0.6 =
5 g
N 04l S }
(ii) (i) + 500
0.2 (b) (c)
0 0
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8

d,/) d,/)

FIG. 12. Semiclassical behavior. (a) Temporal behavior of z for
various d; values [d; = 0, 0.02J, 0.03J, 0.18/, 0.2J presented as
solid blue (dark), solid magenta (gray), dashed black, thick green
(light gray), and dotted red (dark), respectively] when g = 25/ and
y =« = 0.04J. (b) Long-time values of z = Ziong and (¢) fyrear for
varying d; are plotted. These results in panels (b) and (c) show
that semiclassical method predicts an abrupt change between no
self-trapping and an indefinitely-long-lived trapped state. Here (i)—
(iii) are the ranges of d; corresponding to the three phases already
presented in Fig. 8.
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FIG. 13. Semiclassical results for various drives when g, = g, = 25J, k = y = 0.04J, and d, = 0. The plots are presented column-wise:
Column (a) is the under-driven case, column (b) is indefinite self-trapping, columns (c) and (d) are the over-driven delocalized cases. Blue
(dark) and orange (gray) solid lines in the lower panels present the first and second cavity populations, respectively. Vertical dashed lines mark

the break time, where the localization is just destroyed.

unable to counter the dissipation and the photon population
monotonically decays. This is the regime in phase (i) of Fig. 8.
We plot such an instance in Fig. 13(a). Although the mono-
tonic decay of population suggests no considerable population
at long times, we cannot comment about the steady-state
population, which is very small. The z oscillations here are
due to the small-amplitude ripples in N; and N, [see inset
of Fig. 13(a)] and the altering orders of N; and N,. These
unphysical oscillations are attributed to the failure of the
semiclassical approximation.

On the other hand, the scenario in phase (iii) is very differ-
ent. In this over-driven regime we plot Fig. 13(c), where the
first cavity population around the break time is considerably
large and our semiclassical approach is valid. Beyond this
point we see large population oscillation indicating delocal-
ization. Here we took only a few oscillations that converged
for various numerical precisions. At much longer times, the
numerics does become very sensitive but we do not need
to go to such long times since self-trapping has already
been broken. However, comparing Fig. 13(b) (steady-state
self-trapping located within the yellow region of Fig. 8) and
Fig. 13(c) we note a drastic delocalization (which has physical
significance) of an already stabilized population in Fig. 13(c).
Therefore, d"™ separates two physically distinct phases of
localization: (ii) indefinitely self-trapped and (iii) over-driven
delocalized. In fact, our analytical phase boundary (magenta
line) matches very well with the numerical phase boundary
and it relies on the assumption (a;) ~ 0. Any drive d; >
d"™ violates this assumption, making a localized steady state
not possible. Note that, as we keep increasing the drive in
phase (iii), unlike in phase (ii) the lifetime of localization

(limited by break time) becomes shorter [compare Figs. 13(c)
and 13(d)].

3. Parameter-Space Description of Localization

Figure 14 depicts the parameter regime where localized
steady state is accessible [(ii) yellow region]. Figure 14(b)
demonstrates weak y dependence of d{"** as a consequence
of negligible photon loss via the spontaneous decay channel.

0.25 0.25 (b)
0.2 0.2
0.15 0.15
=
'Y
0.1 0.1
0.05 0.05
0 0
0 0.5 1
d./)

FIG. 14. Semiclassically obtained phase-space description of
long-lived trapped state. (a) Description in d;-x plane when y =
0.04J. (b) Description in d;-y plane when k = 0.04J. In both figures,
the cavity system is initialized to a state {20,0, —1/2, —1/2} and
fixed coupling for both cases, g, = g» = 25J. The phases (i)—(iii)
are the same as in Fig. 8.
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