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Symmetry and block structure of the Liouvillian superoperator in partial secular approximation
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We address the structure of the Liouvillian superoperator for a broad class of bosonic and fermionic Markovian
open systems interacting with stationary environments. We show that the accurate application of the partial
secular approximation in the derivation of the Bloch-Redfield master equation naturally induces a symmetry on
the superoperator level, which may greatly reduce the complexity of the master equation by decomposing the
Liouvillian superoperator into independent blocks. Moreover, we prove that, if the steady state of the system is
unique, one single block contains all the information about it, and that this imposes a constraint on the possible
steady-state coherences of the unique state, ruling out some of them. To provide some examples, we show
how the symmetry appears for two coupled spins interacting with separate baths, as well as for two harmonic
oscillators immersed in a common environment. In both cases the standard derivation and solution of the master
equation is simplified, as well as the search for the steady state. The block diagonalization does not appear when
a local master equation is chosen.
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I. INTRODUCTION

Open quantum systems are nowadays a well-established
framework whose theoretical aspects have been investigated
in depth [1–3]. An important branch is represented by Marko-
vian open systems [4,5] and quantum dynamical semigroups
[6]. In particular, the generator of a quantum dynamical
semigroup is a time-independent Liouvillian superoperator L,
such that if ρS (0) is the initial state of the system, the state at
time t is given by ρS (t ) = exp(Lt )[ρS (0)]. The solution of the
master equation providing the dynamics of the system relies
on finding the Liouvillian L.

The evolution of a dynamical semigroup is described
by a master equation in the so-called Gorini-Kossakowski-
Sudarshan-Lindblad (GKLS) form [7–9]. This form has been
extensively studied during recent years [10–19], with a par-
ticular attention on the steady-state structure, given the im-
portance of, for instance, steady-state coherences in quantum
thermodynamics [20–22] or of information-preserving steady
states [23]. The form of the steady state is also crucial
to understand the process of quantum thermalization [24].
The investigation of the role of symmetry in the semigroup
evolution has been very active as well [25–33]. Given the
simplicity of the GKLS master equation, a thornier issue has
been to characterize which microscopic physical models of
systems and environments lead to a reduced system evolution
described by this master equation. In 1965 Redfield derived
a Markovian master equation by assuming weak coupling
between system and environment and making some consider-
ations about the relevant timescales of the evolution [34]. This
derivation and the subsequent Bloch-Redfield master equation

are still commonly employed nowadays [1,2,35]. A more
formal derivation has been provided by Davies [36,37], show-
ing that the semigroup evolution is perfectly recovered when
the coupling between system and environment is infinitesi-
mally small. In some situations, e.g., in the case of two slightly
detuned spins [38,39], the Davies’ limit cannot be performed,
since it corresponds to applying a “full secular approxima-
tion” removing all the oscillating terms in the interaction
picture dynamics without discriminating which of them are
fast and which are slow, instead of a more accurate partial
secular approximation. The latter was implicitly suggested
by Redfield himself [34], and an extensive study about it
has been performed in the very recent past [35,39–43], in
particular showing that applying an accurate partial secular
approximation to the microscopic derivation of the master
equation allows one to recover the GKLS form [40,41].

In this work we show how a symmetry on the superoperator
level arises due to the partial secular approximation. Our dis-
cussion is valid for a broad class of systems that can be recast
as M noninteracting fermionic or bosonic modes weakly cou-
pled to stationary Markovian environments. The symmetry
consists of the invariance of the Liouvillian superoperator un-
der the action of the total-number-of-particles superoperator.
We stress that the symmetry is on the superoperator level,
i.e., it is not a symmetry of the system Hamiltonian, but of
the full master equation of the open system. Following the
formalism discussed in Ref. [27], we can exploit it to block
diagonalize the Liouvillian superoperator and greatly reduce
the complexity of the master equation. Complexity reduction
of abstract GKLS master equations in fermionic or bosonic
systems has been also addressed in some extensive works by
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Prosen et al. [12,14,15], while Torres exploited a symmetry
of the Hamiltonian to find the solution of master equations
without gain [44]. Once having exploited the symmetry to
obtain the block diagonalization, we observe that, if the steady
state of the system is unique, one single block contains all the
information about it. This not only helps to find it, but also
imposes a constraint on the corresponding steady-state coher-
ences. Curiously, the symmetry arises only when considering
a global master equation, while it is not valid anymore when
using a local one [39,45,46].

We review the derivation of the Bloch-Redfield master
equation and subsequent partial secular approximation in
Sec. II, as well as the theory of symmetries and conserved
quantities in Lindblad master equations. Section III is devoted
to the discussion of the symmetry on the superoperator level
and to the block diagonalization of the Liouvillian. In par-
ticular, Sec. III A discusses the class of systems for which
our analysis is valid, while Sec. III B presents the main result
and Sec. III C its consequences. We provide some illustrative
examples of the action of the symmetry in Sec. IV, distin-
guishing between fermionic and bosonic scenarios. Finally,
we conclude in Sec. V with a discussion about our results.

II. FORMAL FRAMEWORK

A. Markovian master equations with partial secular
approximation

Let us consider an open quantum system S with associated
Hilbert space HS of dimension N , described at time t by
the N × N density matrix ρS (t ). S is coupled to an external
environment E through the interaction Hamiltonian ĤI , and
throughout the work we restrict ourselves to stationary envi-
ronments. The full system-bath Hamiltonian can be written as

Ĥ = ĤS + ĤE + ĤI

= ĤS + ĤE + μ
∑

α

Âα ⊗ B̂α,
(1)

where ĤS is the free Hamiltonian of the system, ĤE is the
free Hamiltonian of the environment, Âα are system operators,
while B̂α are bath operators. μ is a coupling constant with
units of energy, and in the weak-coupling limit considered
here we assume μ far smaller than the other characteristic
energies of the system. We set h̄ = 1, so that the units of
measure of time are [time] = [energy]−1.

We term |en〉 the eigenvectors of the free Hamiltonian of
the system, which may be degenerate as well, such that ĤS =∑

n εn|en〉〈en|. The jump operators of the system are defined
as [1]

Âα (ω) =
∑

εm−εn=ω

|en〉〈en|Âα|em〉〈em|. (2)

We assume that the open system S follows a Markovian,
nonunitary evolution due to the coupling to the station-
ary environment E . The master equation describing a time-
independent dynamical semigroup is written as

d

dt
ρS (t ) = L[ρS (t )], (3)

where L is the Liouvillian superoperator acting on the N2-
dimensional Hilbert space L of the linear operators on HS ,
called Liouville space [27], which contains the convex sub-
set of the density matrices. In particular, for the Bloch-
Redfield master equation in partial secular approximation
(PSA) [1,2,39]:

L = −i[ĤS + ĤLS, · ] + D[ · ], (4)

where ĤLS is the Lamb-shift Hamiltonian given by

ĤLS =
∑
α,β

∑
(ω,ω′ )∈PSA

Sαβ (ω,ω′)Â†
α (ω′)Âβ (ω), (5)

while the dissipator reads

D[ρS] =
∑
α,β

∑
(ω,ω′ )∈PSA

γαβ (ω,ω′)(Âβ (ω)ρSÂ†
α (ω′)

− 1

2
{Â†

α (ω′)Âβ (ω), ρS}). (6)

Sαβ (ω,ω′) and γαβ (ω,ω′) are functions of the autocorrelation
functions of the bath operators B̂α .1 The PSA removes all the
terms in the summation with frequencies ω and ω′ such that

∃ t∗ such that |ω − ω′|−1 	 t∗ 	 τR, (7)

where τR is the relaxation time of the system, i.e., the time
in which ρS approaches the dynamical equilibrium [1,39].
We can express Eq. (7) as |ω − ω′| 
= Ot∗ (τ−1

R ), where for
convenience we introduce the notation Ot∗ , defined as

x = Ot∗ (y) if � t∗ such that x−1 	 t∗ 	 y−1. (8)

In the weak-coupling limit considered here we have

τR = O(μ−2) (9)

being the master equation of the second order in μ [3].
Appendix A1 discusses why Eq. (3) with Liouvillian in Eq. (4)
can be recast in the GKLS form:

L[ρS (t )] = −i[Ĥ ′, ρS (t )]+
N2−1∑
l=1

F̂lρS (t )F̂ †
l − 1

2
{F̂ †

l F̂l , ρS (t )},
(10)

where Ĥ ′ = Ĥ ′† is the effective Hamiltonian including the
Lamb shift, and {F̂l}N2−1

l=1 are the Lindblad operators [1].
From now on we will use calligraphic letters (such as L) to

indicate superoperators acting on L, while we will use capital
letters, with hats when needed to avoid confusion, (such as Ĥ )
for operators living in L, which for instance may act on the
Hilbert space of the system HS. The density matrices ρS are
elements of L as well. Appendix A2 discusses the language of
superoperators in more detail.

B. Symmetries and conserved quantities in the Lindblad
formalism

In this section we introduce the concepts of symmetries and
conserved quantities in the Lindblad formalism following the
recent work by Albert and Jiang [27]. Let us assume that the

1We refer the reader to Ref. [39] for their precise form.
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Lindblad evolution of an open system S is described by the
Liouvillian superoperator L as discussed in Sec. II A. Given
an observable Ĵ = Ĵ† acting on HS and living in L, we have
the following definitions:

(1) Ĵ is a conserved quantity if it is a constant of motion
under the nonunitary evolution generated by the master equa-
tion, i.e., if L†[Ĵ (t )] = 0 for all t .

We construct the one-parameter unitary group whose el-
ements are Ûφ = exp(iφĴ ) with φ ∈ R, and then we define
the associated superoperators Uφ as U†

φ [Ô] = Û †
φ ÔÛφ , with

Ô ∈ L. We can analogously write Uφ = exp(iφJ ), where J
is the superoperator associated with Ĵ through J = [Ĵ, · ].
In the language of the isomorphism introduced through the
tensor product notation in Appendix A2, we have J = Ĵ ⊗
IN − IN ⊗ ĴT .

(2) Ĵ generates a continuous symmetry on the superopera-
tor level if U†

φLUφ = L for all φ, or equivalently [J ,L] = 0.
The continuous symmetry is also called covariance [47–49],
given that it corresponds to the equivalence Û †

φL[ρS]Ûφ =
L[Û †

φ ρSÛφ], for any state of the system ρS .
If the evolution of the system were unitary and driven only

by the Hamiltonian ĤS , according to Noether’s theorem a
conserved quantity would always generate a symmetry and
vice versa. In the framework of open systems this is no longer
true, since for instance a symmetry on the superoperator level
not always implies a symmetry on the operator level. In
particular, if the master equation is in the Lindblad form as in
Eq. (10), we can consider the following three propositions:

(i) [Ĵ, Ĥ ′] = [Ĵ, F̂l ] = 0 ∀ l,
(ii) d

dt Ĵ (t ) = L†[Ĵ (t )] = 0,

(iii) U†
φLUφ = L ∀φ ∈ R, or equivalently [J ,L] = 0.

Then we have that (i) implies (ii) and (iii), but no other
logical implications are present [27]. This tells us that an
observable Ĵ may be a conserved quantity but not generate
a symmetry on the superoperator level, and vice versa.

For the purpose of this paper we are interested in the ob-
servable representing the total number of particles in a system:
suppose we have a system of M bosonic or fermionic modes;
then the Hilbert space of the system is the tensor product of the
Hilbert spaces of the M modes. The total-number-of-particles
operator reads

N̂ =
M∑

k=1

n̂k, (11)

where n̂k is the particle number operator of the kth mode. N̂
generates the one-parameter group Ûφ = exp(iφN̂ ). If we set
φ = π , we obtain the parity operator:

P̂ = exp(iπ N̂ ). (12)

The parity operator satisfies the properties P̂2 = I and P̂† =
P̂, and as a consequence it only has two eigenvalues, ±1. Par-
ity is an observable which can generate a discrete symmetry
on the superoperator level.2 In analogy with the definition of

2Discrete symmetries in the Lindblad formalism deserve a separate
discussion, and we refer the interested reader to Ref. [27].

a continuous symmetry, we write the parity superoperator as

P = exp(iπN ), (13)

where N is defined as

N = [N̂, · ]. (14)

Equivalently, using the tensor product notation (see Appendix
A2) we have

N = N̂ ⊗ I − I ⊗ N̂T . (15)

Being different objects, symmetries and conserved quanti-
ties play a different role in the analysis of the evolution of open
quantum systems [10,11,25,27]. Conserved quantities are of
fundamental importance to identify the structure of the space
of stationary states of the systems [27], related to the problem
of finding decoherence-free subspaces [50]. Symmetries can
help in simplifying the form of the Liouvillian superoperator,
and thus in solving the master equation. Indeed, if we identify
a symmetry such that [J ,L] = 0, we can block diagonalize
the Liouvillian with each block labeled by a different eigen-
value of J . As we will see in the next section, this can greatly
reduce the complexity of the master equation.

III. THE BLOCK STRUCTURE OF THE LIOUVILLIAN IN
PARTIAL SECULAR APPROXIMATION

In this section we will show how, for a broad class of
models, the partial secular approximation naturally induces a
symmetry on the superoperator level, which can be exploited
to simplify the master equation. Note that we can apply the
concepts of Sec. II B, introduced in the Lindblad formalism,
to the Bloch-Redfield master equation in partial secular ap-
proximation, since as explained in Appendix A1 the latter can
be brought to the GKLS form.

We start by introducing the suitable class of Hamiltonians
in Sec. III A, and then we focus on the identification of the
symmetry in Sec. III B. Section III C discusses a series of
interesting applications and consequences of the main result.

A. Delimiting the suitable class of systems

Our analysis applies to all systems that can be cast as the
sum of the free Hamiltonians of M noninteracting bosonic or
fermionic modes, with

ĤS =
M∑

k=1

Ekĉ†k ĉk =
M∑

k=1

Ekn̂k, (16)

and Ek is the energy quantum of the kth mode.
Equation (16) describes a broad class of Hamiltonians

which are particularly relevant in the fields of condensed
matter and optical physics. For instance, any quadratic Hamil-
tonian, that is to say any Hamiltonian of the form

ĤS =
M∑

j,k=1

(α jk â†
j âk + β jk â j âk + H.c.), (17)

where â j is an annihilation operator, can be rewritten as a sum
of noninteracting modes as in Eq. (16) [51,52]. This is just
a sufficient but not necessary condition, since more complex
Hamiltonians may be taken into the form of Eq. (17). In
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the case of bosons, all ĤS preserving Gaussian states can be
recast as Eq. (16). These Hamiltonians contain linear and/or
bilinear terms and can be reduced into the form of Eq. (17)
through displacement transformations. Systems of uncoupled
spins can be trivially seen as noninteracting fermions via
Jordan-Wigner transformation [51,53], and thus are suitable
for our discussion. The same holds for interacting spin chains
in which the total number of spin excitations is conserved
(see Appendix C). Two coupled qubits can be transformed
into free fermions as well, as discussed in Appendix D, while
extensions to wider systems of interacting spins (such as the
Heisenberg model) are tricky and must be considered case by
case.

We now set the relevant assumptions on the interaction
Hamiltonian ĤI in Eq. (1). First of all, recalling that μ is the
system-bath coupling constant defined in Eq. (1), we set Ek 
=
Ot∗ (μ2) ∀ k, where we have used the notation introduced in
Eq. (8). Then, the interaction Hamiltonian is suitable for our
analysis if at least one of the following conditions holds:

(i) Condition I. Each system operator Âα in Eq. (1) in-
volves only single excitations, that is to say, each Âα is a first-
degree polynomial in the creation and annihilation operators
ĉk . For instance, Âα′ = ĉ1 + ĉ†2 is a valid system operator,
while Âα′ = ĉ1ĉ†2 or Âα′ = ĉ1ĉ2 are not.

(ii) Condition II. Let us consider the set of energies K =
{Ek}M

k=1. Create two new sets by randomly selecting some
elements of K that can be repeated as well, and term them
X and Y ; assume that they have different cardinality (number
of elements): |X | 
= |Y |. Then we exclude situations such
that

∑
Em∈X Em = ∑

El ∈Y El + Ot∗ (μ2). This condition can be
relaxed depending on the structure of the system operators in
the interaction Hamiltonian, as we will show in the proof in
Appendix B. Notice that condition II comprises condition I
together with the assumption Ek 
= Ot∗ (μ2).

B. The symmetry of the partial secular approximation

We will now show that, if the requirements of Sec. III A
are satisfied, the number superoperator N defined in Eq. (14)
commutes with the Liouvillian in partial secular approxi-
mation Eq. (4), and therefore generates a symmetry on the
superoperator level.

Proposition 1 (Symmetry). Let L be the Liouvillian su-
peroperator describing the Markovian evolution of a quan-
tum system that can be written as a collection of bosonic
or fermionic noninteracting modes. If L has been derived,
starting from the microscopic model of system+environment,
through the Bloch-Redfield master equation in partial secular
approximation, then it commutes with the number superoper-
ator:

[N ,L] = 0, (18)

provided that one of the conditions I or II on the interaction
Hamiltonian ĤI discussed in Sec. III A holds.

Proof. In Appendix B. �
Note that Proposition 1 may be considered as the ex-

tension to systems of M modes of the concept of phase-
covariant master equation [49,54–56]. By now, the latter
has been addressed as the problem in which a system of
a single qubit follows an open dynamics described by the

Liouvillian L which is covariant under a phase transformation,
i.e., e−iφσ̂zL[ρS]eiφσ̂z = L[e−iφσ̂zρSeiφσ̂z ], which corresponds
to Eq. (18) in the case of a single fermionic mode. Therefore,
the symmetry group generated by N is isomorphic to U(1). A
complete characterization of the single-qubit phase-covariant
master equation can be found in the Supplementary Material
of Ref. [54].

C. Consequences of the symmetry

In this section we discuss a list of interesting consequences
of the symmetry presented in Proposition 1. We start with a
simple corollary:

Corollary 1 (Parity). If the conditions for Proposition 1
hold, then the parity superoperator P is a symmetry on the
superoperator level as well: [P,L] = 0.

Proof. If the conditions for Proposition 1 hold, then
[N ,L] = 0. But according to Eq. (13) P = exp(iπN ), thus
the parity superoperator must commute with the Liouvillian
as well proving the assertion. �

Notice that the symmetries in Proposition 1 and Corollary
1 are, in general, only on the superoperator level. Indeed, we
are not imposing any further condition on the form of the
interaction and on the spectral density of environment, that is
to say, the result of Eq. (18) is an interesting consequence of
the partial secular approximation only. This includes cases in
which the parity of the number of particles (on the operator
level) is modified by the interaction with the environment.
For instance, the very common decay of a single mode of the
electromagnetic field, described as ρ̇ = aρa† − 1/2{a†a, ρ}
[1], clearly does not conserve either N̂ or P̂, while as it holds
the partial secular approximation it fulfils Eq. (18).

How can we exploit Eq. (18) for the analysis of the open
system? As already mentioned in Sec. II B, the symmetry
generated by the number superoperator allows us to block
diagonalize the Liouvillian in a way that is particularly con-
venient for the solution of the master equation. Indeed, the
eigenvectors of N in the representation expressed by Eq. (15)
are given by the tensor product of the diagonal basis of ĤS

with itself. That is to say, if we rewrite the system Hamiltonian
as ĤS = ∑

n εn|en〉〈en|, we choose the basis of the space of
superoperators {|en〉 ⊗ |em〉}n,m. This is exactly the basis we
work with when deriving the Bloch-Redfield master equation,
since it is the basis in which we write the jump operators
[1,2,39]. Therefore, if we express L as a matrix in the basis
|en〉 ⊗ |em〉, and we regroup all the elements of the basis
which are eigenvectors of N with the same eigenvalue d , we
naturally find the blocks of the Liouvillian in such basis. Note
that d is the difference between the number of particles in the
state |en〉 and the number of particles in |em〉. We can express
this fact in the following proposition:

Proposition 2 (Blocks). In a system of M bosonic or
fermionic modes in which Proposition 1 holds, the Liouvillian
superoperator can be divided into blocks as L = ⊕

d Ld ,
where Ld is the block labeled by the eigenvalue d of N . Let
us write Ld as a matrix in a basis {|e j〉 ⊗ |e′

k〉} j,k which spans
its space, where |e j〉 and |e′

k〉 are eigenvectors of ĤS . Then,
if we write L−d as a matrix in the basis {|e′

k〉 ⊗ |e j〉} j,k these
matrices satisfy Ld = L∗

−d .
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Proof. The Liouvillian can be block diagonalized thanks to
the symmetry expressed by Eq. (18), generated by N whose
eigenvalues label the blocks. L describes the dynamics of
the density matrix of the system ρS as in Eq. (3), but since
(ρS ) jk = (ρS )∗k j , we have in the chosen bases Ld = L∗

−d . �
Proposition 2 tells us that the symmetry in Eq. (18) not

only provides a block division for the Liouvillian, but also
reduces the number of independent blocks, e.g. for fermions
from 2M + 1 to M + 1. This may greatly simplify the solution
of the master equation, which now would live in spaces of
lower dimension. We will show in Sec. IV some examples of
this block diagonalization and complexity reduction.

Each block of the Liouvillian superoperator may give us
important insight about a certain physical phenomenon of
interest. If we know that a given block contains all the relevant
information about such phenomenon, we may indeed analyze
only this block and neglect all the rest, thus working in a far
smaller space than the one in which L lives. This happens,
for instance, in Ref. [57], where two independent blocks of
the Liouvillian superoperator describing the decay of two
spins (corresponding to the blocks discussed in Proposition 2)
contain all the information about two different physical phe-
nomena, namely superradiance and quantum synchronization.
Besides, note that all the populations of the state of the system
belong to the block L0.

Finding the unique steady state of a relaxing Lindblad
dynamics is another example of the advantages entailed by
the block structure of L: a steady state of the open dy-
namics is a state ρss such that L[ρss] = 0. It always exists
at least one steady state for finite systems [3,11] and, if it
is unique, then the semigroup is relaxing, i.e., any state is
driven toward ρss for t → ∞, and no oscillating coherence
survives.

The unique steady state “lives” in the subspace of the
block L0 only. Indeed, let us call �0 the projector over the
eigenspace of N associated with the eigenvalue 0. Then the
following proposition holds:

Proposition 3 (Steady state). If the conditions for Propo-
sition 1 hold and the semigroup generated by L is relaxing
toward a unique steady state ρss, then �0[ρss] = ρss. i.e., the
only nonzero elements of the density matrix representing ρss

in the excitation basis are the ones with equal number of
excitations in the ket and in the bra.

Proof. Let us suppose that the steady state ρss has a
nonzero component in a subspace projected by �d with
d 
= 0: �d [ρss] 
= 0. Coming back to the space of den-
sity matrices, this means that the density matrix of the
steady state in the excitation basis has some nonzero el-
ements with different number of particles in the bra and
in the ket. Therefore, there exists a block Ld with d 
=
0 having a zero eigenvalue. Furthermore, the block L0

must have a zero eigenvalue as well, since for ρss to be
a physical state it must possess diagonal elements. We
now build a new state ρ ′

ss such that �0[ρ ′
ss] = �0[ρss] and

�k[ρ ′
ss] = 0 for all k 
= 0. ρ ′

ss is a physical state (since
we have obtained it by removing coherences from ρss)
and is a steady state as well, since it has the same ele-
ments of ρss in the space projected by �0 whose evolu-
tion must be independent from the one of the elements in

the space projected by �d . Therefore, the steady state is
not unique anymore and we have proven the assertion by
contradiction. �

Proposition 3 implies the corollary that L0 is the only block
having an eigenvalue equal to zero, while all the eigenvalues
of the remaining blocks have negative real part. Another
immediate consequence is the following.

Corollary 2 (Steady-state coherences). If the conditions
for Proposition 1 hold and the semigroup generated by L is
relaxing toward a unique steady state, then the only nonzero
steady-state coherences in the excitation basis must have the
same number of excitations in the ket and in the bra.

Proposition 3 is telling us that, when the semigroup dynam-
ics is relaxing toward a unique steady state as it is often the
case, we only need to find the eigenvalues and eigenvectors of
the block L0 to characterize the stationary state. In particular,
this restricts the range of possible steady-state coherences in
which we may be interested, e.g., for thermodynamics tasks.
Proposition 3 does not give information about scenarios with
a broader space of steady states, such as in the presence
of decoherence free subspaces and/or oscillating coherences.
Further studies are needed toward this direction.

Finally, let us comment that Proposition 1 and Eq. (18)
are not valid if we choose the local approach to derive the
master equation [39,45,46] of a system composed of inter-
acting subsystems (that can be rewritten as noninteracting
normal modes). Indeed, the local basis used to find the jump
operators would not coincide anymore with the diagonal basis
of the normal modes of ĤS [39,58], and this would create
extra terms in the Liouvillian superoperator which would not
respect the rules discussed in Sec. III B. For some particular
cases, this fact may turn the global approach computationally
more convenient than the local one.

IV. EXAMPLES

In this section we will propose a couple of physical exam-
ples (one for fermions, one for bosons) in which the symmetry
of Eq. (18) appears, and we will show how it significantly
reduces the complexity of the master equation by a block
diagonalization of the Liouvillian superoperator. We choose
as examples some simple low-dimensional cases, whose so-
lution is in general already known, in order to show how to
identify and employ the symmetry also in familiar scenarios.
Of course, more cumbersome situations would exhibit an even
more drastic dimensionality reduction. For simplicity, from
now on we will drop the hat sign over the operators living
in the Liouville space L.

A. Fermions

Consider a system of M noninteracting fermions, with
Hamiltonian:

M∑
k=1

Ek f †k fk . (19)

If we let the fermions interact with local and/or collective
baths through an interaction Hamiltonian HI which satisfies
one of the conditions discussed in Sec. III A, the Liouvillian
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superoperator will be block diagonal with each block labeled
by the eigenvalues of the operator N in Eq. (14). We will
provide the explicit form of such a Liouvillian for M = 2
fermions in Sec. IV A 1, being this case of utmost importance
in different fields such as quantum computation or quantum
thermodynamics. Before that, let us establish the dimension
of each block for any M. Let us term d an (integer) eigenvalue
of N assuming values d = −M, . . . ,−1, 0, 1, . . . , M. The di-
mension of the block Ld is given by the number of excitation-
basis vectors, written in the tensor notation of Eq. (A3), which
have a difference between the number of excitations on the left
and on the right of the tensor product equal to d . Taking into
account all the possible combinations of suitable excitations in
the vectors and all their possible permutations, the dimension
of Ld reads

dim(Ld ) =
M∑

k=|d|

(
M

k

)(
M

k − |d|
)

. (20)

Two interacting spins as decoupled fermions

Consider a system of two interacting spins with Hamilto-
nian

HS = ω1

2
σ z

1 + ω2

2
σ z

2 + λσ x
1 σ x

2 . (21)

By employing the Jordan-Wigner transformations, a rotation
and a Bogoliubov transformation (see the discussion in Ap-
pendixes C and D), we can rewrite the system Hamiltonian
as

HS = E1(2 f †1 f1 − 1) + E2(2 f †2 f2 − 1), (22)

where f1 and f2 are fermionic operators satisfying the
fermionic anticommutation rules: { f j, f †k } = δ jk , while the
expressions of the energies E1 and E2 can be found
in Eq. (D10). The interaction eigenbasis of HS is
{|00〉 f , |01〉 f , |10〉 f , |11〉 f }, and its relation with the canonical
spin basis can be found in Eqs. (D17) and (D18). Although
this transformation may appear redundant in the simple case
of two qubits, it is fundamental for the purpose of diagonal-
izing more complex chains of interacting spins [53], see for
instance Appendix C.

We couple each qubit to a separate thermal bath, such that
the Hamiltonian of the environment is HE = ∑

k �ka†
k ak +∑

l �′
l b

†
l bl and the interaction Hamiltonian reads

HI =
∑

k

gkσ
x
1 (a†

k + ak ) +
∑

l

g′
lσ

x
2 (b†l + bl ), (23)

where gk and g′
l determine the spectral densities of the baths

[1]. As mentioned before, these are not relevant for the present
discussion and are assumed to display fast decaying correla-
tion functions, inducing a Markovian evolution. We assume
that the both baths are in a thermal state with temperature
respectively T1 and T2. Such as a system is of fundamental
importance, e.g., for the understanding of quantum heat trans-
port in quantum thermodynamics [46].

Using Eqs. (D11) and (D12) we can rewrite the interaction
Hamiltonian as

HI =
∑

k

gk (cos(θ + φ)( f †1 + f1) + sin(θ + φ)( f †2 + f2))(a†
k + ak )

+
∑

l

g′
l (cos(θ − φ)P( f †2 − f2) + sin(θ − φ)P( f †1 − f1))(b†l + bl ), (24)

where P is the parity operator, and we notice that each
separate bath plays now the role of a common bath between
the two fermionic modes. Note that Eq. (24) satisfies the
second condition on the interaction Hamiltonian presented in
Sec. III A.

The interacting Hamiltonian Eq. (24) leads to the following
master equation:
d

dt
ρS (t ) = −i[HS + HLS, ρS (t )]

+
∑

i, j=1,2

γ
↓
i j

(
fiρS (t ) f †j − 1

2
{ f †j fi, ρS (t )}

)

+
∑

i, j=1,2

γ
↑
i j

(
f †i ρS (t ) f j − 1

2
{ f j f †i , ρS (t )}

)

+
∑

i, j=1,2

η
↓
i j

(
P fiρS (t ) f †j P − 1

2
{ f †j fi, ρS (t )}

)

+
∑

i, j=1,2

η
↑
i j

(
f †i PρS (t )P f j − 1

2
{ f j f †i , ρS (t )}

)
, (25)

where the Lamb-shift Hamiltonian reads HLS =∑
i, j=1,2(s↓

i j f †j fi + s↑
i j f j f †i ). The coefficients γ

↓
i j , γ

↑
i j , η

↓
i j ,

η
↑
i j , s↓

i j , and s↑
i j depend on the spectral densities of the baths,

on the temperature, and on the weights of each term in the
interaction Hamiltonian. We do not provide their explicit
value here, and we refer the interested reader to the derivation
in Refs. [1,39].

We now find the Liouvillian superoperator representing
the master equation (25) in the tensor product notation,
as in Eq. (A5). We identify five symmetry blocks of L,
associated with the following bases: |11〉 f ⊗ |11〉 f , |10〉 f ⊗
|10〉 f , |10〉 f ⊗ |01〉 f , |01〉 f ⊗ |10〉 f , |01〉 f ⊗ |01〉 f , |00〉 f ⊗
|00〉 f corresponding to N = 0; |11〉 f ⊗ |10〉 f , |11〉 f ⊗
|01〉 f , |10〉 f ⊗ |00〉 f , |01〉 f ⊗ |00〉 f corresponding to N = 1;
|10〉 f ⊗ |11〉 f , |01〉 f ⊗ |11〉 f , |00〉 f ⊗ |10〉 f , |00〉 f ⊗ |01〉 f

corresponding to N = −1; |11〉 f ⊗ |00〉 f corresponding
to N = 2; |00〉 f ⊗ |11〉 f corresponding to N = −2. The
Liouvillian can be written as L = ⊕2

d=−2 Ld , where
the matrices representing each block in the associated
basis are
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L0 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−γ
↓
0 − η

↓
0 γ

↑
22 + η

↑
22 −γ

↑
21 − η

↑
21 −γ

↑
12 − η

↑
12 γ

↑
11 + η

↑
11 0

γ
↓
22 + η

↓
22 −ξ

↓
11 − ξ

↑
22 is21 − ξ

↓
12−ξ

↑
21

2 −is12 − ξ
↓
21−ξ

↑
12

2 0 γ
↑
11 + η

↑
11

−η
↓
21 − γ

↓
21 is12 − ξ

↓
21−ξ

↑
12

2 −i(ω′
1 − ω′

2) − ξ
↓
0 +ξ

↑
0

2 0 −is12 − ξ
↓
21−ξ

↑
12

2 γ
↑
12 + η

↑
12

−η
↓
12 − γ

↓
12 −is21 − ξ

↓
12−ξ

↑
21

2 0 i(ω′
1 − ω′

2) − ξ
↓
0 +ξ

↑
0

2 is21 − ξ
↓
12−ξ

↑
21

2 γ
↑
21 + η

↑
21

γ
↓
11 + η

↓
11 0 −is21 − ξ

↓
12−ξ

↑
21

2 is12 − ξ
↓
21−ξ

↑
12

2 −ξ
↓
22 − ξ

↑
11 γ

↑
22 + η

↑
22

0 γ
↓
11 + η

↓
11 γ

↓
12 + η

↓
12 γ

↓
21 + η

↓
21 γ

↓
22 + η

↓
22 −γ

↑
0 − η

↑
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (26)

L1 =

⎛
⎜⎜⎜⎜⎜⎝

−iω′
2 − ξ

↓
11 − ξ

↓
22+ξ

↑
22

2 is21 − ξ
↓
12−ξ

↑
21

2 η
↑
21 − γ

↑
21 γ

↑
11 − η

↑
11

is12 − ξ
↓
21−ξ

↑
12

2 −iω′
1 − ξ

↓
22 − ξ

↓
11+ξ

↑
11

2 η
↑
22 − γ

↑
22 γ

↑
12 − η

↑
12

η
↓
21 − γ

↓
21 η

↓
22 − γ

↓
22 −iω′

1 − ξ
↑
22 − ξ

↓
11+ξ

↑
11

2 −is12 − ξ
↓
21−ξ

↑
12

2

γ
↓
11 − η

↓
11 γ

↓
12 − η

↓
12 −is21 − ξ

↓
12−ξ

↑
21

2 −iω′
2 − ξ

↑
11 − ξ

↓
22+ξ

↑
22

2

⎞
⎟⎟⎟⎟⎟⎠, (27)

L−1 = L∗
1, L2 = −i(ω′

1 + ω′
2) − ξ

↓
0 − ξ

↑
0 and L−2 = L∗

2.
When convenient, we have used the abbreviations ω′

1 =
2E1 + s↓

11 − s↑
11, ω′

2 = 2E2 + s↓
22 − s↑

22, si j = s↓
i j − s↑

ji, γ
↓↑
0 =

γ
↓↑
11 + γ

↓↑
22 , η

↓↑
0 = η

↓↑
11 + η

↓↑
22 , ξ

↓↑
i j = γ

↓↑
i j + η

↓↑
i j , and ξ

↓↑
0 =

γ
↓↑
0 + η

↓↑
0 .

Note that assuming a local master equation instead of
Eq. (25) would lead to extra terms connecting, for instance,
the block L0 with the blocks L±2 [39]. Therefore, the block
decomposition would not be valid in this case.

A very similar structure was found for the Liouvillian of
two uncoupled spins in a common bath [57], where the block
separation was exploited to find the analytical eigenvalues de-
scribing the decay of the system. We thus understand the help
brought by the symmetry in Eq. (18) to the present example:
instead of having to find the eigenvalues and eigenvectors of
a 16 × 16 matrix, we restrict ourselves to the analysis of a
6 × 6 and a 4 × 4 matrix. Figure 1 depicts how the elements
of the density matrix of the system written in the excitation
basis appear in separate blocks of the master equation (each
color representing an independent block).

Furthermore, if we are interested in finding the steady
state of the evolution and the latter is unique, we just have
to analyze the matrix L0. To be sure that the condition on
the uniqueness holds, one has to check that no decoherence-
free subspaces are present. Their appearance can be de-
tected a priori using different conditions on the interaction

FIG. 1. Density matrix of the state of the system with Hamilto-
nian equation (22) in the fermionic interactions basis. The master
equation driven by the Liouvillian L couples only elements of the
density matrix with the same color. In particular, the elements of the
block L0 are represented by the color red, of L1 by the color green,
of L−1 by the color blue, of L2 by the color purple, and of L−2 by
the color orange.

Hamiltonian or on the master equation [50], otherwise they
can be revealed by the presence of more than one null eigen-
value in the spectrum of the Liouvillian superoperator. Since
we have set nonzero, unbalanced temperatures of the baths,
the steady state may contain coherences as well, but only the
ones corresponding to the eigenvalue 0 of N , namely ρ10,01

and ρ01,10. The same steady-state coherences were found
using a nonsecular master equation in a couple of recent
works [22,59]. We will provide an example of the appearance
of these coherences below and in the next example about
harmonic oscillators.

Note that, if we had performed the full secular approxi-
mation instead of the partial one, we would have introduced
a broader symmetry on the superoperator level, dividing the
block L0 into two additional parts. Indeed, if the spectrum of
HS is nondegenerate, the full secular approximation decouples
coherences and populations [1]. The symmetry generated by
N is therefore providing us with new “selection rules” that in-
dicate the allowed transitions between elements of the density
matrix: in the partial secular regime some of the coherences
may exchange “amplitude” with the diagonal elements. We
can visualize this through a concrete case of the two-coupled-
qubits example: let us consider a scenario with ω1 = 1, ω2 =
1, λ = 0.01, T1 = ω1/kB, T2 = ω1/10kB, and Ohmic spectral
densities (from now on for simplicity we use dimensionless
units for time and energy). Using these values, the fermionic
energies read 2E1 = 1.01005 and 2E2 = 0.99005. μ denotes
the strength of the qubit-bath coupling, and considering the
weak-coupling limit we set μ = 10−1.5. According to Eq. (9),
τR ≈ 1000 and therefore the partial secular approximation
must conserve the terms in the master equation associated
with the frequency difference 2E1 − 2E2 = 0.02, which does
not satisfy the condition in Eq. (7). Using the above values,
we can calculate the coefficients of the master equation (25)
according to the discussion in Ref. [1] and we can compute
the dynamics of the two qubits. According to the suitable
conditions [50], we have checked that no decoherence-free
subspace is present in this scenario.

We now want to visualize how the partial secular approx-
imation induces selection rules between different elements
of the density matrix: we consider the evolution of the two
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FIG. 2. Mean value of different two-qubit observables as a func-
tion of time, when the evolution starts in the state |11〉 f and we
use the master equation (25) in partial secular approximation. As
defined in the main text, we plot P11(t ) (solid red), P00(t ) (dashed
red), C0(t ) (dotted red), C1(t ) (dashed green), and C2(t ) (solid
purple). C1 and C2 remain null during the evolution, while using
the master equation in partial secular approximation C0 varies and
stabilizes to a nonzero value after the thermalization time, showing
the appearance of steady-state coherences. On the contrary, the full
secular approximation would keep C0 null as well. The units are
dimensionless.

qubits starting from the excited fermionic state |11〉 f , i.e.,
ρS (0) = |11〉 f〈11|, whose dynamics is driven by the block L0.
We monitor the expectation value of some observables which
pertain to different blocks of the Liouvillian superoperator as
a function of time, in particular we choose:

(i) P11(t ) = Tr[ρS (t )|11〉 f〈11|] = ρ11,11(t ),
(ii) P00(t ) = Tr[ρS (t )|00〉 f〈00|] = ρ00,00(t ),
(iii) C0(t ) = Tr[ρS (t )( f †1 f2 + f †2 f1)]

= 2 Re[ρ01,10(t )],
(iv) C1(t ) = Tr[ρS (t )( f1 + f †1 )]

= 2 Re[ρ11,01(t )] + 2 Re[ρ10,00(t )],
(v) C2(t ) = Tr[ρS (t )( f †1 f †2 + f2 f1)]

= 2 Re[ρ11,00(t )].

P11, P00, and C0 depend on elements of the block L0,
while C1 of the block L1 and C2 of the block L2. Figure 2
depicts their evolution: P11 is the only nonzero mean value
at time 0. Therefore, the symmetry brought by the partial
secular approximation [N ,L] = 0 denies the possibility that
C1 and C2 may change their value during the evolution, since
their dynamics is driven by blocks different from L0. On
the contrary, C0 increases and stabilizes to a nonzero value
at infinite time, since it is the mean value of the observable
expressing the exchange of excitations between the fermions,
whose dynamics is driven by L0.

Let us now briefly discuss how things would change if we
applied the full secular approximation to derive the master
equation (25), i.e., if we removed the terms with i 
= j. The
full secular approximation decouples coherences and popula-
tions [1], therefore, in the scenario discussed before, not only
would it inhibit any transition that may “activate” C1 and C2,
but it would also keep C0 null, given that the latter depends on
the density matrix element ρ01,10. This means that, in Fig. 2,
the full secular approximation would make the dotted red line

(C0) overlap with the green and purple lines (C1 and C2), thus
proving itself not suitable to treat the current scenario [39].

B. Bosons

If we consider a generic bosonic system for which Eq. (18)
holds, we will still have a block diagonalization of the Liou-
villian superoperator which will simplify the resolution of the
master equation, but each block will have infinite dimension.
Here we want to focus on a simpler case in which the symme-
try expressed by Eq. (18) leads to a dimensionality reduction
as well: we restrict ourselves to the space of Gaussian states
[60] and we consider only a master equation conserving
Gaussianity. Therefore, we only need to analyze the dynamics
of the covariance matrix, neglecting any displacement which
may be eliminated through a suitable transformation.

Let us consider a system of M noninteracting bosons with
Hamiltonian:

HS =
M∑

k=1

Eka†
k ak . (28)

Given the presence of local or common baths leading to
a Gaussian Markovian master equation, we want to study
the dynamics of a Gaussian state with no displacement. For
convenience, we choose to write the covariance matrix of
the state using the creation and annihilation operators, i.e., a
generic element of the covariance matrix may be written in
one of these three forms:

〈a†
i a†

j 〉 or 〈a†
i a j〉 or 〈aia j〉, (29)

where the average is performed on the chosen Gaussian state.
We define as δ the difference between number of creations
and number of annihilations in an element of the covariance
matrix Eq. (29), assuming values 2, 0,−2, respectively.

It is easy to understand what the symmetry defined by
Eq. (18) is telling us about the evolution of the covariance ma-
trix: the dynamics of an element of the covariance matrix with
value δ can only be a function of elements of the covariance
matrix with the same value δ.3 We can collect the elements
of the covariance matrix Eq. (29) (which cannot be trivially
obtained through commutations of the other elements) in a
vector x. The evolution of x as a function of time is then given
by the formula

dx
dt

= Bx + b. (30)

The matrix B is block diagonalized labeling each block with
the value δ: B = ⊕

δ=−2,0,2 Bδ . Furthermore, 〈a†
i a†

j 〉 = 〈aia j〉∗
and the symmetry assures us that these two moments do
not couple in the master equation, therefore the block B2 is

3This property can be extended to non-Gaussian states, where
the nth moments must be taken into account: the master equation
describing the evolution of the nth moment 〈a†

i a†
j . . .︸ ︷︷ ︸

l creation

. . . aras︸ ︷︷ ︸
n−l annihilations

〉 with

δ = 2l − n can only be a function of mth moments with the same
value of δ (difference between number of creations and number of
annihilations in the moment).
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trivially obtained by the block B−2. We can now calculate the
dimension of each block Bδ:

dim(B0) = M2,

dim(B±2) =
(

M + 2 − 1

2

)
.

(31)

Two bosons in a common bath

As an example we consider the system of two displaced
noninteracting bosons with Hamiltonian:

HS =
∑

k=1,2

(ωka†
k ak − αkak − α∗

k a†
k ). (32)

The Hamiltonian can be recast in the standard form of
Eq. (16) through a suitable displacement operator D(α) [60]:
D(α)†akD(α) = ak + αk . Therefore we have

HS =
∑

k=1,2

Eka†
k ak, (33)

which describes two noninteracting harmonic oscillators. We
couple the system to a common bosonic environment HE =∑

l �l c
†
l cl in a thermal state with temperature T > 0. The

system-bath interaction Hamiltonian is

HI =
∑

l

gl (a1 + a†
1 + a2 + a†

2 )(cl + c†l ), (34)

where gl determines the spectral density, which is not relevant
for the present discussion. The evolution of the system cou-
pled to the environment is given by the master equation with
Liouvillian:

L†[O] = i[HS + HLS, O]

+
∑

i j=1,2

γ
↓
i j

(
a†

i Oa j − 1

2
{a†

i a j, O}
)

+
∑

i j=1,2

γ
↑
i j

(
aiOa†

j − 1

2
{aia

†
j , O}

)
, (35)

where O is an operator acting on the Hilbert space of the
system, and γ

↓
i j and γ

↑
i j are, respectively, the coefficients

describing the decay and the absorption, which depend on the
spectral density and on the temperature of the environment
[1]. The Lamb-shift Hamiltonian reads

HLS =
∑

i j=1,2

si ja
†
i a j . (36)

The elements γ12 and γ21 are different from zero only if the
harmonic oscillators are slightly detuned (or not detuned at
all) [39]. We remind that, assuming that the initial state is
Gaussian, then it will remain Gaussian due to the form of
Eq. (35).

The relevant elements of the covariance matrix can be
collected in a vector x of dimension 10. In particular, we
choose to parametrize it according to the basis 〈a†

1a†
1〉, 〈a†

2a†
2〉,

〈a†
1a†

2〉 with δ = 2. 〈a1a1〉, 〈a2a2〉, 〈a1a2〉 with δ = −2. 〈a†
1a1〉,

〈a†
2a2〉, 〈a†

1a2〉, 〈a†
2a1〉 with δ = 0. The master equation de-

scribing the evolution of x has the form of Eq. (30). The vector
b can be written as b = ⊕δ=−2,0,2bδ . We have that b±2 = 0,
while

b0 =

⎛
⎜⎜⎜⎜⎜⎜⎝

γ
↑
11

γ
↑
22

γ
↑
12

γ
↑
21

⎞
⎟⎟⎟⎟⎟⎟⎠

. (37)

The matrix B describes how the elements of the covariance
matrix are coupled together in the master equation, and it is
block diagonal according to B = ⊕

δ=−2,0,2 Bδ . The blocks are
given by

B0 =

⎛
⎜⎜⎜⎜⎜⎜⎝

−γ b
1 0 −2is12−γ

↓
12+γ

↑
21

2
2is21−γ

↓
21+γ

↑
12

2

0 −γ b
2

2is12−γ
↓
12+γ

↑
21

2
−2is21−γ

↓
21+γ

↑
12

2
−2is21−γ

↓
21+γ

↑
12

2
2is21−γ

↓
21+γ

↑
12

2 i�ω − γ b
1 +γ b

2
2 0

2is12−γ
↓
12+γ

↑
21

2
−2is12−γ

↓
12+γ

↑
21

2 0 −i�ω − γ b
1 +γ b

2
2

⎞
⎟⎟⎟⎟⎟⎟⎠

, (38)

B−2 =

⎛
⎜⎜⎝

−2iE ′
1 − γ b

1 −2is12 − γ
↓
12 + γ

↑
21 0

−is21 − γ
↓
21−γ

↑
12

2 −i(E ′
1 + E ′

2) − γ b
1 +γ b

2
2 −is12 − γ

↓
12−γ

↑
21

2

0 −2is21 − γ
↓
21 + γ

↑
12 −2iE ′

2 − γ b
2

⎞
⎟⎟⎠, (39)

and B2 = B∗
−2. We have defined E ′

1 = E1 + s11, E ′
2 = E2 +

s22, �ω = E ′
1 − E ′

2, γ b
j = γ

↓
j j − γ

↑
j j . To find the steady state

of the system we have to solve the equation Bxss + b = 0.
Therefore, the elements of the covariance matrix with δ 
= 0
vanish in the steady state. On the contrary, in the case in which
the harmonic oscillators are slightly detuned and γ12 
= 0,
all the elements with δ = 0 have a nonzero component for
t → ∞, and in particular 〈a†

1a2〉ss and 〈a†
2a1〉ss do not vanish,

i.e., we observe steady-state coherences. The analytical form

of the steady state can be obtained by solving the system of
four differential equations given by B0x(δ=0)

ss + b0 = 0.

V. DISCUSSION AND CONCLUSIONS

In this paper we have shown how the Liouvillian super-
operator L of a broad class of open quantum systems can be
block diagonalized through a symmetry on the superoperator
level, namely the invariance under the action of the number
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superoperator N , defined in Eq. (14), such that [N ,L] = 0.
This symmetry arises when we derive the standard Bloch-
Redfield master equation of the open system applying a suit-
able partial secular approximation whose condition is given
by Eq. (7). The requirements for the microscopic model are
that the system Hamiltonian can be recast as M noninteracting
bosonic or fermionic modes [Eq. (16)] and that the system
operators in the interaction Hamiltonian satisfy the conditions
discussed at the end of Sec. III A, which are usually fulfilled
in the majority of physical systems of importance to quan-
tum information or condensed matter physics. This includes,
for instance, any system with Hamiltonian quadratic in the
bosonic or fermionic operators, and coupled to a thermal bath
through operators which are linear in the field operators, as
well as some spin systems.

The existence of the symmetry is formalized and proven
in Proposition 1. Corollary 1 states that such symmetry im-
plies the invariance under the action of the parity super-
operator as well. Proposition 2 shows that we can exploit
Proposition 1 to decompose the Liouvillian superoperator
into blocks, and that in the fermionic case only M + 1 of
them are independent. This greatly reduces the complex-
ity of the master equation. Furthermore, each block may
be the only part of the Liouvillian we have to manipulate
in order to find a certain physical quantity, for example
Proposition 3 shows that, when unique, the steady state is
determined only by one single block. This implies that the
allowed steady-state coherences in the excitation basis of
an unique steady state are only the ones with equal num-
ber of excitations in the ket and the bra, as formalized in
Corollary 2.

A couple of examples are also discussed. In Sec. IV A we
have found the dimension of each block Ld of the Liouvillian
superoperator in the case of a system of M fermionic modes
[Eq. (20)], and we have shown how to apply this to a system
of two coupled qubits. In this scenario, an originally 16 × 16
Liouvillian is decomposed into five blocks of dimension 6, 4,
4, 1, and 1. The information about the steady state is contained
in the 6 × 6 block only. The decomposition greatly simplifies
the master equation and also allows us to obtain some analyt-
ical solutions. Then, in Sec. IV B we have discussed the case
of bosons, focusing in particular on Gaussian states. We have
shown how to decompose the equation for the evolution of
the covariance matrix employing the symmetry of the number
superoperator, and we have applied it to study the case of two
harmonic oscillators in a common bath. In the presence of
small detuning, we have detected steady-state coherences by
focusing on a system of only four linear equations, instead of
the original system of ten equations.

These results may be relevant in disparate fields. For
instance, reducing the complexity of the master equation
describing transport in quantum systems is of great impor-
tance [61], and our discussion may be especially relevant for
materials which exhibit quasidegeneracies in the Hamiltonian
spectrum and thus require a master equation in partial secular
approximation [62]. The latter is also important to study the
heat current from two unbalanced reservoirs, since it solves
any deficiency that a global master equation may display with
respect to a local one [39]. The symmetry generated by N may
be also relevant in the field of quantum metrology. Indeed, as

discussed in Sec. III B it may be seen as a generalization of
the concept of phase-covariant master equation, which plays
a fundamental role in defining the limits for the frequency
estimation of a single qubit [54,63–65]. Therefore, a protocol
for the frequency estimation of multiple detuned qubits should
rely on our result to distinguish between the possible noise
models and their origin. Finally, Proposition 3 and Corollary
2 are very relevant in quantum thermodynamics and quantum
thermalization. Indeed, they define a strict law on the possible
steady-state coherences that may appear in the steady state of
a Markovian process. The relation between coherences and di-
agonal elements is also important to improve the performance
of quantum thermal machines [66].

Possible extensions of this work could address other situa-
tions where the number superoperator symmetry can arise. In
particular, beyond stationary environments considered here,
nonstationary autocorrelation functions of the bath would add
a temporal dependence to the coefficients of the Lamb-shift
Hamiltonian and of the dissipator in Eqs. (5) and (6). This
would affect the way in which we perform the partial secular
approximation. As a consequence, there may exist scenarios
in which the symmetry is broken. Consider for instance a
single-mode electromagnetic field in a squeezed bath [1]:
the master equation would contain terms of the form aρSa,
where a is the annihilation operator of the field. Clearly,
in this case [N ,L] 
= 0. Note however that we would still
recover the symmetry of the parity superoperator [P,L] = 0.
Different scenarios may arise considering different states of
the environment, and further investigation is needed to extend
our work to these cases.

A further direction could be exploring nonlinear scenarios
beyond quadratic system Hamiltonians, even if the latter
include many bosonic and fermionic systems of interest to
quantum information. In particular, for systems of many
coupled spins where the number of spin excitations is not
conserved, even if diagonalization through the Jordan-Wigner
transformations is possible, the resulting fermionic Hamilto-
nian generally depends on a collective phase, violating the
“noninteracting” condition. In these scenarios, the validity
of the symmetry [N ,L] = 0 must be checked case by case,
using the physical considerations discussed in Sec. III. On the
contrary, the block decomposition holds for any excitation-
preserving system of spins in common or separate thermal
baths (with a final requirement on the interaction Hamilto-
nian).

The extension of Proposition 3 to scenarios with more than
one steady state, e.g., in the presence of decoherence free
subspaces or oscillating coherences, would also be interesting.
In particular, some open questions not addressed here are:
does the block L0 contain all the information about any steady
state of the system? If not, are there particular cases in which
this holds? Can we find an analogous theorem for oscillat-
ing coherences? Investigation about the same symmetry for
non-Markovian master equations in the weak coupling limit
may be interesting as well. In particular, we expect to find
the same results for the case of a time-local non-Markovian
master equation in the secular regime [67], while nonsecular
terms would break the symmetry. Finally, it would be useful
to employ our findings to implement a fast, manageable
code to solve the dynamics of the open system by exploit-
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ing its symmetry, as already done for the case of identical
atoms [29].
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APPENDIX A: THE FORMALISM OF GKLS MASTER
EQUATIONS

1. From the Bloch-Redfield to the Lindblad equation

The fact that, in general, the Bloch-Redfield master equa-
tion does not preserve positivity and is not in the GKLS
form (or Lindblad form) [7,8] is a very well-known issue
[68]. The standard procedure to derive a Markovian master
equation makes use of the full secular approximation [1,3],
i.e., removes all the terms with ω 
= ω′ in Eqs. (5) and (6), in
order to recover the semigroup structure of a master equation
in the Lindblad form. This, however, may lead to major
mistakes when the condition in Eq. (7) is not fulfilled [39].
Nonetheless, some recent studies have shown that the PSA
performed through a suitable coarse graining does lead to
a GKLS master equation [40,41], as can be also found in
a previous work which did not mention the PSA [69]. This
method of applying the PSA is analogous to the one used in
the present paper, based on the condition in Eq. (7), up to a
negligible error. A related discussion is provided in Ref. [43].
As a matter of fact, the Bloch-Redfield master equation does
follow the dynamics of a GKLS master equation up to an error
due to the approximation of the dynamics of the microscopic
model to a Markovian evolution. A significant deviation of the
Bloch-Redfield master equation from the Lindblad form must
be considered as a signature of the failure of the Born-Markov
approximations to describe the physical model, and not vice
versa, as proven in Ref. [42].

For the reasons explained above, we are allowed to assume
that the master equation in PSA with Liouvillian Eq. (4) can
be rewritten in the GKLS or Lindblad form as in Eq. (10).
The Lindblad operators become linear combinations of the
jump operators Âα , and can be obtained for each specific case
by diagonalizing the matrix γαβ (ω,ω′) in Eq. (6) [40,41].
Analogously, we can write the master equation in the Lindblad
form in the Heisenberg picture [1]:

d

dt
Ĵ (t ) = i[Ĥ ′, Ĵ (t )]

+
N2−1∑
l=1

F̂ †
l Ĵ (t )F̂l − 1

2
{F̂ †

l F̂l , J (t )},
(A1)

where Ĵ = Ĵ† is an observable living in L, whose expectation
value can be found as 〈Ĵ (t )〉 = Tr[Ĵ (t )ρS] = Tr[ĴρS (t )].

2. Working with superoperators

It is very convenient to extend the bra-ket notation to the
Liouville space L [27,57]. Suppose that {|e j〉}N

j=1 is a basis of
the Hilbert space HS . Then any operator Ô (or equivalently
density matrix) in L can be written as

Ô =
N∑

j,k=1

Ojk|e j〉〈ek|. (A2)

We now perform the following isomorphism, passing from a
description of Ô as an operator acting on HS to a description
as a N2-dimensional vector:

Ô → |O〉〉 =
N∑

j,k=1

Ojk|e j〉 ⊗ |ek〉. (A3)

Given Ô, R̂ ∈ L, the reader can verify that this N2-dimensional
space is furnished with the Hilbert-Schmidt scalar product
〈〈O|R〉〉 = Tr(Ô†R̂), and that the following properties hold:

|OR〉〉 = Ô ⊗ IN |R〉〉, |RO〉〉 = IN ⊗ ÔT |R〉〉, (A4)

where IN is the N × N identity matrix.
Using Eq. (A4), we can now write the explicit form of

the Liouvillian superoperator starting from the Bloch-Redfield
master equation in Eqs. (3), (5), and (6):

L = −i((ĤS + ĤLS) ⊗ IN − IN ⊗ (ĤS + ĤLS)T )

+
∑
α,β

∑
(ω,ω′ )∈PSA

γαβ (ω,ω′)
(

Âβ (ω) ⊗ Â∗
α (ω′).

−1

2
{Â†

α (ω′)Âβ (ω) ⊗ IN + IN ⊗ [Â†
α (ω′)Âβ (ω)]T }

)
.

(A5)

APPENDIX B: PROOF OF PROPOSITION 1

We want to prove that [N ,L] = 0. For convenience we
work using the isomorphism “flattening” matrices into vectors
[see Appendix A 2, Eq. (A3)], so that L can be written as in
Eq. (A5) and N as in Eq. (15). Looking at the structure of L,
we recognize four different parts of the Liouvillian that must
commute with N ; in particular, to proof the statement it is
sufficient to verify the following four assertions:

(1) [N , ĤS ⊗ IN ] = [N , IN ⊗ ĤT
S ] = 0.

(2) [N , Âβ (ω) ⊗ Â∗
α (ω′)] = 0 for all α, β and (ω,ω′) ∈

PSA.
(3) [N , Â†

α (ω′)Âβ (ω) ⊗ IN ] = 0 for all α, β and (ω,ω′) ∈
PSA.

(4) [N , IN ⊗ (Â†
α (ω′)Âβ (ω))T ] = 0 for all α, β and

(ω,ω′) ∈ PSA.

This means that the value of the coefficients of the master
equation does not play a role in the appearance of the symme-
try.

Assertion (1) is easily proven: the system Hamiltonian
Eq. (16) cannot change the number of particles in any
mode, since [ĤS, n̂k] = 0 ∀ k, and thus [ĤS, N̂] = 0, therefore
[N , ĤS ⊗ IN ] = 0.
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Given the Hamiltonian of a system of M modes, ĤS =∑M
k=1 Ekn̂k , we write an eigenvector as |e〉, with ĤS|e〉 =

e|e〉 and e = ∑M
k=1 Ekne

k , where ne
k is the number of exci-

tation in each mode of |e〉 = |ne
1, . . . , ne

M〉. The total num-
ber of particles in |e〉 is given by ne = ∑M

k=1 ne
k . Using

the same notation for generic eigenvectors |e′〉, |ε〉, |ε′〉, we
write the jump operators as Âβ (ω) = ∑

e′−e=ω |e〉〈e|Âβ |e′〉〈e′|,
Âα (ω′) = ∑

ε′−ε=ω′ |ε〉〈ε|Âα|ε′〉〈ε′|. Let us now consider As-
sertion (2): we write the commutator as

[N , Âβ (ω) ⊗ Â∗
α (ω′)]

= N̂Âβ (ω) ⊗ Â∗
α (ω′) − Âβ (ω)N̂ ⊗ Â∗

α (ω′)

+ Âβ (ω) ⊗ Â∗
α (ω′)N̂T − Âβ (ω) ⊗ N̂T Â∗

α (ω′)

=
∑

e′−e=ω

(ne − ne′
)|e〉〈e|Âβ |e′〉〈e′| ⊗ Â∗

α (ω′)

− Âβ (ω) ⊗
∑

ε′−ε=ω′
(nε − nε′

)|ε〉〈ε|Â∗
α|ε′〉〈ε′|. (B1)

Since (ω,ω′) ∈ PSA, according to Eq. (7) we must
have ω − ω′ = Ot∗ (μ2), therefore

∑M
k=1 Ek (ne′

k − ne
k − nε′

k +
nε

k ) = Ot∗ (μ2) or
∑M

k=1 Ek (ne′
k + nε

k ) = ∑M
k=1 Ek (ne

k + nε′
k ) +

Ot∗ (μ2). But, assuming condition II on the interaction Hamil-
tonian defined at the end of Sec. III A (which comprises
condition I as well), the last line means that

∑M
k=1(ne′

k + nε
k ) =∑M

k=1(ne
k + nε′

k ), that is to say, (ne − ne′
) = (nε − nε′

), for any
couple of |e〉, |e′〉 or |ε〉, |ε′〉 in Eq. (B1). Therefore, the com-
mutator in Eq. (B1) vanishes and we have proven Assertion
(2). This proof shows us how we can relax condition II on
the interaction Hamiltonian: it is sufficient to assume it only
on the energies which enter in the expression of each possible
(ω,ω′) ∈ PSA. For instance, suppose we have a system of
two modes and all the Âα are second-degree polynomials in
the creation and annihilation operators of the modes. Then we
just need to require that 2E1 
= E2 + Ot∗ (μ2) or vice versa,
in order to eliminate all the “unbalanced” terms through the
partial secular approximation.

Next, we consider Assertion (3):

[N , Â†
α (ω′)Âβ (ω) ⊗ IN ]

= N̂Â†
α (ω′)Âβ (ω) ⊗ IN − Â†

α (ω′)Âβ (ω)N̂ ⊗ IN

=
∑

ε−ε′=ω′
e−ε′=ω

(nε − ne)|ε〉〈ε|Â†
α|ε′〉〈ε′|Âβ |e〉〈e| ⊗ IN . (B2)

Applying condition II on the energy difference ω − ω′ as
for Assertion (2), we find that nε = ne and the commutator
in Eq. (B2) vanishes, proving Assertion (3). Assertion (4) is
verified analogously, and we have proven Proposition 1.

APPENDIX C: JORDAN-WIGNER TRANSFORMATIONS

In this Appendix we briefly present the well-known Jordan-
Wigner technique [51,53] to represent spins as fermions, and
we show how to employ it to recast the Hamiltonian of
an excitation-preserving spin chain in a quadratic fermionic
Hamiltonian. Given a system of M spins, we apply the follow-
ing Jordan-Wigner transformations to write each spin operator

as a function of fermionic operators:

σ z
k = c†k ck − 1

2 ,

σ+
k = c†k eiπ

∑
l<k nl ,

σ−
k = ck e−iπ

∑
l<k nl .

(C1)

The reader can verify the anticommutation rules {c j, c†k } =
δ jk , {c j, ck} = 0.

Let us now suppose that the spins are interacting in an
excitation-preserving chain, with Hamiltonian

HSC =
M∑

k=1

ωk

2
σ z

k +
M−1∑
k=1

Jk (σ+
k+1σ

−
k + H.c.). (C2)

Using the Jordan-Wigner transformations in Eq. (C1), we can
express it as

HSC =
M∑

k=1

ωk

2

(
c†k ck − 1

2

)

+
M−1∑
k=1

Jk (c†k+1eiπnk c−
k + H.c.), (C3)

where we have used [eiπ
∑

l<k nl , ck] = 0 for k � l . Noticing
that eiπnk ck|0〉k = 0 and eiπnk ck|1〉k = ck|1〉k , we observe that
the phase eiπnk has no effects and can be removed from the
Hamiltonian. Therefore, Eq. (C3) is quadratic in the fermionic
operators and can be recast in the form of Eq. (16), thus being
suitable for the analysis in Sec. III.

APPENDIX D: TWO COUPLED SPINS AS FREE
FERMIONS

In this Appendix we show how to employ the Jordan-
Wigner transformations to write a system of two coupled
spins as noninteracting fermions (part of the discussion was
already addressed in Ref. [70]). For convenience, we rewrite
the Jordan-Wigner transformations Eq. (C1) for two spins as

σ z
1 = 1 − 2c†1c1, σ z

2 = 1 − 2c†2c2,

σ x
1 = c†1 + c1, σ x

2 = (1 − 2c†1c1)(c†2 + c2),
(D1)

where c1 and c2 are fermionic operators. The free Hamiltonian
of the coupled qubits, given in Eq. (21), is now transformed
following Eq. (D1):

HS = ω1

2
(1 − 2c†1c1) + ω2

2
(1 − 2c†2c2)

+ λ(c†1 − c1)(c†2 + c2). (D2)

In order to diagonalize HS written in terms of fermionic
operators, we first perform the Bogoliubov transformation

c1 = cos θ ξ1 + sin θ ξ
†
2 ,

c2 = cos θ ξ2 − sin θ ξ
†
1 ,

(D3)

and then the rotation

ξ1 = cos φ f †1 + sin φ f †2 ,

ξ2 = cos φ f †2 − sin φ f †1 .
(D4)
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Let us now write Eq. (D2) after having applied the Bogoliubov transformation:

HS = +ω1

2
[1 − 2(cos2 θ ξ

†
1 ξ1 + sin2 θ ξ2ξ

†
2 + sin θ cos θ (ξ2ξ1 + H.c.))]

+ ω2

2
[1 − 2(cos2 θ ξ

†
2 ξ2 + sin2 θ ξ1ξ

†
1 + sin θ cos θ (ξ2ξ1 + H.c.))]

+ λ[2 cos θ sin θ (ξ1ξ
†
1 + ξ2ξ

†
2 ) − 2 cos θ sin θ + (cos2 θ − sin2 θ )(ξ2ξ1 + H.c.) + (ξ †

1 ξ2 + H.c.)]. (D5)

We set θ so as to delete all the double-excitation terms in
Eq. (D5):

−ω+ sin θ cos θ + λ(cos2 θ − sin2 θ ) = 0 ⇒ tan 2θ = 2λ

ω+
,

(D6)

with ω+ = ω1 + ω2.
Using the condition in Eq. (D6), we now write HS after

having performed the rotation:

HS = +ω1

2
[1 − 2((sin2 θ sin2 φ − cos2 θ cos2 φ) f †1 f1

+ (sin2 θ cos2 φ − cos2 θ sin2 φ) f †2 f2

+ sin φ cos φ( f1 f †2 + H.c.) + cos2 θ )]

+ ω2

2
[1 − 2((sin2 θ sin2 φ − cos2 θ cos2 φ) f †2 f2

+ (sin2 θ cos2 φ − cos2 θ sin2 φ) f †1 f1

− sin φ cos φ( f1 f †2 + H.c.) + cos2 θ )]

+ λ[sin 2θ ( f †1 f1 + f †2 f2) + sin 2φ( f †1 f1 − f †2 f2)

+ (cos2 φ − sin2 φ)( f1 f †2 + H.c.) − sin 2θ ]. (D7)

In order to eliminate the remaining cross terms, we set the
value of φ:

−ω− sin φ cos φ + λ(cos2 φ − sin2 φ) = 0 ⇒ tan 2φ = 2λ

ω−
,

(D8)

with ω− = ω1 − ω2.
By employing the relations cos2 α cos2 β − sin2 α sin2 β =

(cos 2α + cos 2β )/2 and cos2 α sin2 β − sin2 α cos2 β =
(cos 2α − cos 2β )/2, we finally obtain the Hamiltonian

HS = E1(2 f †1 f1 − 1) + E2(2 f †2 f2 − 1), (D9)

where

E1 =
√

λ2 + ω2+/4 +
√

λ2 + ω2−/4

2
,

E2 =
√

λ2 + ω2+/4 −
√

λ2 + ω2−/4

2
. (D10)

We can now proceed to write the spin operators in terms of
the fermionic operators. Let us start with σ x

1 :

σ x
1 = cos(θ + φ)( f †1 + f1) + sin(θ + φ)( f †2 + f2). (D11)

By noticing that (1 − 2c†1c1)(1 − 2c†2c2)(c2 − c†2 ) = σ x
2 , we

can readily obtain

σ x
2 = cos(θ − φ)P( f †2 − f2) + sin(θ − φ)P( f †1 − f1),

(D12)

where

P = (1 − 2c†1c1)(1 − 2c†2c2) = (2 f †1 f1 − 1)(2 f †2 f2 − 1)

(D13)

is the parity operator, which tells us whether the number of
excitations in the system is even or odd. The Hamiltonian HS

conserves the parity of the excitation number, i.e., [HS, P] =
0, thus we are sure that P has the form presented in Eq. (D13).

The form of the operators σ z
1 and σ z

2 is more involved, since
they inevitably contain the “double emission” and “double
absorption” terms f1 f2 and f †1 f †2 , which we could find in the
coupling of the original Hamiltonian Eq. (21) λσ x

1 σ x
2 . In some

particular scenarios, it is possible to perform a rotating wave
approximation on such direct interaction, and to write it as
λ(σ+

1 σ−
2 + σ−

1 σ+
2 ), which does not add excitations into the

system. In this case, diagonalizing the system Hamiltonian is
easier and can be done by just a single rotation [4]. Anyway,
with the aim at a more complete description, we keep the
counter-rotating terms in the Hamiltonian and we write the
operators as

σ z
1 = (cos 2θ + cos 2φ) f †1 f1 + (cos 2θ − cos 2φ) f †2 f2

− cos 2θ − 2[cos φ sin φ( f1 f †2 + H.c.)

+ cos θ sin θ ( f1 f2 + H.c.)].

σ z
2 = (cos 2θ + cos 2φ) f †2 f2 + (cos 2θ − cos 2φ) f †1 f1

− cos 2θ − 2[cos φ sin φ( f †1 f2 + H.c.)

+ cos θ sin θ ( f1 f2 + H.c.)]. (D14)

Finally, we find the new basis that diagonalizes HS as a
function of the canonical basis {|11〉, |10〉, |01〉, |00〉}, which
corresponds respectively to both spins up, first spin up and
second down, etc. To represent the excitation basis of each
couple of fermionic operators, we employ a subscript indicat-
ing to which operator we are referring, while we do not use
subscripts for the canonical basis; for instance from Eq. (D1)
we understand that

|00〉c = |11〉, |01〉c = |10〉,
|10〉c = |01〉, |11〉c = |00〉. (D15)

From Eq. (D4) we see that the vacuum state of f1, f2 is the
fully excited state of ξ1, ξ2, i.e., |00〉 f = |11〉ξ . In order to find
|00〉 f , i.e., the ground state of HS , we thus impose that ξ

†
1 and

ξ
†
2 applied on a linear combination of the states in Eq. (D15)
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read 0. For instance,

ξ
†
1

∑
α,β=0,1

aαβ |αβ〉c = 0

⇒ cos θ a00 = −sin θ a11, a01 = 0.

(D16)

Finally we have

|00〉 f = +sin θ |11〉 − cos θ |00〉. (D17)

The remaining states are obtained by applying f †1 and f †2 on
the ground state, and they read:

|01〉 f = −sin φ|10〉 + cos φ|01〉,
|10〉 f = −cos φ|10〉 − sin φ|01〉,
|11〉 f = +cos θ |11〉 + sin θ |00〉.

(D18)
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[9] D. Chruściński and S. Pascazio, Open Syst. Inf. Dyn. 24,

1740001 (2017).
[10] B. Baumgartner, H. Narnhofer, and W. Thirring, J. Phys. A:

Math. Theor. 41, 065201 (2008).
[11] B. Baumgartner and H. Narnhofer, J. Phys. A: Math. Theor. 41,

395303 (2008).
[12] T. Prosen, New J. Phys. 10, 043026 (2008).
[13] F. Fagnola and R. Rebolledo, Infin. Dimens. Anal. Qu. 11, 467

(2008).
[14] T. Prosen, J. Stat. Mech.: Theory Exp. 07 (2010) P07020.
[15] T. Prosen and T. H. Seligman, J. Phys. A: Math. Theor. 43,

392004 (2010).
[16] B. Baumgartner and H. Narnhofer, Rev. Math. Phys. 24,

1250001 (2012).
[17] V. V. Albert, B. Bradlyn, M. Fraas, and L. Jiang, Phys. Rev. X

6, 041031 (2016).
[18] H. C. F. Lemos and T. Prosen, Phys. Rev. E 95, 042137 (2017).
[19] L. Sá, P. Ribeiro, and T. Prosen, arXiv:1905.02155.
[20] G. Guarnieri, M. Kolář, and R. Filip, Phys. Rev. Lett. 121,

070401 (2018).
[21] A. Perez-Leija, D. Guzmán-Silva, R. d. J. León-Montiel, M.

Gräfe, M. Heinrich, H. Moya-Cessa, K. Busch, and A. Szameit,
Npj Quantum Inform. 4, 45 (2018).

[22] Z. Wang, W. Wu, and J. Wang, Phys. Rev. A 99, 042320 (2019).
[23] R. Blume-Kohout, H. K. Ng, D. Poulin, and L. Viola, Phys. Rev.

A 82, 062306 (2010).
[24] M. Ostilli and C. Presilla, Phys. Rev. A 95, 062112 (2017).
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Dobrzański, Phys. Rev. Lett. 116, 120801 (2016).

[55] J. Teittinen, H. Lyyra, B. Sokolov, and S. Maniscalco, New J.
Phys. 20, 073012 (2018).

[56] J. F. Haase, A. Smirne, and S. F. Huelga, Advances in Open Sys-
tems and Fundamental Tests of Quantum Mechanics (Springer,
Berlin, 2019), pp. 41–57.

042108-14

https://doi.org/10.1088/1367-2630/12/11/113032
https://doi.org/10.1088/1367-2630/12/11/113032
https://doi.org/10.1088/1367-2630/12/11/113032
https://doi.org/10.1088/1367-2630/12/11/113032
https://doi.org/10.1103/RevModPhys.88.021002
https://doi.org/10.1103/RevModPhys.88.021002
https://doi.org/10.1103/RevModPhys.88.021002
https://doi.org/10.1103/RevModPhys.88.021002
https://doi.org/10.1063/1.522979
https://doi.org/10.1063/1.522979
https://doi.org/10.1063/1.522979
https://doi.org/10.1063/1.522979
https://doi.org/10.1007/BF01608499
https://doi.org/10.1007/BF01608499
https://doi.org/10.1007/BF01608499
https://doi.org/10.1007/BF01608499
https://doi.org/10.1142/S1230161217400017
https://doi.org/10.1142/S1230161217400017
https://doi.org/10.1142/S1230161217400017
https://doi.org/10.1142/S1230161217400017
https://doi.org/10.1088/1751-8113/41/6/065201
https://doi.org/10.1088/1751-8113/41/6/065201
https://doi.org/10.1088/1751-8113/41/6/065201
https://doi.org/10.1088/1751-8113/41/6/065201
https://doi.org/10.1088/1751-8113/41/39/395303
https://doi.org/10.1088/1751-8113/41/39/395303
https://doi.org/10.1088/1751-8113/41/39/395303
https://doi.org/10.1088/1751-8113/41/39/395303
https://doi.org/10.1088/1367-2630/10/4/043026
https://doi.org/10.1088/1367-2630/10/4/043026
https://doi.org/10.1088/1367-2630/10/4/043026
https://doi.org/10.1088/1367-2630/10/4/043026
https://doi.org/10.1142/S0219025708003142
https://doi.org/10.1142/S0219025708003142
https://doi.org/10.1142/S0219025708003142
https://doi.org/10.1142/S0219025708003142
https://doi.org/10.1088/1742-5468/2010/07/P07020
https://doi.org/10.1088/1742-5468/2010/07/P07020
https://doi.org/10.1088/1742-5468/2010/07/P07020
https://doi.org/10.1088/1742-5468/2010/07/P07020
https://doi.org/10.1088/1751-8113/43/39/392004
https://doi.org/10.1088/1751-8113/43/39/392004
https://doi.org/10.1088/1751-8113/43/39/392004
https://doi.org/10.1088/1751-8113/43/39/392004
https://doi.org/10.1142/S0129055X12500018
https://doi.org/10.1142/S0129055X12500018
https://doi.org/10.1142/S0129055X12500018
https://doi.org/10.1142/S0129055X12500018
https://doi.org/10.1103/PhysRevX.6.041031
https://doi.org/10.1103/PhysRevX.6.041031
https://doi.org/10.1103/PhysRevX.6.041031
https://doi.org/10.1103/PhysRevX.6.041031
https://doi.org/10.1103/PhysRevE.95.042137
https://doi.org/10.1103/PhysRevE.95.042137
https://doi.org/10.1103/PhysRevE.95.042137
https://doi.org/10.1103/PhysRevE.95.042137
http://arxiv.org/abs/arXiv:1905.02155
https://doi.org/10.1103/PhysRevLett.121.070401
https://doi.org/10.1103/PhysRevLett.121.070401
https://doi.org/10.1103/PhysRevLett.121.070401
https://doi.org/10.1103/PhysRevLett.121.070401
https://doi.org/10.1038/s41534-018-0094-y
https://doi.org/10.1038/s41534-018-0094-y
https://doi.org/10.1038/s41534-018-0094-y
https://doi.org/10.1038/s41534-018-0094-y
https://doi.org/10.1103/PhysRevA.99.042320
https://doi.org/10.1103/PhysRevA.99.042320
https://doi.org/10.1103/PhysRevA.99.042320
https://doi.org/10.1103/PhysRevA.99.042320
https://doi.org/10.1103/PhysRevA.82.062306
https://doi.org/10.1103/PhysRevA.82.062306
https://doi.org/10.1103/PhysRevA.82.062306
https://doi.org/10.1103/PhysRevA.82.062306
https://doi.org/10.1103/PhysRevA.95.062112
https://doi.org/10.1103/PhysRevA.95.062112
https://doi.org/10.1103/PhysRevA.95.062112
https://doi.org/10.1103/PhysRevA.95.062112
https://doi.org/10.1088/1367-2630/14/7/073007
https://doi.org/10.1088/1367-2630/14/7/073007
https://doi.org/10.1088/1367-2630/14/7/073007
https://doi.org/10.1088/1367-2630/14/7/073007
https://doi.org/10.1103/PhysRevB.90.125138
https://doi.org/10.1103/PhysRevB.90.125138
https://doi.org/10.1103/PhysRevB.90.125138
https://doi.org/10.1103/PhysRevB.90.125138
https://doi.org/10.1103/PhysRevA.89.022118
https://doi.org/10.1103/PhysRevA.89.022118
https://doi.org/10.1103/PhysRevA.89.022118
https://doi.org/10.1103/PhysRevA.89.022118
https://doi.org/10.1103/PhysRevA.94.052129
https://doi.org/10.1103/PhysRevA.94.052129
https://doi.org/10.1103/PhysRevA.94.052129
https://doi.org/10.1103/PhysRevA.94.052129
https://doi.org/10.1103/PhysRevA.98.063815
https://doi.org/10.1103/PhysRevA.98.063815
https://doi.org/10.1103/PhysRevA.98.063815
https://doi.org/10.1103/PhysRevA.98.063815
https://doi.org/10.1103/PhysRevA.97.052106
https://doi.org/10.1103/PhysRevA.97.052106
https://doi.org/10.1103/PhysRevA.97.052106
https://doi.org/10.1103/PhysRevA.97.052106
https://doi.org/10.1080/00018732.2018.1519981
https://doi.org/10.1080/00018732.2018.1519981
https://doi.org/10.1080/00018732.2018.1519981
https://doi.org/10.1080/00018732.2018.1519981
https://doi.org/10.1103/PhysRevA.100.042113
https://doi.org/10.1103/PhysRevA.100.042113
https://doi.org/10.1103/PhysRevA.100.042113
https://doi.org/10.1103/PhysRevA.100.042113
http://arxiv.org/abs/arXiv:1912.04939
https://doi.org/10.1016/B978-1-4832-3114-3.50007-6
https://doi.org/10.1016/B978-1-4832-3114-3.50007-6
https://doi.org/10.1016/B978-1-4832-3114-3.50007-6
https://doi.org/10.1016/B978-1-4832-3114-3.50007-6
https://doi.org/10.1063/1.4907370
https://doi.org/10.1063/1.4907370
https://doi.org/10.1063/1.4907370
https://doi.org/10.1063/1.4907370
https://doi.org/10.1007/BF01608389
https://doi.org/10.1007/BF01608389
https://doi.org/10.1007/BF01608389
https://doi.org/10.1007/BF01608389
https://doi.org/10.1007/BF01351898
https://doi.org/10.1007/BF01351898
https://doi.org/10.1007/BF01351898
https://doi.org/10.1007/BF01351898
https://doi.org/10.1103/PhysRevA.81.012105
https://doi.org/10.1103/PhysRevA.81.012105
https://doi.org/10.1103/PhysRevA.81.012105
https://doi.org/10.1103/PhysRevA.81.012105
https://doi.org/10.1088/1367-2630/ab54ac
https://doi.org/10.1088/1367-2630/ab54ac
https://doi.org/10.1088/1367-2630/ab54ac
https://doi.org/10.1088/1367-2630/ab54ac
http://arxiv.org/abs/arXiv:1710.09939
https://doi.org/10.1103/PhysRevA.100.012107
https://doi.org/10.1103/PhysRevA.100.012107
https://doi.org/10.1103/PhysRevA.100.012107
https://doi.org/10.1103/PhysRevA.100.012107
https://doi.org/10.1103/PhysRevA.101.012103
https://doi.org/10.1103/PhysRevA.101.012103
https://doi.org/10.1103/PhysRevA.101.012103
https://doi.org/10.1103/PhysRevA.101.012103
http://arxiv.org/abs/arXiv:1906.08279
https://doi.org/10.1103/PhysRevA.89.052133
https://doi.org/10.1103/PhysRevA.89.052133
https://doi.org/10.1103/PhysRevA.89.052133
https://doi.org/10.1103/PhysRevA.89.052133
https://doi.org/10.1142/S1230161217400108
https://doi.org/10.1142/S1230161217400108
https://doi.org/10.1142/S1230161217400108
https://doi.org/10.1142/S1230161217400108
https://doi.org/10.1088/1367-2630/aa964f
https://doi.org/10.1088/1367-2630/aa964f
https://doi.org/10.1088/1367-2630/aa964f
https://doi.org/10.1088/1367-2630/aa964f
https://doi.org/10.1016/0034-4877(93)90014-6
https://doi.org/10.1016/0034-4877(93)90014-6
https://doi.org/10.1016/0034-4877(93)90014-6
https://doi.org/10.1016/0034-4877(93)90014-6
https://doi.org/10.1063/1.531481
https://doi.org/10.1063/1.531481
https://doi.org/10.1063/1.531481
https://doi.org/10.1063/1.531481
https://doi.org/10.1016/0003-4916(61)90115-4
https://doi.org/10.1016/0003-4916(61)90115-4
https://doi.org/10.1016/0003-4916(61)90115-4
https://doi.org/10.1016/0003-4916(61)90115-4
https://doi.org/10.1103/PhysRevLett.116.120801
https://doi.org/10.1103/PhysRevLett.116.120801
https://doi.org/10.1103/PhysRevLett.116.120801
https://doi.org/10.1103/PhysRevLett.116.120801
https://doi.org/10.1088/1367-2630/aacc38
https://doi.org/10.1088/1367-2630/aacc38
https://doi.org/10.1088/1367-2630/aacc38
https://doi.org/10.1088/1367-2630/aacc38


SYMMETRY AND BLOCK STRUCTURE OF THE … PHYSICAL REVIEW A 101, 042108 (2020)

[57] B. Bellomo, G. L. Giorgi, G. M. Palma, and R. Zambrini, Phys.
Rev. A 95, 043807 (2017).

[58] A. S. Trushechkin and I. V. Volovich, Europhys. Lett. 113,
30005 (2016).

[59] Y. Huangfu and J. Jing, Sci. China Phys. Mech. 61, 010311
(2018).

[60] A. Ferraro, S. Olivares, and M. G. A. Paris, Gaussian States in
Quantum Information (Bibliopolis, Naples, 2005).

[61] G. Dorn, W. von der Linden, and E. Arrigoni,
arXiv:1911.11009.

[62] D. Darau, G. Begemann, A. Donarini, and M. Grifoni, Phys.
Rev. B 79, 235404 (2009).

[63] J. F. Haase, A. Smirne, J. Kołodyński, R. Demkowicz-
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