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Quantum speed limit via the trajectory ensemble
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In this paper, we present the theoretical framework of quantum speed limits (QSLs) in terms of trajectory
ensembles in phase space. This indicates that the QSL can be thought of as the summation of the connecting
harmonic oscillators: the connections between the points of the system in phase space and the trajectory
ensemble. Two typical models, the time-dependent harmonic oscillator and the undriven harmonic oscillator
coupled to a thermal bath, are investigated by employing the theoretical framework. Our results from this

perspective are in agreement with previous treatments.
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I. INTRODUCTION

Quantum speed limits (QSLs) provide the lower bounds
on the evolution time between two distinguishable states of a
quantum system. QSLs have potential applications in quan-
tifying and controlling quantum coherence and protecting
quantum information from decoherence caused by environ-
mental noise [1]. QSLs offer limits to parameter estimation in
quantum metrology [2], the computational capability of phys-
ical devices [3], and information scrambling [4]. Originally,
the QSL was considered as an interpretation of Heisenberg in-
determinacy. The explanation stems from the Mandelstam and
Tamm bound (MT bound) [5] in terms of unitary processes,
which estimates the speed of evolution from the perspective
of energy dispersion of the initial state. Margolus and Levitin
established another bound (ML bound) for unitary dynamics
[6]. The ML bound is related to the difference between the
mean energy and the ground-state energy. It has been shown
that the unified bound of MT and ML bounds is tight [7].

The interaction between a quantum system and its environ-
ment is generally unavoidable, and so QSLs beyond unitary
dynamics have been investigated [8—11]. For open quantum
systems, the effects of the interactions between the quantum
system and its environment on QSL have been widely inves-
tigated in the context of non-Markovianity [12-16], the en-
tanglement of quantum systems, and other situations [17-20].
Both equilibrium and nonequilibrium environmental effects
on QSLs for open quantum systems have been investigated
[16,18]. QSLs for leakage, decoherence, and experimental
measurement have also been addressed [21,22]. Further, dif-
ferent metric measures have been employed in the investiga-
tion of QSLs, for example, the relative purity, trace distance,
and even a whole family of contractive Riemannian metrics
[8-10,16,23].

In addition to the MT and ML bounds, a distinct bound
which relates QSLs to the geometric phase has been sug-
gested. The relation between QSLs and the Pancharat-
nam connection 1-form has been established based on the
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gauge-invariant distance in the Riemannian metric, which
shows the potential possibilities for speedup of the holonomy
quantum computation [24].

It was shown previously that a speed limit can exist for both
quantum and classical systems [25,26], which leads to some
interesting questions. For example, what are the contributions
of classical partitions to the QSLs? Can we understand the
differences between QSLs and classical speed limits by com-
paring classical and quantum dynamics in phase space? How
does the evolving status of the system influence quantum and
classical speed limits?

The Wigner representation of quantum mechanics can be
employed effectively to study these questions [26—30]. The
Wigner function is a faithful and exact representation of quan-
tum mechanics in phase space and has been widely applied
in the description and analysis of quantum problems [30]. In
the resulting quantum phase space, the qualitative nature of
quantum mechanics can be captured and visualized through
vivid classical-like physical pictures [29,30]. Some interesting
questions can be investigated in terms of the Wigner function,
such as the behavior of QSLs across the quantum-to-classical
transition, the measurement of the Chern number via Wigner
function flux, the measurement of cat states, entanglement dy-
namics, fractional Lévy flight, quantum tunneling, and other
manifest quantum processes [26-28,31-35]. In this context,
it was recently shown that a single trajectory of a quantum
system can evolve from an initial to a distinguishable state at
velocities exceeding the QSL [36].

In this paper, we present a description of the QSL in
terms of trajectory ensembles via the Wigner representation
of quantum mechanics in phase space. In the context of the
trajectory ensemble, we find that the QSL can be understood
from the perspective of the ith connecting harmonic oscillator
(CHO-i), which is the Hamiltonian of the scaled harmonic
oscillator. CHO-i connects the position I' of the system in
phase space with the ith trajectory in the trajectory ensemble.
This provides us with a unique perspective: the QSL is the
summation of the average of energy flux of the CHO over
all of the phase space. In addition, it illustrates that two
factors will affect QSLs: the time changes of CHO and its
corresponding partitions.
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This paper is organized as follows. In Sec. II, we present
the equation of motion of the trajectory ensemble and derive
an expression of the quantum speed limit in terms of the tra-
jectory ensemble evolution. In Sec. III, we show the numerical
results of QSLs for two models: the time-dependent harmonic
oscillator and an undriven harmonic oscillator coupled to a
thermal bath. Also, we investigate the contributions of the
trajectories in the ensemble to the QSL and the corresponding
nature of the trajectories. In Sec. IV, we give a discussion and
conclusions.

II. THEORETICAL FRAMEWORK

To investigate QSLs in phase space via the trajectory
ensemble, we employ the phase-space representation of quan-
tum mechanics: the Wigner representation [29,30].

A. QSL using the Wigner function

The Wigner function in phase space is, corresponding to
the density operator p, = p(t), defined as follows [30]:
ip§

1 [ . 1 1
Wiq, p;t) = 3 dée"<q+ Eélp(t)lq - §$>

=W(T,1), (1)

where the phase-space coordinates are denoted I' = (q, p).

QSLs have been investigated widely by employing a fam-
ily of contractive Riemannian metrics [37] to measure the
distance between two distinguishable states, such as relative
purity, trace distance, etc. [8,16,23].

The distance between distinguishable states can be quanti-
fied using the trace distance as the case p = 1 of the Schattern
p-norm,

£,(0r p0) = llor — pollp
1
= (tr{lp; — pol”})7, 2

namely, £1(p;, po) = tr{|p; — po|}. QSLs were studied previ-
ously using the trace norm [16,28]. Correspondingly, using
the Wigner function representation of quantum mechanics
in phase space, we employ the Wasserstein 1-distance as a
measure of the distance D(¢), i.e., the distinguishability of the
states,

D) =W, 1) =W(T, 0

= /dF|W(F, t)y—W(T,t =0). 3)
By using the triangle inequality, we have
D(t) < [D(1)] </dr|W(r,t)|, (4)
where
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Finally, the QSL in phase space can be defined as

v = IW T, )l = /dF|W(F,t)|. (6)

Deffner noted that the expression of Eq. (6) has the same
functional form as the expression of the QSL in density
operator space but is significantly easier to compute [28].

B. Entangled trajectory dynamics

To calculate the value of the expression of Eq. (6), we
should evolve the Wigner function in phase space. The evo-
lution equation of the Wigner function is [30]

ow(r,t)  paw(l,1)

- e +/d$J(q,s—p>W<q,s;z>,

)
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and V (g) is the potential energy of the system.
The evolution equation of the Wigner function of Eq. (7)
can also be expressed as the form of the continuity equation

ow (I, 1)
ot

where j(I", ¢) is the flux vector in the phase space, which is
defined as

where

J(g,8) =

+V.jI,t)=0, ©)]

J(, 1) = (g, pW (I, 1). (10)

Correspondingly, we have
. J . a .
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Then,
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By comparing Egs. (7) and (12), we obtain the equations of
motion for the entangled trajectories of the system [31,38,39]:

i=1L. (13)
1
y— — O(q.& — p)W(q, £)dE,
D W(q’p)/ (.5 —p)W(q, §)d§
where
_ 1 0 y y efir]y/h
Oa.m=5 _OO[V(“E)‘V("_E)] e

(14)
There have been a number of methods proposed to prop-
agate the quantum system and Wigner function using the
evolution of trajectory ensembles [31,38—46]. As one of these
methods, the entangled trajectory equations of Eq. (13) have
been employed to investigate entanglement dynamics, H,O
photodissociation, fractional Lévy flight, tunneling time in a
driven double-well system, quantum tunneling in multidimen-
sional systems, etc. [32,33,39,46-50].

042107-2



QUANTUM SPEED LIMIT VIA THE TRAJECTORY ...

PHYSICAL REVIEW A 101, 042107 (2020)

C. QSLs using the entangled trajectory method

The above section suggests that the Wigner function can
be estimated from a long trajectory I'(¢) in phase space over
the observation time 7. In particular, the Wigner function
can be understood by employing the fraction of time Af the
trajectory spends in the position I in phase space via the time
series {I'(At), '(2At), '(3At), ... }. There exists a range of
possible methods to construct the Wigner function from a
finite set of N sampled points. In this paper, we employ a
kernel approach [51,52] to estimate the Wigner function from
a sampling by a trajectory ensemble. The Wigner function is
then given by

N

11 /T =)
W) = NZFK(T), (15)

i=1
where K(-) is the kernel function, N = t/A¢, f is the di-
mension of the system, and & = {4/[N(f + 2)]}{/U+] ig
the kernel window width [52]. The ith trajectory I';(¢) =
(qi(t), pi(t)) is a member of the ensemble of trajectories in
phase space.

In our following numerical kernel estimation, we place a
Gaussian at the position I' in phase space by choosing the
Gaussian kernel

K(r) — e 205 205’ (16)

2mo,0,

where o, and o, obey the minimum uncertainty relation
between the canonical variables ¢ and p.
Based on Eqgs. (15) and (16), we obtain

N i lg—i)P
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W(T,t)= — 2% %7
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1 N
N;m(r,n, (17)

with h, = hop, and hy = ho,,.
The time derivative of the Wigner function becomes

N
W(T, 1) = }VZK(FJ) (18)
i=1
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Let Agi(t) =q — qi(t) and Ap;(t) = p — pi(¢). Hence,

AT (1) =T —T'i(t) = (Aq;i(t), Ap;(t)) are the differences

between the position I" in phase space and the ith trajectory
[i(t) = (qi(1), pi(1)). By using

oK (T", ¢t Ag;
SRLLD _ ke, 22
OK(I, t Ap;
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pi h
and
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Eq. (18) can be written as

N . .

. 1 Ag; Ag;  Ap; Ap;
wrT,t)=—— Kool ———+———). (21
(T, 1) N;()<hqhq+h,,h,, 1)

For convenience, we introduce the scaled canonical coordi-
nates and momenta, namely, g/h, — g and p/h, — p. Equa-
tion (21) can be rewritten as follows:

N

. 1
W]_"[ = —— K,‘ F,[ A ,A,+A ,'A','
(T, 1) N;( NAGiAG: + ApiAp;)
B liK(I‘ t)d AG + Ap?
CONETT 2
1 N
=~ 2 &Ko), (22)
i=1
where we let
& = %(Aq? + Ap?). (23)

g; can be considered to be the Hamiltonian of the scaled
harmonic oscillator connecting the position I' of the system
with the ith trajectory in phase space. ¢; can therefore be
denoted as CHO-i. Physically, Eq. (22) presents the time
change of the Wigner function in phase space I at time ¢ as the
ensemble average of the trajectory over the time changes of
CHO with its partition K;(T", 7). Since ¢; are the time changes
of CHO energy and K;(I", t) are the corresponding partitions,
& K;(T", t) can also be thought of as the energy flux of CHO-i.
Therefore, Eq. (22) states that the time changes of the Wigner
function can be thought of as the average of the energy flux
of the CHO of the system over the trajectory ensemble in the
position of phase space I at time ¢.
We define

_ 1
J(T,1) = 'ﬁ i:le,»K,(F,t) (24)

as the average of the energy flux of the CHO in phase-space
point I' at time ¢. We therefore arrive at an expression of the
QSL by employing Eq. (24) in phase space,

VGsL (1) = / 7(T, t)dT . (25)

o0

Expression (25) indicates that the QSL is the summation of the
average of the energy flux of the CHO all over the phase space.
By considering Eq. (24) we see that there are two factors that
influence the QSL: the time changes in the energy of the CHO
[Eq. (23)] and their corresponding partitions K;(T", ).

III. NUMERICAL RESULTS

In this section we show the numerical results for two typ-
ical models: the time-dependent harmonic oscillator, which
served as the Paul trap model, and an undriven harmonic
oscillator coupled to a thermal bath.
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A. The time-dependent harmonic oscillator
We first consider the time-dependent harmonic oscillator,

| CTE ST SR
H=—p 4+ -mw(t)§", (26)
2m 2
where the time-dependent frequency is taken from Ref. [28]:
0*(t) = 3 — (03 — ®?)t /7. The time-dependent harmonic
oscillator has been used as the Paul trap model [30]. Also,
investigations of the QSL for the system have been reported,
such as the comparison of QSLs between the expressions
of the density matrix and the Wigner function, across the
quantum-to-classical transition [26,28].
In our numerical calculations, we choose the initial distri-
bution to be a Gaussian,

1
w(T,0) = —3_2“42_252(4[’2, 27
wh

mawj

where a =
For the system of Eq. (26), the entangled trajectory equa-
tions of motion from Eq. (13) can be written as follows:

q'=—7
m

p = —mw(t)q. (28)

By employing the equations of motion (28) and (17),
we can calculate the Wigner function expressed in terms of
the ensemble of trajectories. In the case of the harmonic
oscillator, we can obtain the expression of the Wigner function
exactly using the trajectories. In particular, the expression of
the Wigner function of Eqs. (28) and (17) in terms of the
trajectory ensemble is equivalent to the following expression
in Ref. [30]:

Wiq, p,t) = Wo(qo(q, p, 1), po(q, p, 1)), (29

where Wy(q, p) is the Wigner function at time r =0 and
(qo0(q, p, 1), po(q, p,t)) are the initial coordinates and mo-
menta in phase space.

In our numerical calculations, we employ the trajectory
ensemble to express the Wigner function.

In Fig. 1, we present the results for the QSL expressed
via Eq. (25). To make a comparison with previous results,
we employ the same parameters as used in Ref. [28], which
are given in the caption of Fig. 1. In Fig. 1(a), we show the
results for the total evolution time t = 1, while in Fig. 1(b)
we give those for 7 = 5. We can find that the v, results of
Eq. (25) are the same as the results in Ref. [28]. We can see
that when evolution time 7 = 1, vggy, increases over time. And
when evolution time T =5, vgsr, has apparent oscillations
with time.

To understand the behavior of QSLs, in Fig. 2 we show the
distributions of the average energy flux of the CHO Jj(T', 1)
in phase space. We show snapshots of 7(I", 7) at time ¢/t =
0.258, 0.46, 0.664, and 0.826 for the case of T = 5. They
correspond to the first four local maximum and minimum
values of the QSL in Fig. 1(b).

From Fig. 2, we find that the oscillations of the QSL shown
in Fig. 1(b) correspond to the rotations of the average energy
flux 7(T, t) of the system in phase space. This originates from
the nature of the quantum system, namely, the time-dependent

0 02 04 06 08 1
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o6t 1\ 4
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0 02 04 06 0.8 1
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FIG. 1. Quantum speed limit vé and vgg normalized by their
maximal values during the time interval ¢ € [0, t] for the time-
dependent harmonic oscillator. Ugsv denoted by the dotted orange
(light gray) line, is obtained using the direct Wigner function
W(q, p,t) in Ref. [28]. ngL, denoted by the dashed red (dark gray)
line, is obtained using the trajectory method in the work. Parameters
are taken from Ref. [28]: wr = 1, w1 =2,m=1,hi=1,and (a) T =
1 or (b) r = 5. The units are arbitrary.

harmonic oscillator. It is interesting that the average energy
flux 7(I", t) has “zero” lines in phase space, as shown in Fig. 2.
We attribute the zero lines to be the result of the superposition
of the energy flux of CHO-i &;K;(T", t) since ¢; could increase
or decrease in the evolution.

B. The undriven harmonic oscillator coupled to a thermal bath

In this section, we consider an undriven harmonic oscillator
with potential V (¢) = $mw(q* coupled to a thermal bath. The
dynamics of the undriven harmonic oscillator can be described
via the following master equation [53]:

oW (I, )= LMOW(,1), (30)

where

qp’
(1)

and its corresponding coefficients are D,, =my /B +

mByh*(w} — y*)/12 and D,, = Byh*/12, where y is the

L) = _iaq F V(@) + 0,(y p + Dppdy) + Dygpd?
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FIG. 2. Snapshots of the average energy flux of CHO 7 (I', t) with the parameters of Fig. 1 for the case of T = 5. (a)-(d) correspond to

t =1.29,t =2.30,t =3.32, and t = 4.13, respectively.

friction coefficient, 8 = 1/(kgT ), kp is Boltzmann constant,
and T is the temperature.

By using Eqgs. (13), (30), and (31), we can get the equations
of motion for the entangled trajectories
p 1 oW,
m TPwT,r ap

1 9w,

PPw(r,r)y ap

q=

(32)

p=-V(@)—yp-D

In the following numerical calculations, the initial distri-
bution is chosen to be the Gaussian distribution employed in
Ref. [28],

1 _lg—ng 2 _ (P*#p)z
T2 2
e 202 203

W, t=0)=

2mo,0, (33)

In Fig. 3, we show the results of the QSL expressed via
Eq. (25) using 1156 = 34 x 34 trajectories in the trajectory
ensemble. To make a comparison, we also present the results
of Ref. [28]. As shown in Fig. 3, the results of the QSL
of Eq. (25) correspond well to the results of Ref. [28]. In
addition, we find that vgg;, decreases over time generally. In
the initial period, vgsr, declines rapidly, while later it falls
slowly.

The distribution of the average flux of CHO (I, ¢) in
phase space at point I and time ¢ shows us the vivid physical
picture needed to understand QSL. Figure 4 shows that 7 (I, ¢)
gets smaller as the evolution time passes for the dissipative
system, which accounts for the decrease of v with the
evolution time shown in Fig. 3. This indicates that the flux
of the CHO goes to a steady state as the evolution time passes

as the energies of the system dissipate to the bath, causing the
QSL to decay to a roughly constant value.

By analyzing the details of the motion of the trajectory
ensemble in quantum phase space (shown in the Appendix),
it can be seen that, when trajectories within a group have
the same evolution direction generally, the rate summation

18
|

12 ¢

VQSL

6'\

~

O M M M M
0 02 04 06 08 1

t

FIG. 3. Quantum speed limits v and vgg for the un-
driven harmonic oscillator coupled to a thermal bath with po-
tential V() = imawjq®. vGsL» denoted by the dashed red (dark
gray) line, is obtained using the entangled trajectory method,
and ngL, denoted by the dotted orange (light gray) line, is ob-
tained using the Wigner expression of Ref. [28]. Parameters are
taken from Ref. [28]: y =2, 8=0.1,i=1,m=1, 0y =1, pu, =
2,0, =0.5, u, =0, and o, = 0.5. The units are arbitrary.
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-5 0 5
q

FIG. 4. The distributions of the average energy flux of CHO
7(I", t) with the parameters of Fig. 3 for (a) r = 0.1 and (b) t = 0.5.

effect appears. Therefore, these trajectories contribute more
partitions to vgsr. In addition, we find that, from the per-
spective of the momentum dimension, the phase-space points
located in the center part contribute less to the QSL compared
to those away from the center in phase space. We attribute
this to the differences in the time changes of CHO in different
positions in phase space: for the dissipative system, the farther
the trajectories are from the center of the phase space, the
larger the time changes of the CHO are. This results in the
correspondingly larger contributions to vgst..

IV. CONCLUSIONS AND DISCUSSION

In this paper, we presented the theoretical framework
of the QSL in phase space using the entangled trajec-

tory formalism. We derived an expression of the quantum
speed limit USSL using entangled trajectories and investi-

gated vSSL for two typical models. We showed that USSL
obtained here is in agreement with the result of QSL obtained
previously.

Our methodology indicates that QSL can be thought of as
the superposition of the average energy flux of CHO over
phase space: the time changes of the harmonic oscillators
connecting the phase-space point I" with the ensemble of tra-
jectories with their corresponding partition K;(¢). In particular,
the expression of the QSL using the trajectory ensemble is
given in Eq. (25). Therefore, the energy flux of the CHO and
its partition would influence the QSL since the QSL is the
“energy flux” of whole characteristics in phase space. This
shows us the potential possibility of manipulating the QSL via
changing the energy flux and/or its “partition.” In addition, we
show that the contribution of different trajectory ensembles to
véSL is variable. For a partial trajectory ensemble that evolves
from the same momentum, the more consistent the velocity
direction of these trajectories is, the greater the contribution
this trajectory subset makes to the overall QSL. From another
perspective, for the dissipative system, the farther the trajec-
tories are from the center of phase space, the bigger the time
changes of the CHO are. This results in correspondingly larger
contributions to the QSL.
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APPENDIX: THE CONTRIBUTIONS OF DIFFERENT
TRAJECTORY SUBSETS TO THE QSL

To understand the different contributions of different tra-
jectories in the trajectory ensemble to the vgsy, of Eq. (25),
we divide all trajectories into 34 groups. Each group of
trajectories has the same momenta p initially but different
initial coordinates g in phase space. Then we define the
partial QSL vg that is used to measure the contribution
of involved trajectories to vgsr, as follows [see Egs. (24)

D) O]
4 4
2 0 ) 2 0
-4 4
-8 8
8 8 -4 0 4 8 8 -4 0 4 8
q q q

FIG. 5. The evolution of three kinds of typical trajectory subsets in phase space with the parameters of Fig. 3. Each trajectory subset has
the same coordinate range but different momenta: (a) pg = —0.7896, (b) po = 0.1267, and (c) po = 0.6020.
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FIG. 6. The partial QSL vSSL for three kinds of typical trajectory subsets corresponding to Fig. 5 with the parameters of Fig. 5.

and (25)]:

No+n

= D (@D

11
vhe (1) = / - dr
—%0 k=Ny+1

o

= / 77T, 1)dT, (Al)
—00

where the (Ny + 1)th trajectory is the first trajectory of each

trajectory subset used in the paper.

To present the native properties, we take three groups
of partial trajectories in the trajectory ensemble. We choose
the initial momenta py = —0.7896 in Fig. 5(a), the initial
momenta py = 0.1267 in Fig. 5(b), and the initial momenta
po = 0.6020 in Fig. 5(c). Note that Figs. 5(a) and 5(c) have a
similar symmetry in phase space.

In Fig. 6, we show the results of USSL for the corresponding
three groups of trajectories in Fig. 5. As shown in Fig. 6,
although véSL shows trends similar to vgs, we find that
the trajectories presented in Figs. 5(a) and 5(c) contribute
significantly to USSL compared to those in Fig. 5(b).

Figure 5 shows the evolution of the three groups of trajec-
tories in phase space. We can understand the different contri-
butions of the three groups of trajectories to QSL by analyzing
their evolution directions in phase space. As shown in Fig. 5,
the trajectories of Fig. 5(a) have the same evolution direction
generally, which illustrates the rate summation effect, and so
do the trajectories in Fig. 5(c). However, in Fig. 5(b), the
trajectories evolve towards two contrary directions initially,
and there exists an offset between the velocity in different

directions, which shows a contrary effect compared to the
aforementioned rate summation effect. This shows that we can
attribute the magnitude of contributions to the relations of the
evolution direction of trajectories which evolve from the same
momentum.

To illustrate the contributions of the moving status of the
trajectory subsets, we choose two groups of trajectories with
the same initial coordinates and similar initial momenta but
opposite directions; namely, in Fig. 5(a), we set the initial
conditions as (qo, po), whereas in Fig. 5(c) the corresponding
initial conditions are chosen as (gg, ~ —po). It is obvious that
this quasisymmetry causes similar dynamics of the CHO-i
in phase space for the two groups in Figs. 5(a) and 5(c).
This leads to their similar contributions to vggsy, considering
Eq. (A1), as shown in Figs. 6(a) and 6(c). However, as in the
other case, we show the trajectory subset near the center of
phase space in Fig. 5(b). For this case, the motion statuses
of the trajectories present different behaviors, as shown in
Fig. 6(b). Clearly, this indicates that they have different con-
tributions to vqst..

From the above discussion, we know that from the perspec-
tive of momentum dimension, the phase-space points which
are located in the center part contribute less to the quantum
speed limit compared to those away from the center of phase
space. We attribute this to the differences in the time changes
of the CHO in different positions in phase space: for the
dissipative system, the farther the trajectories are from the
center of phase space, the bigger the time changes in the CHO
are. This results in the larger contributions to vqsy..
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