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In this article we perform the quantization of graphene plasmons using both a macroscopic approach, based
on the classical expression for the average electromagnetic energy in a dielectric medium, and a quantum
hydrodynamic model, in which graphene electrons are modeled as a charged fluid. Both models allow one to
take into account the dispersion in the optical response, with the hydrodynamic model also allowing for the
inclusion of the momentum dependence of the optical response (nonlocal effects). Using both methods, the
electromagnetic field mode functions, and the respective frequencies, are determined for two different graphene
structures. We show how to quantize graphene plasmons, considering that graphene is a dispersive medium,
within the local and nonlocal descriptions. It is found that the dispersion of graphene’s optical response leads
to a nontrivial normalization condition for the mode functions. The obtained mode functions are then used
to calculate the decay of an emitter, represented by a dipole, via the excitation of graphene surface plasmon
polaritons. The obtained results are compared with the total spontaneous decay rate of the emitter and a near
perfect match is found in the relevant spectral range. It is found that nonlocal effects in graphene’s conductivity
become relevant for the emission rate for small Fermi energies and small distances between the dipole and the

graphene sheet.
DOI: 10.1103/PhysRevA.101.033817

I. INTRODUCTION

In many cases, light-matter interaction can be understood
in a semiclassical picture, where matter is quantized and
the electromagnetic (EM) field is treated classically. This
semiclassical approach holds when the number of photons
in the field is large or the light source is coherent. On the
other hand, in order to understand the properties of a small
number of photons the quantization of the EM field is re-
quired. Typical phenomena where the quantization of the EM
field is necessary involve entanglement, squeezed light, cavity
electrodynamics, interaction of photons with nanomechanical
resonators, and near-field radiative effects [1].

Plasmonics emerges as a promising domain to observe
quantum effects of the electromagnetic radiation, an example
being the Hong-Ou-Mandel interference of plasmons [2].
Many other quantum effects in plasmonics exist, such as the
survival of entanglement, particle-wave duality, quantum size
effects due to reduced dimensions of metallic nanostructures,
quantum tunneling of plasmons (which are simultaneously
light and matter), and coupling of surface plasmons to quan-
tum emitters [3—11].

The exploration of quantum effects in plasmonics in un-
usual spectral ranges, such as the THz and the mid-IR, has
been deterred by the poor plasmonic response of noble metals
in these regions of the electromagnetic spectrum. However,
with the emergence of graphene plasmonics [12,13] the ob-
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servation of quantum effects in these yet unexplored spectral
regions is a possible prospect. Despite the fact that, at the
time of writing, quantum effects involving graphene plasmons
remain illusive, the fact that graphene plasmons are character-
ized by low losses [14—16] boosts the above hope. This has
motivated the study of quantized plasmons in graphene, using
a model Hamiltonian [17]. The implementation of quantum
logic gates using graphene plasmons has also recently been
proposed [18]. In addition, graphene plasmons screened by a
nearby metal (also called screened or acoustic plasmons) can
be confined down to the atomic limit [19], which certainly
opens the prospects of finding rich grounds for quantum
plasmonics and nonlocal effects [20,21]. Indeed, the idea of
developing quantum optics with plasmons has already a long
history [22] and quantization of localized plasmons in metallic
nanoparticles was recently performed [23,24]. Recently, the
quantization of magnon polaritons has also been studied [25].

The development of a quantum theory of the electromag-
netic field in the presence of dielectric media has a long
history and several approaches have been developed [17,26—
37]. These methods are typically based either on the quantiza-
tion of the macroscopic classic energy [30], on the classical
dyadic Green’s function for the electric field [31], or on
the diagonalization of Hopfield-type Hamiltonians [29]. The
quantization of evanescent EM waves [38,39] and of the EM
field in the vicinity of a metal [40] have also been considered
in the past.

In this paper, we perform the quantization of graphene
plasmons, obtaining the plasmonic electromagnetic field
mode functions and, importantly, their normalization, when
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losses are neglected. These mode functions are then used
to study the interaction of graphene plasmons with nearby
quantum emitters and determine, in a very intuitive way using
Fermi’s golden rule, the spontaneous decay rate of the emit-
ter due to plasmon emission. The quantization of graphene
plasmons is performed in two ways. (i) A macroscopic ap-
proach, which starts from the classical time-averaged energy
of the electromagnetic field in a dielectric [27,30,41,42].
This method allows for the inclusion of dispersion in the
optical response of graphene. (ii) A hydrodynamic approach,
where graphene charge carriers are described in terms of
an electronic fluid, which couples to the electromagnetic
field [43,44]. The hydrodynamic approach allows not only
for the inclusion of dispersion, but also for the inclusion of
momentum dependence in the optical response of graphene.
A momentum dependent conductivity implies that, in real
space, the current response of graphene to an applied electric
field is nonlocal. We will, therefore, refer to the momentum
dependence of graphene conductivity as nonlocal effects.

The paper is organized as follows. In Sec. II, we present
the general macroscopic approach for the quantization of
the eletromagnetic field in dispersive, lossless media and
determine the normalization condition for the mode functions.
In Sec. III, we present the quantum hydrodynamic model
of graphene. We will see that when nonlocal effects are ne-
glected, the result of the macroscopic approach is recovered.
In Sec. 1V, the plasmon dispersion relations, mode functions,
and mode-normalization constant are obtained for a single
graphene layer and for a graphene-metal structure. In Sec. V,
we use the quantized plasmon fields to compute the decay
rate of a quantum emitter due to the spontaneous emission
of plasmons. The plasmon emission rate is compared with the
total decay rate of the emitter, which is obtained from the com-
plete dyadic Green’s function for the electric field. The role
of nonlocal response of graphene is analyzed. Finally, we
conclude with Sec. VI, commenting on the obtained results
and discussing future research paths. A set of Appendixes
detailing the calculations is also presented.

II. MACROSCOPIC QUANTIZATION OF THE
PLASMONIC ELECTROMAGNETIC FIELD

In this section, we will describe how the plasmon fields
can be quantized using the macroscopic classical energy of
the electromagnetic field in a dispersive, lossless dielectric
medium. This method was first used in Refs. [27,30,42]. For
electric and magnetic fields with a harmonic time dependence,

E(r,1) = E,(r)e ™ +cc., (1)
B(r,t) = B,(r)e ™ +c.c., (2)
close to a central frequency w, the time-averaged classical

electromagnetic energy in the presence of a dispersive, loss-
less dielectric is given by [41,45]

d
Upm(w) = /d3l'<€0EZ(l')' B_a)[wgr(r’ )]

1 2
‘Eu(r) + —[B,| ) 3)
Ho

where €,(r, w) is the relative dielectric tensor of the medium
and €y and pg are, respectively, the vacuum permittivity and
permeability. The idea of this method is to promote the above
equation to the quantum-mechanical energy of an EM field
eigenmode with frequency w. We will work in the Weyl gauge,
in which the scalar potential is set to zero ¢ = 0, such that the
electric and magnetic fields are obtained only from the vector
potential A as

_ 0A(r, 1)

E(r,t) = , 4
(r,1) o “)
B(r,7) =V x A(r, 1). (5)
The vector potential is then expanded in modes as
A(r, 1) = Z e A, (r) + c.c., (6)

A

where «; are amplitudes for the mode A, with mode function
A, (r) and corresponding frequency w;. The mode functions
and frequencies are determined by solving the nonlinear
eigenvalue problem

2
V XV x A, (r) = %Er(r, @) - Ay (1), (7)

with ¢ vacuum’s speed of light, which is just Ampere’s law
in the dielectric medium for the mode function A,; (r). Next,
we assume that the total time-averaged energy for the vector
potential Eq. (6) is given by

Uem = Z Um (@) | ®)
n

The quantization of the theory is achieved by promoting the
amplitudes «; to quantum-mechanical operators

[ h
— ] R 9
“ 2]\/}&0(,0)L a ( )
|k
x —a 10
% 2]\&606{)}L S ( )

where, as it will be made more clear in Sec. III, &I (a,) are
bosonic creation (annihilation) operators for the quanta of the
coupled matter and electromagnetic field: polaritons [26]. If
the dielectric function €,(r, w) describes a metal, the quasi-
particles are plasmon polaritons. The bosonic operators obey
the usual equal-time commutation relations

[, 4,1 = 8. (11)

N, is a mode normalization constant, which is determined by
demanding that the quantum-mechanical Hamiltonian which
is obtained from Eq. (8) by performing the replacement of
Egs. (9) and (10),

- hUgm(w;,)
H = —(ala a,a, ), 12
; Nocge, Galtn + .8) (12)

coincides with the Hamiltonian for a collection of quantum
harmonic oscillators

.1
H=> ; ha (@, + ,8)). (13)
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Imposing this condition, we have that the normalization factor
is given by N, = Upm(w;)/ (260a)§). Using the mode-function
equation (7) to write

/d3r|v x A, (r))* = /d%A;(r) -V x V x A;(r)

w2
=% [ dram a0 A,
C

(14)

the mode normalization factor can be written as

N, = /d3I‘A§(I‘)' (Er(l', ;) + ﬂiér(l‘, wx)) - A (r).
2 dw

5)

Notice that, in the absence of dispersion, the second term
vanishes and N, reduces to the usual norm in the presence of a
position dependent dielectric tensor €,(r, w, ). For a nonlocal
medium, for which the dielectric tensor is a function of
two position coordinates, €,.(r, r’, ), the mode normalization
generalizes to

N, = /d%fd%’A;(r). (E,(r, r, w;)

0
+ &—ér(l’, r, wx)) A (r). (16)
2 dw

Although this phenomenological method appears to be un-
justified, it has actually been shown to be correct for the case
when the dielectric is modeled by a Lorentz oscillator [42].
We will see in the next section that Eq. (16) remains valid
within a quantum hydrodynamic model of graphene, even
when the momentum dependence of the optical response is
included. As a matter of fact, Eq. (16) for the mode normal-
ization constant remains valid for any linear optical medium
(including effects of dispersion, nonlocality, inhomogeneity,
and anisotropy) as long as losses can be neglected [46].

III. PLASMON QUANTIZATION WITHIN A QUANTUM
HYDRODYNAMIC MODEL

In this section, we will perform the quantization of
graphene surface plasmons employing a hydrodynamic
model. The hydrodynamic model provides a classical descrip-
tion of both the electron gas and the electromagnetic field,
allowing for the inclusion in a simple and elegant way of non-
local effects in the optical response of graphene [47]. Nonlocal
effects are taken into account by including a pressure term in
the Boltzmann equation, that arises due to Pauli’s exclusion
principle, which leads to a momentum dependent conduc-
tivity. A detailed derivation of the hydrodynamic model for
graphene can be found in [43,44]. To illustrate the method,
we choose the simple case of a single graphene sheet located
at the plane z = 0, embedded by a static dielectric medium
with relative dielectric constant €;(r).

A. Classical hydrodynamic Lagrangian and Hamiltonian

The classical Lagrangian density for the hydrodynamic
model of graphene can be written as

L = Lem + Lop hyds (17)

where Lgy is the Lagrangian density of the electromagnetic
field and Lp nyq describes the electronic fluid of graphene and
its coupling to the electromagnetic field. Using once again the
Weyl gauge, Lgy is given by

¢ 1
Lem = —(3A) - & - (B,A) — —(V x AY?,  (18)
2 210

where €,(r) is allowed to be position dependent, but is fre-
quency independent. Within the hydrodynamic model, the
electronic fluid of the graphene layer is described by the
fluctuation, n, of the density around the equilibrium density,
ny, and the displacement vector v = (vy, vy, 0), which should
not be confused with the velocity field. In the Weyl gauge,
LoD fluia 18 written as [43,44]

1
Lophyd = 5(1)(§nom(8,v)2 +mpB*nV v

2
L —noea,v-A), (19)
21’10
where the § function restricts the electronic fluid to the z = 0
2D plane, m is the Drude mass, and 8 appears from the
relation between the degeneracy pressure and the electronic
density and depends on the band dispersion for the carriers
(see Ref. [43]). Equation (19) follows from a semiclassical
Boltzmann’s equation approach where the gradient of the
degeneracy pressure P acts as an external force. For small
density fluctuations, the linearization of P leads to a term
proportional to the gradient of the electronic density in the
equation of motion: this term corresponds to a diffusive mo-
tion. As will be seen in the next subsection, the presence of the
diffusion leads to a nonlocal (momentum dependent) electro-
magnetic response of the fluid. Therefore, 8 parametrizes the
momentum dependence of graphene’s conductivity. If we set
B = 0, we recover the local (momentum independent) optical
Drude response of graphene. In the approximation of the
linear dispersion for graphene electrons, the hydrodynamic
parameters are given by [43]: ng = k% /7, m = Fikp /vr, and
,32 = v%/ 2, where kr is the Fermi wave number and vy the
Fermi velocity of graphene. Equation (19) is the 2D equivalent
of the Lagrangian for the hydrodynamic model presented
in [48].
Using the Euler-Lagrange equations for Eq. (19) with
respect to A, we obtain

1
V x B = —&8E — 1tonoed, v8(2), (20)
C

which is nothing more than Ampere’s law in the presence of a
surface current given by

I = _engd,v. Q1)

Using the Euler-Lagrange equations for Eq. (19) with respect
to the fluid variables n and v, we obtain the continuity
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and Newton’s second law with a diffusion term, which read
respectively

noV-v+n=0, (22)

nomd*v + mp>Vn = —engE(z = 0), (23)

from which we recognize the fluid electronic surface density
hd — _en. (24)

Equations (20), (22), and (23) correspond to the linearized
hydrodynamic model for graphene [43] (see also [49]).

Notice that Eq. (22) has no dynamics. Therefore, we can
use it to eliminate the field 7, thus obtaining a new Lagrangian
density

E/ == ﬁEM + £/2D hyd» (25)
with

1
Lopnya = 5(z)<§nom(8,v)2

1
— Enomﬂz(V -v)? — nped,v - A). (26)

This new Lagrangian is equivalent to Eq. (17) as both lead to
the same dynamics. Applying the Euler-Lagrange equations
to Eq. (25) with respect to A leads again to Eq. (20), while the
equation obtained for v reads

—md}v +mBAV(V - v) = eE(z = 0), 27

which can be obtained by combining Egs. (22) and (23).

From the Lagrangian density Eq. (25), we define the
canonical momenta conjugate to the variables A and v,
respectively, as

II oL €.0,A (28)
= —— = ¢)€ ,
3OA) 0€40;
oL
T = 38 v) = nomd; v — npeA(z = 0). 29)

In terms of the variables A, II, v, and =, the classical Hamil-
tonian obtained from Eq. (25) is given by

1 1
H= | &r[—0O &' T+ —(VxA)?
[ r<2€0 K * 2#0( <A

M2
n fdzx<[n + enpA(z = 0)] n lnomﬂz(V ) v)2>.
2nom 2

(30)

B. Canonical quantization of hydrodynamic model

In order to quantize the classical Hamiltonian Eq. (30), we
start by introducing the eigenmodes of the coupled electronic
fluid plus electromagnetic field. Assuming, we have in-plane
translational invariance, we write the vector potential and fluid
displacement variables as

1 :
A )= —= Y 0qi()e ™ Ags(x) +cc, (D)
N
1 :
v(x, 1) = NG D agat)e " vy, + e, (32)
q,A

where § is the area of the graphene layer, g 3 () = aq, s e want
are mode amplitudes, with wg; the mode frequency, and
Ag,5.(z) and vy ; are mode functions, which, following from
Egs. (20) and (27), obey the equations

1 .
|:a)(21,,\60€d(z) - M_Dq X Dy X} Aq.:.(2) = —iwq 1 8(2)engvg 1,

0

(33)

mnyg [0)3_;\ - Bq® q] Vg,x = iwg,renpAq,.(0), (34)

where we defined the differential operator Dq = iq + 20,.
From Eq. (34), we can write

1 — hyd
Uq,}» = %Ggy (qs wq,)») : Aq,k(o)s (35)

where 6gh yd (q, w) is the conductivity within the hydrodynamic
model, which we separate into transverse and longitudinal
components as

_ - q®q q®q
aghyd(q,m:a;?’(q,w)(l— p )+a;y;’<q,w) e

(36)
respectively given by
(g, 0) = D, 37)
1)
hyd _ iw
Oyl (q, ) = Da)z——ﬁzqz’ (38)

where we identify D = e’ng/m as the Drude weight, which
for graphene is given by D = ¢?Ep/(rh?) [50]. Notice that,
if we take B = 0, the conductivity becomes momentum inde-
pendent (and therefore local in real space), and we recover the
Drude model [51]. Inserting Eq. (35) into Eq. (33), we obtain

2
w.
D % Dq % Aqi(@) = — 57802 0)A: @), (39)

with the dielectric function, including screening by graphene
electrons, being given by

&(q.2.0) = &() + —6M(q )3(),  (40)
€

in agreement with Eq. (7).

Inserting the expansions (31) and (32) into Eq. (30), and
using the orthogonality properties of the mode functions
[Aq,1(2), vg,1] (see Appendix A) it is possible to write the
Hamiltonian for the hydrodynamic model as

1
H = 2 Z zwé,keoquka;,xaq,,\ +c.c., 41)
qA

with the mode normalization constant, Ng , given by

nom
Nq.k = /dZA:;,)\(Z) <€q(2) - Aq.A(Z) + g_v:;,)\ s Ug,n
0

ieng

2€0wq. 1 [AZ,A(O) S Vg — v(*“ 'Aq,,\(O)]_ 2)
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Promoting the mode amplitudes to quantum-mechanical oper-

ators as
L) — G (t) (43)
o —a s
r 26()6()(1,)\1\%")L LR
(S B A—— (44)
o —a s
@ 26()a)q_)th,)\ A

where &; , (@q,,.) are plasmon-polariton creation (annihilation)
operators, satisfying the usual equal-time commutation rela-
tions Eq. (11), the quantum Hamiltonian for the hydrody-
namic model is given by

A 1 s s
H=> > hogalal aq + aga) . (45)
qi
We will now see that Eq. (42) can be recast in the same

form as Eq. (16). In order to do so, we use Eq. (35) which
allows us to write Eq. (42) as

Ni = [ 4,0 Ags@)

eng  Bg q®q ® q

@ — Py Aq1(0)-

eom (w?

- Aq,(0). (46)

It is easy to see that the above equation can also be written as

Ng,. = /dzAZ,x(z% <€r(q,z, w;.)

w), 0 _
+ > 86Uer(q,z, w)

) “Aga(),  (47)

with €,(q,z, w) given by Eq. (40). The above equa-
tion is equivalent to Eq. (16), if we identify Ag,(r) =
eiq"‘Aq, 7(2)/+/S. In terms of the conductivity of graphene, the
plasmon mode normalization constant can be written as

* i *
Nq,sp = /dZ Gd(Z)Aq’Sp(Z) . Aq’sp(Z) + mAq,sp(O)

0
[0 g @)],_, - Aqsp(0). (48)
ow
Notice that this expression for the mode normalization con-
stant differs from the one in Refs. [17,52].

IV. DISPERSION RELATIONS AND MODE FUNCTIONS
OF GRAPHENE PLASMON IN TWO DIFFERENT
STRUCTURES

We now wish to determine the dispersion relation and
mode functions of graphene plasmons in two different struc-
tures (see Fig. 1): a single graphene layer and a graphene
sheet in the vicinity of a perfect metal. As in the previous
section, we make use of the in-plane translational invariance
of the structures being considered. Therefore, the nonlinear
eigenvalue problem for the mode functions, Eq. (7), can be
written as

2

1)
Dy x Dy X Ag;.(2) = Cq—z’kgr(q, 2, ) A (2), (49)

Single Layer » Double Layer Graphene+Metal
z z

€2 €2
0 0 99 o L52 9

9 £

1 g -dgar <1 9g -d !
. Metal
€3 £ = —59

FIG. 1. Schematic representation of the three systems considered
in this paper: a single graphene layer (left), a graphene double layer
(center), and a graphene sheet near a perfect metal. The quantities €,
refer to the dielectric permittivity of the medium n and o, refers to
the optical conductivity of graphene.

where €,(q, z, w) is the dielectric function including graphene,
Eq. (40),

gﬁ(q’ )

é(q,z, wx>—ed(z>+z 8z—z),  (50)

where €;(z) is the dielectric constant of the medium, which we
assume to be isotropic and a piecewise homogeneous function
of z, and £ labels the graphene layers which are located at
the planes z = z;, with conductivity G,¢(q, w). The presence
of the § functions in Eq. (50) implies boundary conditions at
each interface located at z = z;:

2 X [Eq;(z)) — Eq(z,)] =0, (D

2 x [Bg(z)) = Bqi(z))] = podsq.1(ze), (52)

where Eq 5 (2) = iwg,¢Aq1(2) and By, (z) = Dq X Aq(z) are
the electric and magnetic fields corresponding to mode
Ay (), and Js g2 (z¢) = Gee(q, ®) - Eq 5 (z¢) is the surface
current in the graphene layer £. In addition to the boundary
conditions (51) and (52), to determine the plasmon modes one
must impose that the fields decay for z — Fo00. Having deter-
mined the plasmon mode function, Aq (z), and dispersion,
wq,sp» the mode normalization constant can be obtained from
Egs. (47) and (50) as

Ny.sp =/dzed(z)Aq (@) A gp(z)+

x ZA* w (@)

Oa)q A

[a)ogg (q, w)] Aq,sp(ZE)-

(53)

We will now analyze the different structures in detail.

A. Single layer graphene

We first discuss the simplest case of a single graphene
sheet (see left panel of Fig. 1). The problem of finding the
spectrum of the surface plasmons in a graphene sheet was first
considered in [53] and a detailed derivation can be found in
Refs. [54,55]. We assume that the single layer of graphene
is located at z = 0, with a encapsulating dielectric medium
n =2 for z > 0 and a medium n = 1 for z < 0, such that

€s(2) = {62, 7> 0,

€, 2z<0. 54)

In order to determine the plasmon mode, we look for p-
polarized solutions of the electric field (the electric field lies
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in the plane of incidence) in the form of evanescent waves for
z — Z£oo. In each piecewise homogeneous region we have
that Dy - Eg5.(z) = 0. The mode function must then take the
form

A A;u;qe_’%z, 7> 0, s
)= '
q,sp( ) Al_ul_,qeklqu’ 7 < 0’ ( )
where
2
w
Knq = f——ﬁg, (56)
n

with ¢, = ¢/./€, the speed of light in medium n, and we
introduced the vectors

T

. q " Kng

Imposing the boundary conditions (51) and (52), we obtain the
following implicit relation for the surface plasmon dispersion:

7. (57)

iag(q» a)q.sp) _

€0Wq,sp

€] €2
R + R
Ki,q K2q

0. (58)

In general, Eq. (58) has no analytical solution, except in
the simple case where €, = €, = ¢, whose solution reduces
to solving a quadratic equation. In this case, and including
the effect of the degeneracy pressure, the surface plasmon-
polariton dispersion relation becomes

1 D 2 4B
2
e — 4 2 —_
Pasp T 3 2€pe 7+ <2€002> c?

Loy + B¢ (59)
2\ 26, /ec T
In the electrostatic limit, ¢ — oo, the dispersion relation can
also be obtained in the case when €, # €; [43]:

Dy = ———q + B4 (60)
TP (e +€)
Thus, for the same frequency, the inclusion of the degeneracy
pressure increases the surface plasmon-polariton wavelength,
reducing g, «, q and, consequently, reducing the confinement
in the out-of-plane direction, making the plasmon polariton
more susceptible to the external dielectric profile.
The corresponding mode function can be written as

uS e f2ad 7> 0,

Aq,sp(Z) = 2a 61)

uiqeklvﬂz, z7<0,

and the mode normalization constant is obtained according to
Eq. (53) as
€2 (2 2 €1 (2 2
Nysp = 55 (k3q +4°) + (kiq +a°)
2,

3
2K q 2/(1’q

D /32 q2

€ (0? — B2¢*)*
where the last term is due to the dispersion in the graphene
layer. We point out that, within the hydrodynamic model used

for conductivity of graphene, this contribution is only nonzero
if nonlocal effects are also included, that is, if 8 # 0.

(62)

B. Graphene-metal structure

We now move to the more complex case of a graphene
sheet near a perfect metal (see right panel of Fig. 1). We
assume that the metal interface is located at z = —d and the
graphene layer is located at z = 0. The dielectric constant is
given by

(63)

_Je, z>0,
ed(z)—{ﬂ’ 0>z>—d.

Noticing that the plasmon field should decay for z — oo, the
mode function should have the form

AJuyf e, 7> 0,
Aq,Sp(Z) = {AT“qu/’_K“‘z +A;uiqekl.qz, 0>z> —d.
(64)
Notice that the presence of a perfect metal at z = —d implies

that the tangential component of the electric field should
vanish. Imposing the previous condition and the boundary
conditions (51) and (52) at z = 0, we obtain a homogeneous
system of equations

1 -1 -1 AF
&.4q —— — A7 | =0, (65)
0 el(]_qd e_Kl"ld A;

€ + gL
where & ¢ = é +is.

screened plasmons is obtained by looking for the zero of
the determinant of the previous matrix, which leads to the
condition for the dispersion relation

The dispersion relation of the

L Coth(ier qd) + —= +i-25 =0, (66)
Kl,q quq wWE(

The boundary conditions imply that the mode function is
given by

Sinh(Kqu)que—’(z.qq 20
Agsp(@) = ig sinh[ky (z + d)]
+%i coshlk gz +d)], 0>z> —d.

(67)

The mode normalization constant can be determined from
Eq. (53), and we obtain

€ .
Ng,sp = E smhz(Kl_qd)(K%q + qz)
.q

€] 1 . 2 2 (,()2
+ 2K]3 ESIHh(ZKI,qd)(Kl,q'Fq ) +dK1’qelc_2
»q
. D ﬁ2q2
2
+ sinh (Kl,qd)g—(wz eIl (68)

where, as in Eq. (62), the last term is due to the dispersion of
graphene.

We note that the dispersion relation for the screened plas-
mons, Eq. (66), is the same one that would be obtained for
the acoustic plasmons in a symmetric graphene double layer
structure (center panel of Fig. 1). In this structure, we have two
graphene layers located at z = 0 and z = —d,q). The dielectric
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constant of the encapsulating medium is given by

€7, 7> O,
€)= 1€, 0>z>—dy, (69)
€3, —lgdl > Z.

Since the plasmonic modes should decay for z — o0, the
plasmon mode function must have the form

+ot -
Afuy e,

+o+
Agp(2)= Aj uy e

z>0,

Tt Avuy et 0> 2> —dg,

A;ll;qe'q'qz, —dga1 > 2.
(70)
Imposing the boundary conditions (51) and (52) at z = 0 and
7 = —dgyq, we obtain the following homogeneous system of
equations:
1 -1 -1 0 +
£ _a o 0 a2
2,q Kiq Kiq Al -0
0 £X1adza e ¥1.adwa —e 394z Al* -
0 €1 oK1,qdga — £ p—F1dga & qe_Klngdl A3_

Ki.q Kiq

(71)

where & 4 = e—’q + laf:z)’ and &4 = 63 + z”*bf"L The dis-
persion relation is obtained by finding the Zeros of the deter-
minant of the previous matrix. Since the system is composed
of two graphene sheets the double layer structure has two
dispersion branches, a low energy one—the acoustic mode—
and a high energy one—the optical mode. In the optical mode,
the charge oscillations in the two graphene sheets are in phase,
whereas, in the acoustic mode, the charge oscillations are
out of phase. In the particular case of a symmetric structure,
with €, = €3 and equal conductivities for the top and bottom
graphene layers, Ogop,. = Ogbot,L = 0,1, the determinant fac-
torizes, yielding two independent expressions:

d
Sann (U9) 4+ 2 4% 0
K1 2 K2 WE(
for the optical mode and
d
€ o (Iq gdl) S T (73)
K1 2 K2 WE(

for the acoustic one. Notice that Eq. (73) for the acoustic mode
dispersion coincides with Eq. (66) for the screened plasmon,
provided dyq = 2d. This fact can be understood in terms of
image charges as illustrated in Fig. 2.

An alternative way to obtain the plasmon dispersion re-
lation is to look for poles (or resonances in the presence of
losses) in the so-called loss function [55], which is defined as

L(q, ) = —Im[ry(q, ®)], (74)

where 7,(q, w) is the reflection coefficient of the structure in
consideration for the p polarization, and q and w are, respec-
tively, the in-plane wave vector and frequency of the impin-
gent radiation (see Appendix B). For a symmetric graphene
double layer (e; = €3 and Ogop,1 = Oghor,z), this coefficient
has poles at the solutions of Egs. (72) and (73), as can be seen
comparing those equations with Eq. (BS). The loss function
for the double layer graphene is depicted in the top panel of

ZA ZA
ey ~do e, Ady

++++++% ++++++%

81 'd:dgdz/2
S _ag} dyar | Metal }dgdl
Image
€3 Charge

FIG. 2. Comparison of the double layer graphene system and the
graphene-metal case. Due to the image charges in the graphene-metal
structure, the spectrum of a symmetric (e = €3 and Ogep 1 = Ogbor,)
double layer graphene is equivalent to that of the graphene-metal
system if we take into account that graphene is at a distance d =
dga1/2 from the metal, where d,q is the interlayer distance in the
double layer case.

Fig. 3, as function of w and of the dimensionless parameter
s = gc/w, which defines the dispersion relation of the single
graphene layer, clad by two different dielectrics of dielectric
functions €; and €, in the electrostatic limit by

40[EF
€1+ €

w(s) = s, (75)
where Ep is the Fermi energy of graphene and « is the fine
structure constant of vacuum. In the top panel of Fig. 3 two
branches are clearly seen: a high energy one—the optical
branch—and the acoustic branch at lower energies. At high
energies and high s the two branches merge and converge
to the single layer branch. The reader may wonder why the
lower branch starts at finite momentum. This happens due
to the definition of the s parameter, which involves both the
frequency and the real wave number g. This choice allows
one to clearly separate the two branches in the (w, s) plane.
In the bottom panel of Fig. 3 we depict the loss function for
the graphene-metal system. Clearly, only one branch is seen,
which coincides with the acoustic branch of the double layer
graphene upon considering d equal to half that of the double
layer system, as explained in Fig. 2.

V. APPLICATION: QUANTUM EMISSION CLOSE
TO GRAPHENE STRUCTURES

We will now apply the quantization of the plasmon modes
in graphene structures to the problem of spontaneous emission
by a quantum emitter which is located above the structure. We
model the quantum emitter as a two-level system embedded
in medium 2 at position ry = (0, 0, z9). The quantum emitter
couples to the plasmonic field via dipolar coupling: ﬂsp_d =
—d - Egy(ro), with

h .
Z Wq,sp A A SP(Z)elq-x

Eqp(r) = 250N o

Gqsp +He.,  (76)

the plasmon mode electric-field operator, and d = dgeéz,ée +

H.c., the emitter dipole operator, where er .(Cg/e) 1s the cre-
ation (annihilation) operator for the ground (g) and excited (e)
state of the two-level system and d,, = (gldle) is the dipole
matrix element.
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FIG. 3. Loss function [Eq. (74)] for the p-polarization reflection
coefficient for (top panel) a graphene double layer structure and
(bottom panel) graphene near a perfect metal. The parameters used
in the top panel are dyq = 20 nm, €3 = 1, and for the bottom panel
d = 10 nm. The remaining parameters used in both panels are
€, =39, ¢ =1, and Er = 0.2 eV. In both plots, nonlocal effects
were neglected (8 = 0) and a lossy graphene conductivity with a
broadening of 7y = 10 meV (see Appendix C) was used.

The transition rate of an emitter due to the emission
of graphene surface plasmons is given by Fermi’s golden
rule [56,57]:

2 A A
o= 7D g+ 11 Bleng o) P0(iwn — fiwgp),
q
(77)

where wy is the transition frequency, |e; ng,sp) represents the
initial state with ng s, plasmons in graphene and the emitter
in the excited state, and |g; nq,sp + 1) represents the final state
with one more graphene surface plasmon and the emitter in
the ground state. The transition matrix element for sponta-
neous plasmon emission, when there are no surface plasmons
in the initial state, is given by

A a how,
1d - Ele;0) = —i [ —2P g, . A* ) 78
(g 1] le; 0) lw/zseozvq,sp e - Ag.p(20) (78)

With this result the transition rate reads

1 2, 10g.5p * 2
T / PG e Ay )PS0 — Forg).
(719)

Using the mode function we can write
ldge - Af 5 (20)]7 = Gyldg e 220

e
x | cos® ¢ sin® ¢ + —— cos® v |, (80)

K3 g

where 1 is the angle that the dipole makes with the axis per-
pendicular to graphene (z axis) and ¢ is the azimuthal angle.
The prefactor Gq is defined as G4 = 1 for the single-layer
graphene case and as Gy = sinh? (k1,qd) for the graphene +
metal structure. Using the in-plane isotropy of the system, the
momentum integration in Eq. (79) can be trivially performed,
yielding

qo@qq,sp [ 9Pqy,sp ldge|”
P = Gao e

Nqo,sp 8[] 4h60
7
x | sin® ¥ + 2—— cos’ Y |, (81)
2,q0

where gy is the momentum of a surface plasmon, with fre-
quency wy, i.e., Wy = wq,,sp- SO far the expression for I'y, is
general. The differences arise from the particular forms of the
dispersion wyg,p, the mode normalization constant Ng s, and
the prefactor Gg.

A. Decay rate for local conductivity

We will now study the plasmon emission rate, when non-
local effects are neglected, 8 = 0 in Eq. (38).

We first focus on the case of a quantum emitter close to a
single graphene layer and the same dielectric above and below
the graphene layer, €, = €, = €. Using the analytic solution of
Eq. (58) for this case, we can write Eq. (81) as

resl — dsge 20t h 2_|_w_(2)€ e Hwi
P 4he O\ 2aErc c? | Ngosp

2 h 2 ke
) 4 0 2
X {sm w+x§0 |:w0(2 FC) + 2 ]cos W}-

(82)

In Figs. 4 and 5, we plot the ratio l"sg;l/l"o, where Iy =
dz,wy/(3meohc’) is the total decay rate of an emitter in
vacuum, for different graphene-quantum emitter distances zg
and dipole orientations. For comparison, we also display the
ratio gy /T, where gy is the total decay rate of the quantum
emitter (which includes decay due to emission of plasmons
and free radiation, and also decay due to Ohmic losses in the
conductivity of graphene, as introduced in Appendix C).

The total decay rate can be computed from the knowledge
of the reflection coefficients, which are incorporated into the
dyadic EM Green’s function [55,56,58] (see Ref. [59] for a
detailed study of the properties of an emitter near graphene
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FIG. 4. Decay rate of a quantum emitter close to a single
graphene layer as a function of emitter frequency, for different
emitter-graphene distances zo. The solid lines show the decay rate
due to plasmon emission as evaluated with Eq. (82). The dashed lines
show the total decay rate computed using Eq. (83). The parameters
used are €, =€, =1, Er =0.3 eV, and cos’>y = 1/3. For the
evaluation of the total decay rate a broadening of /iy = 4 meV was
used in the conductivity of graphene (see Appendix C). The local
form of graphene conductivity was used (8 = 0).

using dyadic Green’s functions). For a dipole in medium
n = 2, the total decay rate is given by

Ty 3 3 dk k¥
full 62(2) =14= cos? v Ref _%_rpeszzyzzo
FO ¢ 2 ki kz,2
3 dk k k2
+—sin21//Re/—— rs—i;r,,
4 ky k2 k?
X ei2k;_2z0’ (83)

where ry,, are reflection coefficients for the s/p polarization;
k, = w/c, and k, , are defined in Appendix B. The conduc-

0 e .
0.0 0.5 10 15 2.0

FIG. 5. Decay rate of a quantum emitter close to a single
graphene layer as a function of emitter frequency, for different dipole
orientations: ¥ = 0 and = /3. Solid lines show the plasmon
emission rate [Eq. (82)] and the dashed lines show the total decay
rate [Eq. (83)]. The parameters considered were zp = 70 nm, Er =
0.4 eV, and €; = ¢; = 1. In the evaluation of the total decay rate a
broadening factor of /iy = 0.1 meV was used in the conductivity of
graphene (see Appendix C). For such small Ohmic losses, the decay
rate is completely dominated by the plasmon emission. The local
form of graphene conductivity was used (8 = 0).

tivity of graphene, including Ohmic losses, is encoded in the
reflection coefficients and is given in Appendix C.

A number of details are worth mentioning. There are two
distinct behaviors of the decay rate I'y. At low frequency
the curves shoot up due to Ohmic losses, which are not
included in Eq. (82), which only takes into account emission
of well defined plasmons. At intermediate frequencies, the
curves develop a clear resonance due to the excitation of
surface plasmons in graphene. Also the maximum of the
resonances blueshifts with the decrease of the distance of the
dipole to the graphene sheet. This behavior is easily explained
remembering that the dispersion of the surface plasmons in
single layer graphene is proportional to ,/q. Since the distance
zo introduces a momentum scale g ~ 1/zp, smaller zo values
correspond to higher ¢ values and higher energies of the res-
onant maximum. Equation (82) for the plasmon emission rate
produces exactly the same resonance (same magnitude and
same maximum of the resonance position) as ['gy, indicating
that, in this region, the decay rate of the quantum emitter
is dominated by plasmon emission. This is further shown in
Fig. 5, where losses were arbitrarily reduced in the evaluation
of 'y We can also avoid the superposition of the Ohmic and
surface plasmon contributions choosing either a larger Fermi
energy or a larger distance from graphene to the metal. In
Fig. 5 the ratio I' /Ty is smaller than the ones in Fig. 4 due
to the larger distance of the dipole to the graphene sheet.

An analytic expression for the plasmon emission rate can
be also obtained for the case of graphene-metal structure as-
suming that k1 ¢,d < 1. In this limit, Eq. (66) can be approx-
imately solved, yielding fiwg s, = v/4adErhc/eq. Plugging
this result in Eq. (81), we obtain

d122 £ Sinhz(Kl,qu) (Tiwg)? e 220070

gm ~
7 dgoh  4adErhc Ngo.sp
e
x | sin® ¢ + 2— cos* ¥ |. &4
2,q0

This plasmon emission rate is shown in Fig. 6 as a function of
the emitter frequency, w, and the graphene-metal separation
d. As in the case of a single graphene layer, for each d there
is a well defined peak as function of w.

B. Decay rate with nonlocal effects

We now focus on the role that nonlocal effects in
graphene’s conductivity play in the emitter decay rate. We will
restrict ourselves to the case of a quantum emitter close to a
single layer of graphene. From the results of Sec. IV A, we ex-
pect that the inclusion of nonlocal effects will have two main
effects. On the one hand, it can be seen from Eq. (60) that,
for a fixed frequency w, inclusion of nonlocal effects (finite
B) will result in a smaller momentum g. Since the in-plane
momentum ¢ also controls the extension of the plasmon mode
function away from the graphene layer, a smaller ¢ would lead
to a more extended (deconfined) plasmon, which in principle
would couple more efficiently to a quantum emitter placed
away from the graphene layer, leading to an increase of the
quantum emitter decay rate. On the other hand, as it can also
be seen from Eq. (60), the inclusion of nonlocal effects leads
to a linearization of the surface plasmon-polariton dispersion
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FIG. 6. Density plot of the transition rate of a quantum emit-
ter due to the emission of surface plasmons in a graphene-metal
structure, as given by Eq. (84). The used parameters are zo = 30
nm, Er =0.2eV, ¢, =3.9,and ¢, = 1, ¢ = 0. Making line cuts at
constant d we can easily see the presence of a resonance in the dipole
transition rate due to the excitation of graphene screened plasmons.

relation and, consequently, to a reduction in the plasmonic
density of states, which would contribute to a reduction of the
emitter decay rate.

For a single layer of graphene when €; = ¢; =€, it is
possible to obtain an analytic expression for the decay rate due
to plasmons, including effects of nonlocality and retardation.
The dispersion relation Eq. (59) can be inverted to express the
plasmon momentum, g, as a function of its frequency, wy.
The obtained expression is given by

2
wz
VG2 +4p203 - 4840 — () et

2 _ =0
610 - 2;32 + CZ :
(85)
This result together with the fact that, from Eq. (60),
D 2
dgosp 1 2eoe gy 2640 (86)
9 T w 2421 e
q 2€p€ €2 iy

allows us to use Eq. (81) to express the decay rate of a
quantum emitter analytically. In Fig. 7, we compare the
transition rate of a quantum emitter calculated taking into
account nonlocal effects in the optical response of graphene,
B # 0 in Eq. (38), with the local case, 8 = 0. We can see
that the nonlocal effects contribute to a reduction in the
decay rate of the emitter, showing that the reduction in the
plasmonic density of states is a more important effect than
the reduction in the confinement of the graphene plasmon.
Furthermore, nonlocal effects play a more important role for
smaller emitter-graphene distances. This can be understood
if we analyze the electrostatic limit, ¢ — oo, of the decay
rate, which is also shown in Fig. 7. Within the electrostatic
approximation, it is possible to find an analytic expression
for the decay rate even if €| # €,. The obtained result can be

0.5 oa® = Local
Hydr.
0.4 Y
o
| iy
=03
@ /
S 02 8
=]
’
0.1 a nq
o
0.0 “sg
0.0 02 0.4 06 0.8 1.0 1.2 1.4
w/c[um™1] w/c[um™1]

FIG. 7. Comparison between the plasmon emission rate of a
quantum emitter close to a single layer of graphene using the
local (B = 0) and nonlocal (hydr.) (8 # 0) models for the graphene
conductivity [see Eq. (38)]. The circle and square markers show the
results obtained taking into account retardation effects for the local
and nonlocal cases, respectively. The solid and dashed lines show the
corresponding results within the electrostatic approximation, accord-
ing to Eq. (87). The used parameters are Er = 0.6eV, ¢; = ¢; = 3.9,
and ¥ = 0. Left panel: zo = 20 nm. Right panel: zo = 2 nm. The
nonlocal effects lead to a decrease in resonance in the transition rate.
This effect is more pronounced for small values of the separation zgy
between the quantum emitter and the graphene layer.

written as

2
e 1
lieg(e1 + €2) 23

€o(e1 + €2)20 2¢0(er + €2)
xg(,/ 5 w, | =D /3), (87)

where we defined the function
3
(v. ) 1 V142622 —1
8y, b) =
V142022 b*
1426292 — 1
< oxp [_z(ﬁ—yﬂ 88)

b2

1
F:lljg ~ [5 sin? v+ cos’ w:|

As can be seen in Fig. 7, the electrostatic result is nearly indis-
tinguishable from the result with retardation effects. The adi-

mensional parameter b = ./ % B determines the relative

importance of nonlocal effects, with the local case obtained
when b = 0, in which case the function g(y, b) reduces to
gy, 0) = yﬁe’zyz. Equations (87) and (88) make clear that, for
a fixed value of B, a reduction in the separation z leads to
an increase in the b parameter, and therefore to an increase
in importance of the nonlocal effects. Since, in graphene the
Drude weight D is proportional to the Fermi energy, Er,
nonlocal effects also become more relevant at smaller doping
levels.

VI. CONCLUSIONS

In this paper, we have performed the quantization of
graphene plasmons, in the absence of losses, and applied
the field quantization to the interaction of an emitter with
doped graphene. The quantization was performed using both
a macroscopic energy approach and a quantum hydrodynamic
model, which allows for the inclusion of nonlocal effects in
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the EM response of graphene. The employed quantization
approach allows for the determination of the plasmon EM
field mode functions and, importantly, their normalization,
which becomes nontrivial when dispersion is included.

When comparing the total decay rate of a quantum emitter
(as obtained using the full EM dyadic Green’s function)
with the decay rate due to plasmon quantum emission, it
was shown that plasmon emission completely dominates the
decay rate, for typical emitter-graphene separations and emit-
ter frequencies. It was shown that nonlocal effects in the
graphene response become increasingly important for smaller
graphene-emitter separations and smaller Fermi energies.

The advantage of the quantization method developed in this
work lies in its simplicity. The mode functions are obtained
from the solution of the Maxwell equations for the vector
potential, and the normalization of the mode functions can
be expressed as a simply integral, which only involves the
dielectric function of the medium. For situations when only
a few modes contribute significantly to the physics, as in
the case of quantum emission dominated by plasmons, mode
functions allow for a much simpler and physically transparent
description than the full EM dyadic Green’s function. Since
the determination of the mode functions only involves the
solution of the classical Maxwell equations, the quantization

J

of the electromagnetic field of more complex structures can
be easily achieved. We also note that the procedure gives the
quantized form of both the electric and magnetic fields.

In possession of a quantized theory for graphene plasmons,
we have set the stage for the future discussion of other
quantum effects involving these collective excitations made
simultaneously of light and matter.
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APPENDIX A: DIAGONALIZATION OF HYDRODYNAMIC HAMILTONIAN
1. Orthogonality of mode functions

We start by showing that the mode functions [Ag ;. (z), vq,2] obey certain orthogonality conditions which will be useful. We
start by writing the equations for the mode functions within the hydrodynamic model, Egs. (33) and (34), in matrix form as

iwq.5.eno8(2) } |:Aq,;\(z):| o AD

g ;€0€4(2) = 7Dy X Dgx
nom(w; , — B4 ®q)8(z) || V.

—iwg,.enpd(z)

Let us now consider another mode A, with mode function [Ag ;/(z), Vg ], solution of

iwq ened(z) } [Aqw (z)i| o a2

wéqx,eoéd(z) - HLUDq X Dgx
nom(wg ,, — 74 ® q)8(2) || Vqu

—iwg,nenpd(z)

+

Now we contract Eq. (A1) with [A; @ v, 1, Eq. (A2) with [AL, 3 (2) v; , 1, and integrate both equations over z obtaining

q,»
2 1 .
. [ €0€a(z) = --Dg x Dy x iwg 3enpd(z) Ag1(2)
f dz[A] () !0 " . a =0, (A3)
—iwq,enpd(z) nom(a)w - Bq® q)a(z) Vg,
2 = 1 .
. w ,A,eoed(z) — —Dg x DgX iwg,nenpd(z) Ay (2)
/ dz[A], () vi,1| * o ) ) a —0. (Ad)
—iwg,enpd(z) nom(quk, - BqQR q)é(z) Vg, v
Taking the conjugate transpose of Eq. (A4), we obtain
2 1 .
w ,X,eoed(z) — —Dgq x Dgx iwq, . enpd(z) Agi(2)
f dz[A] ;) v, o . “ <o, (AS5)
—iwg ;renpd(z) nom(w; ,, — 74 ® q)5(x) || Vg

Subtracting this last equation from Eq. (A3), we obtain

/a’z[A+ @) v} ][(wé’k ~ear) 9
Q.2 Q.2

(A6)
—i(wq,3 — g, )enpd(z)

i(wqs — wq,»)enorS(z)] |:Aq,k(z):| _o

nom(a)(zm — a)éyk,)(S(z) Vg,
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If g, # wq,1» we can divide by wgq y — wg ', obtaining one of the orthogonality conditions:
W, + ©g,x)€0€a(2) ieny8(z) Ag.(2)
/ dz[A] () v} )] ( o ) a =0. (A7)
—ienpd(z) nom(a)q,A + wqw)é(z) Vg,

We can obtain an additional orthogonality relation. If, in Eq. (A3), we replace ¢ — —q and A — 1/, using the fact that
gq,) = W_q,1., and take its conjugate complex, we obtain

[@g,k,eozd(z) — LDy x Dgx —ziwq,xer;oa(z) ][A’i gw(z)} o A8)
iwq 5enpd(z) nom(a)q’k, - Bq®q)s@) || Vi
We now contract this equation with [A(TL ,(2) v; , ], integrate over z, and take its conjugate transpose, obtaining
@2 ,,€0€4(2) — LDy x Dgx —iwq 3renyd(z) Ay (2)
dz[A" 5 () v, ]l e o4 ¢ e () A9
/ Z[ —q,\ ( ) —q, A ] [zwq,yenoS(z) nOm(wé,)Lr _ ,82q ® q)S(Z) Vg1 ( )
Contracting Eq. (A1) with [A" q (@) v g1 and integrating over z we obtain
@2 €0€4(2) — L Dgq X Dy x iwg yengd(z) Ag 1 (2)
dz[A" () v ]| 4t o4 7 N S 1) Al0
/ Z[ q.x (2) q.x ] |:—la)q’)\en08(z) nom(a)é,}\ — ,32(] ® q)S(Z) Vg, ( )
Subtracting Eq. (A9) from (A10), we obtain
2 2 = .
— Wy + wq,1)enod(z) | [ Ag,.(2)
STA! o (w.q,k wg ) €0€a(2) i(wq,. + wq, @] _ g Al
/ Z[ —q,A(Z) —q,/\] I:—z(a)q’)\ + wq 1 )enyd(z) nom(a)(zM — a)(zm,)S(z) Vg, ( )
For wq 5 + wq,»» # 0, we obtain a second orthogonality condition:
- 1)€0E ] Aq (@)
Al : (Ct{q,x wq, )€0€a(2) ienpd(z) q.x —o. Al2
/ dZ[ —q,A(Z) U_q,)L] [—lei’l()(S(Z) nOm(a)q,A _ wq,k’)a(Z) vq,k 0 ( )

2. Hamiltonian in terms of mode amplitudes

We now insert the expansion of the fields in terms of mode functions, Egs. (31) and (32), into the classical Hamiltonian (30).
Using Eqgs. (28) and (29), we can write

1 -
H = 3 Z [hx,x’(Q)a:,y(f)Olq,)\(T) + v (Qo—gx (I)O!q,x(l)] +c.c., (A13)
QAN
where
, ¢ 1Dy x D 0 Agi(2)
. — Al ) T ) Wy, wq,AEOGd(Z) + 1y Dq q q.:
1 (q) /dz[ a (@) Vg1 x [O 5(2)(nomwa s wqs + nomp?q® Q) || Vau
(A14)
- — , g ~1D, x D 0 A (@)
. — (dfAT r Wq, wq,xéoéd(z) + 1y Dq q q.A )
AA (Q) f Z[ —q,\ (Z) ‘U_q,)L ] |:O S(Z)(_nOqu,A’wq,A + nomﬁZq ® q) Uq,x
(A15)
Using the mode-function equation (A1), we can write
) — ¥ i | (@qu + ©q.3)€0€4(2) iengd(z) Ag1(2)
B (@) = g5 [ d2lAg ;. (2) Uq,w][_ienom) S@mom@q + o) || var | (A10)
PN : : (g, — wq,1)€0€4(2) ienyd(z) Ay (2)
P () = wqx / de[A%q 1@ vq’*'][—ienocs(z) 8(@nom(wq ;. — @) ]| Vi | (A17)

Using the orthogonality condition (A12) we conclude that iz)\, »(q) = 0. The orthogonality condition (A7) implies that 4, ; (q) =
0, except when A = 1’ (assuming there are no degeneracies in wy ;). Therefore, we see that the classical Hamiltonian can be
written as in Eq. (41), with the mode normalization constant being given by

1 202 €084 (2) iwqenod(2) [ Aq ()
— Al . “q.% q, q.A
Ng,». 260(1)(21 - / dz[ q.x (2) Vg ] I:_lwq,A€”05(Z) ng’k(S(z)nom v | (A18)

which can be written as Eq. (42).
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APPENDIX B: REFLECTION COEFFICIENTS OF
GRAPHENE STRUCTURES

In this Appendix we provide the reflection coefficients used
in the evaluation of the loss function, Eq. (74), and in the
evaluation of the full decay rate of a quantum emitter, Eq. (83).

1. Reflection coefficients for a single graphene layer

The Fresnel problem for a single graphene sheet has been
considered in Ref. [55]. Therefore, we provide here the final
results only and for simplicity we assume we are dealing
with nonmagnetic media. For an incoming wave from region
2, and for the s polarization, the reflection and transmission
coefficient read

_ kz,2 - kz,l - MOwa,T

ry = ) (B1)
k.2 + k.1 + powoy
2k
t, = z,2 7 (B2)
koo + ko + MowOg T
whereas for the p polarization we have
ky 1 — €1k, 0 — k; 1k,
- ek —etko — ko «.,20g,L/(weo)’ (B3)
€2k, 1 + €1ky 2 + ko 1k 20,1/ (wep)
€ 2k
=]t 221 . (B4
€2 62kz,] + €1k, » + kz$1kz,20g$L/(wE())

In these equations, we have k;, = \/€,0?/c? — ¢*> = ix,, and
0,17 1s the optical longitudinal (L) and transverse (T) con-
ductivity of graphene, € and (o are the vacuum permittivity
and permeability, respectively, ¢ is the wave number along the

graphene sheet, and w is the frequency of the electromagnetic
radiation.

2. Graphene-metal reflectance coefficient
The reflection coefficient for the p polarization for this
structure is given by
2kz,1k% sin(kzyld)

rp=1— - 3 - 5 ,
sz,l sm(kzyld)(kz,zuowagl + k2) =+ lkzyzkl COS(kZ,ld)

(BS)

where k,% = €,w?* /c2, d is the graphene-metal distance, and

k2 = k> — g°, where g is the wave number along the graphene

sheet. For the s polarization we have

1+ 2k o sin(k;,1d)

Sin(kzgld)(kzyz + ,lL()a)Ug’T) + l'kZ,] COS(kZJd).

(B6)

ry = —

APPENDIX C: GRAPHENE DRUDE CONDUCTIVITY

In order to take into account the effects of Ohmic losses,
the conductivity of graphene is modified by adding a relax-
ation rate or broadening factor, y, to Egs. (37) and (38), such
that the conductivities now read

o5 (q ) =D (1)

o+iy’

iw
o? +iwy — B2q*’
where D is the Drude weight. The local form of the conduc-
tivity is obtained by taking B = 0. This lossy form of the
conductivity is used in Egs. (74) and (83).

0,1 (@.®)=D
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