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Accurate retrieval of ionization times by means of the phase-of-the-phase spectroscopy, and its limits
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By applying recently introduced, phase-of-the-phase spectroscopy [S. Skruszewicz et al., Phys. Rev. Lett. 115,
043001 (2015)], we analyze the phase-dependent photoelectron signal from Xe ionized in intense, parallel, two-
color (1800 nm and 900 nm) laser fields. With such a field configuration, tuning of the relative phase between the
ionizing, w, and the perturbative, 2w, field results in a modulation of the ionization rate, as well as modifications
of the trajectories of electrons propagating in the laser-dressed continuum. Based on a semiclassical model, we
confirm that phase dependencies, due to the perturbation of the ionization rate, encode the ionization times of the
electrons. Here, using the fork structure, a well-known feature originating from well-defined dynamics allows
us to distinguish between electrons ionized within distinct time windows. However, due to the simultaneous
perturbation of the electron trajectories, the assignment of the ionization times can be distorted by up to 80 as,
i.e., a 10° phase shift, which is independent of the degree of the perturbation.
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I. INTRODUCTION

Sculpting the electric field of ultrashort laser pulses is
a powerful tool to probe and control electron dynamics on
their natural attosecond time scale. Introducing a controllable
perturbation can selectively enhance a particular ionization
channel and provides additional information on the under-
lying physical mechanisms. Specifically, this information is
encoded in the phase-dependent yield of dissociation products
[1,2], electrons [3-5], and high harmonic radiation [6-8]. To
date, various schemes to shape the laser waveform have been
demonstrated including controlling the carrier-envelope phase
(CEP) [9] in few-cycle pulses, shaping of the polarization
[10-12], or varying the pump-probe delay between two laser
fields of different frequencies [13].

In recent years, experiments with two-color waveforms
(w, 2w), generated by the coherent overlap of a strong fun-
damental field driving the dynamics with its weak second
harmonic acting as a perturbation, have received considerable
attention [4,14-16]. Analyzing the dependence of photoelec-
tron momentum distribution (PMD) spectra as a function of
the relative phase difference, ¢, between the w and 2w
fields reveals unique fingerprints, which encode the dynamic
response of the system. This method has been termed “phase-
of-the-phase” spectroscopy [17] and allows one to capture
these changes in just two parameters: (i) the relative phase
contrast (RPC), which gives information about the strength
of the photoelectron yield modulation, and (ii) the phase-
of-the-phase (PP), which links the phase of the periodic
photoelectron signal modulation to ¢ [17-19].
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The most important spectral features like the holographic
sidelobes [20,21], the high-energy plateau [22,23], and the
off-axis three-pronged fork structure [24] originate from scat-
tering due to the laser-field assisted revisiting of the electron
wave packets to the parent ion. Examples of these features
can be seen in Fig. 1(a). The holographic sidelobes are
visible as vertical stripes (label 1) and originate from the
interference between the plain and the scattered spherical
electron wave packets; the high-energy plateau (label 2) is
created by backscattering of the revisiting electrons and the
fork structure (label 3) results from scattering at different
subsequent returns.

The strongly nonlinear dependence of the tunneling ion-
ization process on the electric-field amplitude can be used to
selectively enhance the electron trajectories with respect to
their ionization time within the laser cycle, i.e., with subcycle
resolution, by the perturbative 2w field. This generates distinct
phase dependencies in the electron spectrum, which can be
traced back to the ionization times using phase-of-the-phase
spectroscopy. This technique has been utilized to identify the
electron trajectories ionized during consecutive half-cycles of
the laser pulse [17,25-27]. Further, attosecond time resolution
has been demonstrated by retrieving the ionization time delays
from the Freeman resonances [28] and between electron tra-
jectories forming holographic sidelobes [29].

However, the precise determination of the ionization time
is significantly reduced due to the intrinsic effects the pertur-
bation has on the propagation of the electronic wave packet
in the laser-dressed continuum. Namely, modulations of vec-
tor potential and scattering times by the 2w field introduce
an additional weak functional dependence, which modulates
the resulting photoelectron momentum spectrum. Quantitative
discussion of this effect has remained elusive up to now.

In this paper, we report on a limit set on the precision of
the retrieval of the ionization times in a phase-of-the-phase
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FIG. 1. Experimental results for laser-induced ionization of Xe atoms with intense w, 2w laser pulses (1800 nm, 900 nm) at intensities
of I, =4 x 10" W/cm? and L, = 4 x 10'' W/cm?. (a) Photoelectron momentum distribution (PMD) resulting from the accumulation of
phase-dependent measurements recorded for ¢, € [0, 277]. The polarization axis is labeled with an arrow. The inset shows an enlarged section
of the PMD (dashed rectangle) with enhanced contrast, focusing on the fork feature (see arrows). The relative phase contrast [RPC (b)] and the
phase-of-the-phase spectra [PP (c)]. The RPC and PP spectra are extracted from the Fourier transformation of the ¢, dependent photoelectron

spectrum. See text for further details.

measurement due to perturbations of electron trajectories by
the weak 2w component. This is of broad ranging significance
as retrieving time information from phase-dependent spectra
has become a standard technique to reveal the underlying
laser-driven electron dynamics. To facilitate this study and de-
termine the precision of the ionization time retrieved from the
phase-of-the-phase, one needs to use a region of the electron
spectrum where a single process with well-defined ionization
times dominates. This is not the case for the majority of
the momentum-dependent electron spectrum, e.g., the plateau
region where signals from multiple returns strongly overlap or
processes with a broad range of ionization times contribute to
narrow ranges of final momenta.

However, at 1800 nm wavelength, the photoelectron mo-
mentum distribution exhibit the so-called fork structure [24]
with prongs corresponding to distinct rescattering processes
and ionization times. Specifically, rescattering upon the elec-
tron’s subsequent encounters with the parent ion lead to differ-
ent prongs. Thus the phase dependencies, which are encoded
by both the photoelectron yield and the laser-driven trajecto-
ries, can unambiguously be disentangled for the momentum
intervals corresponding to these prongs. This allows us to
determine that for weak 2w perturbations the ratio of both
contributing effects becomes independent of the degree of the
perturbation. In other words, the modification of the ionization
rate and the modification of the electron trajectories by the 2w
field are independent of the strength of the 2w field. This can
mislead assignment of the ionization times by up to 80 as.

II. EXPERIMENTAL SETUP

In the experiment, two-color laser waveforms with paral-
lel polarizations (w, 2w) and adjustable relative phase, ¢,
are generated in a collinear scheme [8]. Briefly, an optical

parametric amplification system (OPA, HE-TOPAS) is
pumped by 40 fs pulses with pulse energies of up to 10 mJ
from a Ti:sapphire laser system (1 kHz, 798 nm). The idler
output tuned at 1800 nm (zr ~ 50 fs, £ = 10.5 mJ) is fre-
quency doubled in a 250 um BBO crystal (type I). A 92-um-
thick quartz wave plate acting as half-wave plate for 1800 nm
(w) and as full-wave plate for 900 nm (2w) aligns the polariza-
tion of both fields in the same direction. We note that, at the
given wavelength, the group-velocity mismatch is negligible
(<4 fs) and its compensation by a birefringent crystal is not
required.

The relative phase, ¢, of the @, 2w waveform is precisely
controlled by a pair of motorized fused silica wedges in a
range of ¢ € [0, 27]. Their position is randomized during
the experiment to account for laser intensity drifts and the data
is subsequently sorted to retrieve the phase dependence. We
remove any orthogonal polarization component by a broad-
band polarizer (CODIXX, ~10° contrast). The laser pulses
are focused by a silver mirror (f = 125 mm) onto the atomic
Xe beam generated by a pulsed valve operating at 1 kHz (Am-
sterdam Valve). The 3D photoelectron momentum distribution
is projected onto a position sensitive detector (Chevron mul-
tichannel plate with P43 phosphorous screen) by a thick-lens
velocity map imaging spectrometer (VMI) [26,30]. Gating of
the multichannel plates is realized by using 150 ns pulses
generated by a high voltage switch (Behlke GHTS60) in order
to suppress spurious signals from secondary electrons and
statistical noise.

III. RESULTS

The photoelectron momentum distribution resulting from
the accumulation of individual phase-dependent measure-
ments for ¢ € [0, 2] is shown in Fig. 1(a). Beside the
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spectral features described in the introduction, i.e., holo-
graphic sidelobes (label 1), high-energy plateau (2), and the
fork structure (3), the cutoff energies 10U, and 2U, [pon-
deromotive energy U, = I/(4»?)] of scattered and unscat-
tered electron are indicated. The 2w field introduces pertur-
bations to the strong-field ionization process and generates
pronounced modulations on the photoelectron yields varying
predominantly with the 2w field periodicity. In order to quan-
tify these changes, we Fourier analyze the photoelectron yield
with respect to ¢ for each final momentum p = (py, p;). By
considering only the first-order term,

Y(pv (pre]) = RPC(P) : COS[(pre] + PP(p)] +c, (1)

the relative-phase contrast, RPC(p), and phase-of-the-phase,
PP(p), spectra are extracted; see Figs. 1(b) and 1(c), respec-
tively.

Broadly speaking, the PP spectrum, see Fig. 1(c), essen-
tially consists of four regions. Regions labeled (1) and (5)
with PP ~ 0 (red to green in figure) and regions labeled
(2) and (4) with PP ~ +m (blue to black in figure). This &
shift corresponds to the emission during two consecutive laser
half-cycles [17]. In order to identify the aforementioned fork
structure, which is chosen for its well-defined ionization times
that allow for determination of the trajectory perturbation
effects, we use the PMD and PP spectra, where the fork
pattern is visible; see Figs. 1(a) and 1(c), region 3.

IV. MODELING

To trace the dynamics backwards from the momentum-
dependent electron spectrum to the corresponding ionization
time, the evolution of the system in the w, 2w field is modeled
analytically in terms of the semiclassical model (SCM) as
comprehensively discussed in [26]. This allows one to divide
the interaction of an atomic system with a strong laser field
into two steps: (i) tunneling and (ii) propagation of classical
trajectories in the laser-dressed continuum. The two-color
vector potential described in dipole approximation,

A(t, grel) = Age [sin(wt;) + 0.56 x sinRwt + @],  (2)

enables the investigation of the impact of the perturbative
2w field on the phase-dependent electron yield. Here, ¢y is
the relative phase, e, is a unit vector defining the polariza-
tion direction, and & = E,,/E, defines the ratio between the
electric-field amplitude of the @ and 2w components. To en-
sure that the dynamics are independent of the field’s envelope
and depend only on ¢, flat-top laser pulses are used.

The instantaneous tunneling rate is modeled by the ADK
rate [31]: Wi(#;) ~ exp {—2/[3|E(#;)|]}. The ionization time,
t;, determines the initial conditions for classical equation
of motion of the electron in the electric field of the
laser pulse, E(¢) = —%A(z‘). Revisiting the parent ion, the
electronic wave packet rescatters at time, #,, with momentum,
Pret = A(#,) — A(#;). The weight of each classical trajectory is
proportional to Wi = Wi(#;)W,(Pre)Wpes(Pret)- Here, W, is
the scattering probability and Wpcs is the elastic differential
scattering cross section (DCS) which takes the angular pho-
toelectron distribution into account. Wpcs is calculated nu-
merically in the single-active-electron approximation for the
xenon model potential described in [32,33]. W, is calculated

by finding the intersection of the returning wave packet with
the total cross section, o, derived from Wpcg [26].

Here we consider three cases: (€io,) Only the perturbations
of the tunneling probability are taken into account, (&y;) only
the perturbation of the propagation of classical trajectories due
to the 2w field are taken into account, and (&) both effects are
taken into account. The assumptions €;o, and € generate two
distinct functional phase dependencies in the form of Eq. (1),
with phases PP, and PPy, respectively. In case €, the
phase-dependent tunneling probability modulates the electron
yield generated at the ionization time, ¢;. As mentioned before,
the tunneling rate exponentially depends on the absolute elec-
tric field at time of ionization, ¢;. Thus, for weak perturbations,
it depends on the relative phase as £ cos(2wt; + ¢r1) + ¢ and
maximizes when ¢* = —2wt; or pi* = 7 — 2wt;. The two
cases correspond to ionization times within odd or even half-
cycles of the w field. According to the relation PPy, = —@i~,
the information on the ionization time is encoded in the PP,
value by

PPy, =2wt; or PPy, =20t — . 3)

It is essential to note that for each final momentum,
(px;» Pz ) the signals from multiple classical trajectories over-
lap. Thus PPy (ps;, pz;) encodes the average ionization time
of all contributing trajectories weighted by Wigta.

In addition, the ¢ -dependent vector potential [Eq. (2)]
modulates the return time, #,, of the electron’s trajectory and,
therefore, also both the return momentum p(¢,) and the
vector potential A(#,). The resulting yield modulations in the
electron spectrum are periodic with respect to the 2w field
and generate an additional functional dependency with phase
PPg;. The corresponding phase, PPy;, turns out to be a rather
complex function of the ionization and rescattering times,
which prevents a straightforward interpretation. Nevertheless,
the effective electron yield modulations, resulting from both
of the aforementioned ¢ dependencies, can be expressed
as a sum of two cos-like functions with phases PP, and
PPyi. Their weights stem from their amplitudes encoded in
RPC. Applying the harmonic addition theorem results in a
new phase dependence, PP, encoding information on the
ionization time, PP,,,, convoluted with the trajectory pertur-
bation, PPy;. Due to the exponential scaling of the tunneling
probability with |E(#;)|, we expect the corresponding PP,
term to dominate the total phase, PPy, for large £. However,
PPy also contributes and may be significant for small &.

In order to quantify the significance of PP, we compare
the aforementioned scenarios, i.e., €on, €yj, and €. Namely,
we compare PP dependencies generated by each model in
the fork structure, where the ionization times are well con-
fined. The PP signals are extracted by Fourier transformation
of the phase dependent SCM spectra calculated for ¢ €
[0, 27r]. To match the measurement conditions, we calculate
the Abel projections of the 3D SCM spectra onto the p,-p,
plane.

V. DISCUSSION

The experimental PP spectrum and the results of
the numerical calculations for model €, (which includes
the perturbation effect on the tunneling probability and on the
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FIG. 2. Comparison of the measured and simulated PP spectra. (a) The experimental spectrum, identical to Fig. 1(c). (b)—(d) The SCM-PP
spectra are obtained from numerical calculations for each individual return. Signals from later returns can be extracted from the fork structure;
see dashed lines (red: first; blue: second; green: third return). The angle 8 (see left panel) parametrizes the angular coordinate.

trajectories for each return) are shown in Fig. 2. Essentially,
the trajectories rescattering at the first return, Fig. 2(b), repro-
duce the majority of the PP dependencies in the experimental
spectrum. This is due to the electron wave packet dispersion,
which significantly reduces the rescattering probability for
higher-order returns [34]. The angular distributions intro-
duced by Wpey lead to the appearance of horizontal stripes
[e.g., in the green area of Figs. 2(b) and 2(d)], which weakly
modulate the PP signal.

We enclose the regions of enhanced rescattering signals in
the fork structure by the arcs of the rings centered at 2U),
where U, is the ponderomotive energy. The electrons in this
area originate from a specific return. Further, the electrons
at different angles along this arc have different scattering
angles, ionization times, ionization probabilities, and trajec-
tories. Therefore, to allow for a more in depth analysis of
the perturbations, it is convenient to introduce an angle, B,
to parametrize the angular coordinate. Namely, in order to
extract the PP signals we integrate the electron spectra along
the radial coordinate over 5° bins for 8 € [40°, 80°] and
Fourier transform the results.

To illustrate the importance of the inclusion of the trajec-
tory perturbation due to the 2w field, the essential findings of
our analysis are summarized in Fig. 3, where we plot the PP
dependencies extracted from the fork regions as a function
of the angular coordinate B. The three panels show results
for (a) the first, (b) the second, and (c) the third returns.
The experimental data (squares) have error bars showing the
uncertainty of the PP determination resulting from a cosine
fit of the integrated photoelectron yield within the region of
interest. The results of the numerical calculations for & = 0.01
are plotted with lines. Here one sees that the model including
only the ionization perturbation (€0, blue dashed line) comes
close to reproducing the experimental results. However, the
inclusion of the perturbation of the trajectories (€, black
solid line) significantly modifies the PP and more closely fits
the experimental data. Moreover, to illustrate the importance

of the trajectory perturbation, the PP is plotted using the
ionization perturbation &;,, = 0.01 and the trajectory pertur-
bation &y = 0.005 (e[, yellow dotted line) to illustrate the
effect of a weaker trajectory perturbation. For comparison, the
PP behavior including only perturbation of the trajectories
(€qj, green dash-dotted line) is also shown in the inset for
clarity.

To quantify the importance of including €, the calculated
and measured PP(f) data are compared. The SCM results for
the first, Fig. 3(a), and the third, Fig. 3(c), return closely re-
produce the angular dependencies, PP(f), which result from
numerically calculated Wpgc. The standard deviation between
the experimental data of the first and third return with respect
to the model €, is o >~ 10° ~ 80 as, while inclusion of the
trajectory perturbation reduces the value to o >~ 3.6° >~ 30 as.
The larger discrepancies for the second return, Fig. 3(b), are
due to an unfavorable overlap of the second return fork feature
with the signal from the direct and rescattered electrons in this
particular spectral region.

Moreover, using the SCM data, one can determine the
validity of using the phase PP, to retrieve an ionization
time without considering the perturbation to the trajectory.
Neglecting the trajectory perturbation, PPy, can directly be
mapped on the average ionization time, 7;, with Eq. (3),
PPj,, = 2wt; — 7. For verification, we backtrace the trajec-
tories forming the fork structure in the absence of the 2w
field and calculate the averaged ionization time, which are in
excellent agreement with the €;,, results.

This simplified retrieval procedure, which neglects the
influence of the trajectory perturbation, can also be applied to
the experimental data. Namely, the experimental results show
that the trajectories rescattering at the second, Fig. 3(b), and
third, Fig. 3(c), returns are ionized ~ 100 as closer to the peak
of the electric field, 7 = 0 as, than trajectories rescattering at
the first return, Fig. 3(a). This is in rough agreement with the
Simple Man’s theory. Note, however, that this retrieval does
not account for the trajectory perturbation. Thus the measured

033416-4



ACCURATE RETRIEVAL OF IONIZATION TIMES BY ...

PHYSICAL REVIEW A 101, 033416 (2020)

| ®  Experiment €ion (&ion = 0.01 &y = 0) ot (Sion = &rj=0.01)  -—-—- €rj (§ion =10 &uj = 0.01) ot (Eion = 0.01 &,j = 0.005) |
1%t rescattering 2nd yescattering 34 rescattering €tot — €ion
— , : — 50
-135¢ 1r(b) 11 (e) (d)
25
-150 ¢ 1 1
I+l | b o
-165¢ TT 1T 1 /l_/ By |
L — 25
. -180} ] ]
30 =
k<) £ -50
-195¢ 1hs
QL
A -45 — -45 — < 75
—210} 1+ -9 [ -90 / \\ ]
135, _; - L] I T -135 e e ~100
2251 [ 18 W || -1eo| === 1 -180 !/"é = st
—225|/v° ~— -225 / -225 J \ 125 —— 15|
-270 -270 — | -2701- N - - nd
—240} -315 315 — T -315 2
40 50 60 70 80 40 50 60 70 80 40 50 60 70 80 -150 —— Srd 1
_o55 L n n n L L L L L L . . . . . . . . n n
40 50 60 70 80 40 50 60 70 80 40 50 60 70 80 40 50 60 70 80
Angular coordinate 3 [deg] B [deg]

FIG. 3. PP values extracted from fork region for first (a), second (b), and third (c) return shown in Fig. 2. Squares: experimental data
points are integrated over 5°. Lines: results of SCM simulation for week 2w perturbation (§ = 0.01) acting on the tunneling rate and the
trajectories (€., black solid), only the tunneling (¢jo,, blue dashed), and only on the trajectories (e, green dash-dotted). The insets show
significant deviation of experimental results from model €. A reduction of the perturbation of the trajectories in model €, by a factor of two
(i.e., &ion = 0.01 and &, = 0.005) results in the yellow dotted lines (e,,,). Using ; = (PP + m)/(2w) to retrieve the ionization time 7;, panel

(d) shows the time offset Az; between €, and €;q,.

values are likely shifted as predicted by the offset A7; between
the €, and €, data, Fig. 3(d). Most values of the absolute
offset | Az;| vary between 0 as and 80 as with a mean value of
45 as.

In the quest to reduce this effect and enable a more precise
conversion from the phase-of-the-phase, PP, to the ionization
time, ¢;, reduction of the perturbation, £, seem to be an obvious
choice. However, numerical analysis supported by the experi-
mental observation shows that, even for very low perturbative
2w fields, £ < 1%, the functional dependencies resulting
from the trajectories’ perturbations cannot be neglected and
add uncertainty to the retrieval of the ionization time encoded
in the PP spectra.

In order to quantify the significance of this effect as a
function of the perturbation, &, we calculate the relative-phase
contrast averaged over the entire electron spectrum, RPC(§),
for both the ionization perturbation, €;,,, and the trajectory
perturbation, €4, shown in Fig. 4. As the weighted sum of
these two terms determines the PPy, via the harmonic addi-
tion theorem, the ratio of these two terms R = RPC;,;/RPCjy,
quantifies the importance of the trajectory perturbation. Here
we find that RPCj,, increases exponentially with £ as expected
from the exponential scaling of the ionization probability with
electric field. For small perturbations, & < 0.05, the function
is well fit by the linear term of the Taylor series, the slope
of which we label sion. Further, RPC;,; scales linearly with
&, resulting in a slope of s;.;. Thus, for vanishingly small
perturbations, the ratio of the relative phase contrasts re-
mains constant, R(§ < 0.05) = s;,;/sion = 0.17, independent
on the perturbation, £. Given this ratio, the largest phase shift
from the model, which includes only the ionization perturba-
tion, €jon, to the model, which includes both the ionization
and the trajectory perturbation, €., occurs for an offset of

|PPon — PP,j| = 100°. Under these worst case conditions,
the precise assignment of the ionization time can be mislead
by about 80 as (10°).

8 + RPC,,
X RPCy;
gl — Exp. fit

i T
Qaetceoo . . .
0 0.025 0.05 0.075 0.1

Perturbation &

FIG. 4. Averaged RPC signal calculated numerically including
perturbations to the tunneling probability (€;o,, blue) and the tra-
jectories in the laser-dressed continuum (e, red) as a function of
perturbation (£). The RPC signal, which is due to the tunneling rate
modification, follows an exponential growth (blue solid line) and can
be approximated with a linear function for £ < 0.05 (blue dotted
line). The trajectories RPC signal scales linearly with £ (red dotted
line). In the weak perturbation regime, the ratio between both signals
is constant (0.17), indicating that the trajectories contribution cannot
be neglected.
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As reducing the perturbation to a vanishingly small value
does not remove the effects on the trajectory and RPCj,p
increases exponentially, it may be tempting to move to large
perturbations to facilitate the retrieval of the ionization time
from the PP. However, for large perturbations, & > 0.2, the
electric field of 2w field is strong enough to start driving ion-
ization. Further, the functional relation between the ionization
and rescattering times loses its validity. For example, it is well
known that, in the case of a strong second harmonic, there
is a caustic effect where many trajectories ionized at differen
times, f;, coalesce at the same rescattering time, ¢, [35]. Thus,
to allow for the most accurate retrieval of the ionization time
from the PP, measurements should be performed at pertur-
bation levels between 0.05 < & < 0.15, to keep the trajectory
dependent offset as small as possible.

VI. SUMMARY

In summary, we investigated the impact of perturbations
of two-color, w, 2w, fields on the precise determination of
the ionization time of rescattered electrons. We show that, in

addition to modifying the ionization rate, changing the relative
two-color phase, ¢, changes the electron trajectories and
final momenta. This generates a shift in the phase dependence
of the photoelectron yield. Based on measurements and a
simple semiclassical trajectory-based model, we deconvo-
luted the perturbative effects on ionization and the electron
propagation and showed that the trajectory effects cannot be
neglected even for extremely small perturbation fields, § <«
1%. In the fork region, we find that this effect can mislead the
precise assignment of the ionization time by #; >~ 80 as >~ 10°.
Our findings are of broad ranging significance as retrieving
time information from phase-dependent spectra has become
a standard technique. We identified a significant uncertainty
in the direct retrieval of the average ionization time from the
phase dependence, PP;,, = 2wt; or PP;,, = 2wt; — 7, due to
perturbations of the electron trajectories.
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