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We present an efficient method to compute short-time expectation values in large collective spin systems with
typical forms of Markovian decoherence. Our method is based on a Taylor expansion of a formal solution to the
equations of motion for Heisenberg operators. This expansion can be truncated at finite order to obtain virtually
exact results at short times that are relevant for metrological applications such as spin squeezing. In order to
evaluate the expansion for Heisenberg operators, we compute the relevant structure constants of a collective spin
operator algebra. We demonstrate the utility of our method by computing spin squeezing, two-time correlation
functions, and out-of-time-ordered correlators for 10* spins in strong-decoherence regimes that are otherwise
inaccessible via existing numerical methods. Our method can be straightforwardly generalized to the case of a
collective spin coupled to bosonic modes, relevant for trapped ion and cavity QED experiments, and may be used
to investigate short-time signatures of quantum chaos and information scrambling.
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I. INTRODUCTION

Collective spin systems are a versatile resource in quan-
tum science for a range of applications including quantum-
enhanced metrology and quantum simulation. The study of
such systems dates back to the mid-20th century with the
introduction of the Dicke model [1] that describes atoms co-
operatively interacting with a single mode of a radiation field,
and the Lipkin-Meshkov-Glick model, a toy model for testing
many-body approximation methods in contemporary nuclear
physics [2—4]. On the experimental side, the development of
advanced trapping, cooling, and control techniques in atomic,
molecular, and optical systems has enabled the realization of
collective spin models in a broad range of platforms, including
cold atomic gases [5,6], Bose-Einstein condensates [7-10],
ultracold Fermi gases [11-13], trapped ions [14], and optical
cavities [15-24], among others. These implementations com-
pliment innumerable theoretical studies in a variety of rich
subjects, including quantum phase transitions and criticality
[25-28], nonequilibrium phenomena [29-36], and precision
metrology [37-48].

One of the primary motivations for studying collective
spin systems is their application to quantum-enhanced metrol-
ogy. Quantum projection noise limits the error A¢ in the
measurement of a phase angle ¢ with N independent spins
to Ag ~ 1/+/N [37,49]. Collective spin systems provide a
means to break through this limit via the preparation of
many-body entangled states such as spin-cat states [44,50,51]
and most notably spin-squeezed states [37,38,41] that allow
for measurement errors A¢ ~ 1/N® with 1/2 < ¢ < 1, where
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& =1 saturates the Heisenberg limit [52]. Such entangled
states can be prepared either via heralded methods such
as quantum nondemolition measurements [5,6,15,16], or via
deterministic methods that require nonlinear dynamics, typ-
ically realized with phonon-mediated [14], photon-mediated
[7,17-24], or collisional [8—13] interactions. Although a truly
collective spin model requires uniform, all-to-all interactions,
as long as measurements do not distinguish between con-
stituent particles, even nonuniform systems may be effectively
described by a uniform model with renormalized parameters
[53].

In the absence of decoherence, permutation symmetry and
total spin conservation divide the total Hilbert space of a
collective spin system into superselection sectors that grow
only linearly with system size N, thereby admitting efficient
classical simulation of its dynamics. Decoherence generally
violates total spin conservation and requires the use of density
operators, increasing the dimension of accessible state space
to O(N?3) [54,55]. In this case, exact simulations can be carried
out for N < 100 particles. If decoherence is sufficiently weak,
dynamics can be numerically solvable for N < 103 particles
via “quantum trajectory” Monte Carlo methods [56,57] (also
known as “quantum jump” or “Monte Carlo wave-function”
methods) that can reproduce all expectation values of interest.
When decoherence is strong, however, these Monte Carlo
methods can take a prohibitively long time to converge, as
simulations become dominated by incoherent jumps that gen-
erate large numbers of distinct quantum trajectories that need
to be averaged in order to accurately compute expectation val-
ues. Even with strong decoherence, dynamics are sometimes
solvable through the cumulant expansion [58] that neglects
all n-body connected correlators for n > 2. The growth of
genuinely multibody correlations, however, eventually causes
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the cumulant expansion to yield incorrect results with no clear
signature of failure. In the absence of other means to compute
correlators, it can therefore be difficult to identify the point at
which correlators computed via the cumulant expansion can
no longer be trusted.

In this paper, we present an efficient method to compute
short-time dynamics of collective spin systems with typical
forms of Markovian decoherence. The only restriction on
decoherence (beyond Markovianity) is that, like the coherent
collective dynamics, it must act identically on all constituent
particles. Our method is based on a formal solution to the
equations of motion for Heisenberg operators, thereby bearing
some resemblance to the Mori formalism [59] and related
work [60]. Specifically, we expand a formal solution for a
Heisenberg operator into a Taylor series, the truncation of
which can yield negligible error at sufficiently short times.
Evaluating the resulting expansion requires knowing the struc-
ture constants of a collective spin operator algebra; the cal-
culation of these structure constants (in Appendices A—C)
is one of the main technical results of this paper, which we
hope will empower both analytical and numerical studies
of collective spin systems in the future. We benchmark our
method against exact results from both analytical calcula-
tions and quantum trajectory Monte Carlo computations of
spin squeezing in accessible parameter regimes, highlighting
both advantages and limitations of the short-time expansion.
Finally, we showcase applications of our method by com-
puting quantities that are inaccessible to other numerical
methods.

II. THEORY

In this section we provide the basic theory for our method
to compute expectation values of collective spin operators,
deferring lengthy derivations to the Appendices. We consider
a system of N distinct spin-1/2 particles. Defining individual
spin-1/2 operators 84—y, . = 6,/2 and §+ = 8§, £ i§, = 6+
with Pauli operators &,, we denote an operator that acts with
S, on the spin indexed by j and trivially (i.e., with the identity
1) on all other spins by 5. We then define the collective spin
operators S, = Zy:l @fj ) for a € {x,y,z, 4+, —}. Identifying
the set {S,} as a basis for all collective spin operators,
with m = (my,m,;,m_) € N} and S, = §7+878"", we can
expand any collective spin operator O in the form

O =3 OunSa (1

with scalar coefficients O,, € C. If O is self-adjoint,
for example, then O = O, with m* = (m_, m;, my).
The corresponding Heisenberg operator is then O(r) =
Zm Om(t)Sm +€@(t), with time-dependent coefficients
On(t) for time-independent Schrodinger operators S,
and mean-zero “noise” operators Eo(r) that result from
interactions between the spin system and its environment,
initially £»(0) = 0. These noise operators will essentially
play no role in the present paper, but are necessary to include
for a consistent formalism of Heisenberg operators in an
open quantum system; see Appendix N for further discussion.
The expectation values of Heisenberg operators evolve

according to

d A A
(O =(TO0M) =Y () TwmOa(®) @

m,n

with a Heisenberg-picture time derivative operator T = d/dt,
the matrix elements 7, € C of which are defined by

T8, =ilH, 8-+ Y vsDDNE =Y SuTom,  (3)
J m

where [X, Y], = XY +YX; H is the collective spin Hamil-
tonian; J is a set of jump operators with a corresponding
decoherence rate y.7; and D is a Heisenberg-picture dissipator,
or Lindblad superoperator, defined by

" A IR A
D)0 = Z (JTOJ -5, (9]+). €))
JeJg
Decoherence via uncorrelated decay of individual spins, for
example, would be described by the set of jump operators
J. = {fv(f) :j=1,2,..., N}. The commutator in Eq. (3) can
be computed by expanding the product SI‘SA',,, = Zn fgmnSn
with structure constants fy,, € R that we work out in Ap-
pendices A—C, and the effects of decoherence from jump
operators (i.e., elements of J) of the form g =" 228
and G =Y, G,S, are worked out in Appendices D-G. We
consider these calculations to be some of the main technical
contributions of this paper, with potential applications beyond
the short-time simulation method presented here. These in-
gredients are sufficient to compute matrix elements 75, of the
time derivative operator 7' in Eq. (3) in most cases of practical
interest.

We note that particle loss is an important decoherence
mechanism in many experimental realizations of collective
spin models [41]. In principle, a spin model has no notion of
the particle annihilation operators that generate particle loss,
and therefore cannot capture this effect directly. Nonetheless,
for a system initially composed of N particles, the effect
of particle loss can be emulated with O(1/N) error by the
dissipator ﬁloss defined by ﬁlOSSSm = —|m|$’m, where |m| =
Y . Mo (see Appendix H). Furthermore, the effect of par-
ticle loss can be accounted for exactly by (i) introducing
an additional index on spin operators, Sp — Sym, 0 keep
track of different sectors of fixed particle number within a
multiparticle Fock space, and (ii) constructing jump opera-
tors that appropriately couple spin operators within different
particle-number sectors. We defer a detailed exact accounting
of particle loss to future work.

The time derivative operator 7 will generally couple spin
operators S, to spin operators S, with higher “weight,”
i.e., with |m| > |n|. The growth of operator weight signi-
fies the growth of many-body correlations. Keeping track
of this growth eventually becomes intractable, requiring us
to truncate our equations of motion somehow. The simplest
truncation strategy would be to take

d .
—00) > 3
w(m)<W

(Sn) D TunOult) %)

for some weight measure w, e.g., w(m) = |m|, and a high-
weight cutoff W. The truncation in Eq. (5) closes the system
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of differential equations defined by Eq. (2), and allows us
to solve it using standard numerical methods. Some initial
conditions for this system of differential equations, namely,
expectation values of collective spin operators with respect to
spin-polarized (Gaussian) states that are generally simple to
prepare experimentally, are provided in Appendix 1.

The truncation strategy in Eq. (5) has a few limitations.

(1) Simulating a system of differential equations for a large
number of operators can be time consuming.

(2) The weight measure w may need to be chosen carefully,
as the optimal measure is generally system dependent.

(3) Simulation results can only be trusted up to the time at
which the initial values of operators S’m with weight w(m) >
W have a non-negligible contribution to expectation values of
interest.

The last limitation in particular unavoidably applies in
some form to any method tracking only a subset of all relevant
operators. We therefore devise an alternate truncation strategy
built around limitation 3.

We can formally expand Heisenberg operators O(t) in a
Taylor series about the time t = 0 to write

= LY

k>0 m,n

(O) = (¢TOWO) = ) Tx,0,(0),  (6)

where the matrix elements T,,’l‘n of the kth time derivative

operator 7* are

Tyn = Buun- (7
T) =T, (8)
k>1 _
Tmn> = Z Tmpk—l e TP3P2 Tp,p, Tpin )
P1:P2s--5Pr—1

with 8, = 1 if m = n and zero otherwise. For sufficiently
short times, we can truncate the series in Eq. (6) by taking

Z,Z

We refer to Eq. (10) as the truncated short-time (TST) ex-
pansion of Heisenberg operators. Note that when computing
an expectation value (O(t)) the relation ‘SA';, = S+, which by
Hermitian conjugation of Eq. (2) also implies that Ty, =
Tpn> cuts both the number of initial-time expectation values
(S,n) and the number of matrix elements 7}, that we may need
to explicitly compute roughly in half.

Unlike the weight-based truncation in Eq. (5), the nonzero
matrix elements T,,’,‘n for k=0,1,...,M in Eq. (10) tell us
which operators S, are relevant for computing the expectation
value (O(7)) to a fixed order M. The TST expansion thereby
avoids the introduction of a weight measure w that chooses
which operators to keep track of, and trades the cost of solving
a system of differential equations for the cost of computing
expectation values (S,,) and matrix elements 7%, . In all cases
considered in this paper, we find that the TST expansion
is both faster to evaluate and provides accurate correlators
(O(t)) until later times 7 than the weight-based expansion
in (5) with weight measure w(m) = |m| and cutoff W ~ M.
We therefore restrict the remainder of our discussions to

O@) — ) T 0,(0). (10)

the TST expansion in Eq. (10), and provide a pedagogical
tutorial for computing correlators using the TST expansion in
Appendix J.

Three primary considerations limit the maximum time ¢ to
which we can accurately compute a correlator (S, (1)) using
the TST expansion. First, maintaining accuracy at larger times
t requires going to higher orders M in the TST expansion.
An order-M TST expansion of the correlator (S,(1)) can
involve a significant fraction of operators S,, with weight
lm| < M, which implies the need to compute O(M?) initial-
time expectation values (S,,) and O(M*) matrix elements
TX,. In practice, with a straightforward implementation of
the TST expansion we find that these requirements generally
restrict M < 50-70 with 8-50 GB of random access memory.
Second, individual terms at high orders of the TST expansion
in Eq. (10) can grow excessively large, greatly amplifying any
numerical errors and thereby spoiling cancellations that are
necessary to arrive at a physical value of a correlator, i.e., with
1(Sp (1)) < S (where S = N/2). Finally, the TST expansion
is essentially perturbative in the time 7, which implies that
its validity as a formal expansion eventually breaks down.
Precisely characterizing the implications of these last two con-
siderations for the TST expansion requires additional analysis
that we defer to future work. An investigation of connections
between the TST expansion and past work related to the Mori
formalism [59,60], for example, might answer questions about
the breakdown and convergence of the TST expansion. As we
show from benchmarks of the TST expansion in Sec. III, how-
ever, a detailed understanding of breakdown is not necessary
to diagnose the breakdown time tég;k beyond which the TST
expansion yields inaccurate results. Empirically, we find that
going beyond order M = 35 yields no significant gains in all
cases considered in this paper.

III. SPIN SQUEEZING, BENCHMARKING,
AND BREAKDOWN

To benchmark our method for computing collective spin
correlators, we consider three collective spin models known
to generate spin-squeezed states: the one-axis twisting (OAT),
two-axis twisting (TAT), and twist-and-turn (TNT) models
described by the collective spin Hamiltonians [41]

HOAT = XS'?, (11)
Hrar = £(82 - 82), (12)
Hinr = x82 4 Q8 (13)

where we include a factor of 1/3 in the TAT Hamiltonian
because it naturally appears in realistic proposals to experi-
mentally implement TAT [42,61]. For simplicity, we further
fix Q= xS (with § = N/2 throughout this paper) to the
critical value known to maximize the entanglement generation
rate of TNT in the large-N limit [62,63].

Note that the OAT model is a special case of the zero-field
Ising model, the quantum dynamics of which admits an exact
analytic solution even in the presence of decoherence [64].
The approximate and numerics-oriented TST expansion is
therefore an inappropriate tool for studying the OAT model,
which will merely serve as an exactly solvable benchmark
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of our methods. Wherever applicable, we will provide exact
results for the OAT model (see Appendix K, as well as the
Supplementary Material of Ref. [14]).

The Hamiltonians in Egs. (11)—(13) squeeze the initial
product state |X) oc (|1) 4 [{)®Y with S, [X) = S |X). Our
measure of spin squeezing is the directionally unbiased Ram-
sey squeezing parameter determined by the maximal gain in
resolution A¢ of a phase angle ¢ over that achieved by any
spin-polarized product state (e.g., |X)) [37,41]:

(A¢min)2 . Q
S b ? T S (S0 (9

v-v=1

where 8§ = (8,, S‘, S.) is a collective spin operator-valued
vector, the minimization is performed over all unit vectors v
orthogonal to the mean spin vector (S), and for brevity we
have suppressed the explicit time dependence of operators in
Eq. (14). This squeezing parameter is entirely determined by
one- and two-spin correlators of the form (S,,) and <S’a§ﬂ). For
the unitary dynamics discussed in this paper, these correlators
are obtainable via exact simulations of quantum dynamics
in the (N + 1)-dimensional Dicke manifold of states {|S, m)}
with net spin S and spin projection m onto the z axis, i.e.,
with (S, m|S’|S, m) = S(S + 1) and (S, m|S.|S, m) = m for
me{=S,—-S+1,...,S}. In the presence of single-spin or
collective decoherence, meanwhile, these correlators are ob-
tainable with the collective spin quantum trajectory Monte
Carlo method developed in Ref. [57]. In this paper, these exact
and quantum trajectory simulations will be used to benchmark
the TST expansion in Eq. (10).

Figure 1 compares the squeezing parameter £2 for N = 10*
spins initially in the state |X) evolved under the Hamiltoni-
ans in Egs. (11)—(13), as computed via both benchmarking
simulations and the TST expansion in Eq. (10) with M = 35.
Squeezing is shown for both unitary dynamics [Fig. 1(a)] as
well as nonunitary dynamics in the presence of spontaneous
decay, excitation, and dephasing of individual spins at rates
x [Fig. 1(b)], respectively, described by the sets of jump
operators J, = {S,(xj )} with corresponding decoherence rates
Ve = x for a € {—, +, z}. The results shown in Fig. 1 were
computed in a rotated basis with (5, 5,) — (8, —$;) and
IX) = |—2Z) = |1)®", as well as appropriate transformations
of the Hamiltonian and jump operators. The only effects of
this rotation on the results presented in Fig. 1 are to (i)
reduce the time it takes to compute correlators (O(@t)) with
the TST expansion and (ii) prolong the time for which the
TST expansion of TNT results agrees with benchmarking
simulations.

The speedup in a different basis occurs because for the
initial state |—Z) all initial-time correlators (S,,) are zero
unless my = m_ = 0, and all nonzero correlators take O(1)
(i.e., constant in N) time to compute, rather than O(N) time
(see Appendix I). In total, the use of a rotated basis reduces
the computation time of initial-time correlators from O(M 3N)
to O(M). The reason that prolonged agreement of TNT results
in a rotated basis is not entirely understood, and provides a
clue into the precise mechanism by which the TST expansion
breaks down (discussed below). We defer a detailed study of
this breakdown to future work.

10" 5 — OAT
] — TAT
~ 100y TNT
[\ E
*\-V'/ E
2 107" 5
N
]
o> 1072 5
(%2
10—3 -
T T T
0 5 10 15
Time (Nxt)
(a)
10" — OAT
] — TAT
—~ 0
T 10 N TNT
21071 4 \ ]
N 3 0
) ] N
g 1072 5 \_—'—-b‘-
g1 .
10-3 4 .\‘ ....................
T T T
0 5 10 15
(b) Time (Nxt)

FIG. 1. Spin squeezing of N = 10* spins initially in |X) under
(a) unitary and (b) nonunitary dynamics with spontaneous decay,
excitation, and dephasing of individual spins at rates y_ = y, =
y. = X. Results computed using exact methods (solid lines), quan-
tum trajectory simulations (dots), and the TST expansion in Eq. (10)
with M = 35 (dashed lines). Solid circles mark the times at which
the TST expansion gives an unphysical result with £2 < 0.

The main lesson from Fig. 1 is that the TST expansion
yields essentially exact results right up until a sudden and
drastic departure that can be diagnosed by inspection. The
breakdown of the TST expansion in Fig. 1 induces an un-
physical squeezing parameter &2 < 0. In general, however,
there is no fundamental relationship between the breakdown
of the TST expansion and the conditions for a physical
squeezing parameter £2. A proper diagnosis of breakdown
therefore requires inspection of the correlators (S, (1)) used
to compute the squeezing parameter £2, which upon break-
down will rapidly take unphysical values with (S ()] > Slnl
(see Appendix L for an example). The sudden and drastic
departure from virtually exact results is consistent with the
limitations of the TST expansion discussed at the end of
Sec. II. Specifically, we identify three possible mechanisms
for breakdown: (i) a rapid growth in the order M necessary for
the TST expansion to converge, (ii) the growth of numerical
errors in excessively large terms of the TST expansion, and
(iii) the formal breakdown of the perturbative expansion in
the time ¢.

In all of these cases, a detailed cancellation eventually
ceases to occur between large terms at high orders in the TST
expansion. These large terms grow with the time ¢ raised to
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FIG. 2. Spin squeezing of N = 10* spins initially in |X) with
spontaneous decay, excitation, and dephasing of individual spins at
rates y_ = y, = ¥, = 100x. Computed using the TST expansion in
Eq. (10) with M = 35. Solid circles mark the times at which the TST
expansion gives an unphysical result with £2 < 0.

some large power (as high as M), and therefore rapidly yield
wildly unphysical results. In contrast to other approximate
methods such as the cumulant expansion [58], the TST ex-
pansion can thus diagnose its own breakdown, which is an
important feature when working in parameter regimes that
are inaccessible via other means to compute correlators. Note
that, due to the breakdown mechanisms of the TST expansion,
going up through order M = 70 does not significantly increase

the breakdown time téf;[;k in Fig. 1, and in some cases even

shortens té?;[a)k.

Although the TST expansion breaks down at short times,
it has two key advantages over the quantum trajectory Monte
Carlo method to compute correlators in the presence of de-
coherence. First, computing spin correlators with the TST
expansion is generally faster and requires fewer computing
resources. The TST expansion results in Fig. 1(b), for exam-
ple, take ~10 s to compute with a single CPU on modern
computing hardware. The quantum trajectory Monte Carlo
results in the same figure, meanwhile, take ~10* CPU hours
to compute on similar hardware; the bulk of this time is spent
performing sparse matrix-vector multiplication, leaving little
room to further optimize serial runtime. Parallelization can re-
duce actual runtime of the Monte Carlo simulations to ~10 h
by running all trajectories at once, but at the cost of greatly
increasing computing resource requirements. Though it may
be possible to further speed up quantum trajectory Monte
Carlo simulations by introducing new truncation schemes,
any modifications (i) should be made carefully to ensure that
simulations still yield correct results and (ii) are unlikely
to bridge the orders of magnitude in computing resource
requirements.

The second advantage of the TST expansion is the ca-
pability to compute spin correlators in strong-decoherence
regimes of large systems that are entirely inaccessible to
other methods. As an example, Fig. 2 shows squeezing of
N = 10* spins initially in |X), undergoing spontaneous de-
cay, excitation, and dephasing of individual spins at rates
y_ = y4+ = ¥, = 100x. The system size in these simulations
is too large for straightforward application of exact methods
for open quantum systems. Quantum trajectory Monte Carlo

simulations, meanwhile, take a prohibitively long time to
converge with such strong decoherence due to the multiplicity
of quantum trajectories that require averaging.

The results in Fig. 2 show that the TNT model can generate
more squeezing than the OAT or TAT models in the presence
of strong decoherence. The better performance of TNT is in
part a consequence of the fact that TNT initially generates
squeezing at a faster rate than OAT or TAT, thereby allowing
it to produce more squeezing before the degrading effects of
decoherence kick in. We corroborate this finding with quan-
tum trajectory simulations of a smaller system in Appendix M.
Strong-decoherence computations of the sort used for Fig. 2
put lower bounds on theoretically achievable spin squeez-
ing via TAT with decoherence in Ref. [48], exemplifying
a concrete and practical application of the TST expansion
and the collective spin structure constants calculated in this

paper.

IV. TWO-TIME CORRELATION FUNCTIONS AND
OUT-OF-TIME-ORDERED CORRELATORS

As a final example of collective spin physics that is nu-
merically accessible via the TST expansion of Heisenberg
operators, we consider the calculation of two-time correlation
functions and out-of-time-ordered correlators. In particular,
we consider the effect of decoherence on short-time behavior
of the two-time connected correlator

| R A A A
C)= §(<S+(I)Sf(0)) — (54@)) (5-(0)) 15)

and the expectation value of a squared commutator

1 . A . A A
D(r) = ﬁ([&(t), S_ (O 184(t), 8- (0)] ). (16)

in the context of the squeezing models in Sec. III. The sub-
script on (-),, in Eq. (16) stands for “no noise,” and denotes a
correlator computed without the noise contributions éo(t) to
Heisenberg operators O(t). While linear contributions from
noise operators as, e.g., in Eq. (15) always vanish under
Markovian decoherence (see Appendix N), quadratic contri-
butions that would otherwise appear in Eq. (16) generally
do not [65]. Determining the effect of these noise terms
generally requires making additional assumptions about the
environment, which would be a digression for the purposes
of the present paper. We therefore exclude these noise terms
in (16) in order to keep our discussion simple and general;
see Ref. [65] for more detailed discussions of noise terms and
the quantum regression theorem underlying the calculation of
multitime correlators.

In an equilibrium setting, correlation functions similar to
that in Eq. (15) contain information about the linear response
of Heisenberg operators to perturbations of a system; in a
nonequilibrium setting, they contribute to short-time linear
response (see Appendix O). Similar correlators have made ap-
pearances as order parameters for diagnosing time-crystalline
phases of matter [66]. Squared commutators such as that in
Eq. (16), meanwhile, are commonly examined for signatures
of quantum chaos and information scrambling [67—69]. In
typical scenarios, such squared commutators initially vanish
by construction through a choice of spatially separated op-
erators. Collective spin systems, however, have no intrinsic
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FIG. 3. The two-time connected correlator C(t) = |C(t)| expli¢(¢)] and squared commutator D(z), respectively, defined in Egs. (15) and
(16), for N = 10* spins initially in the polarized state |X) o< (|1) 4+ |4))®" evolving under the squeezing Hamiltonians in Egs. (11)—(13).
Results are shown for both unitary dynamics (solid lines) and nonunitary dynamics with y_ = y; = y, = ¥ = 100y (dashed lines), computed

using the TST expansion in Eq. (10) with M = 20.

notion of locality or spatial separation. In our case, therefore,
with the choice of initial state |X) oc (|1) + |{))®" we merely
have D(0) ~ 1/N.

Figure 3 shows the behavior of C(¢) and D(¢) for N = 104
spins, initially in the state |X), evolving under the squeezing
Hamiltonians in Eqgs. (11)—(13) both with and without sponta-
neous decay, excitation, and dephasing of individual spins at
rates y_ = y; = y, = 100x. In the case of unitary evolution
under OAT, we find that to an excellent approximation |C(t)|
takes the functional form f(t) = f(0)+ aNyt + (bN xt)*
witha ~ b ~ 1, and with a virtually perfect fit D(t) = D(0) +
([N + 1] Xt)z. For unitary evolution under TAT and TNT, we
find that to an excellent approximation both |C(¢)| and D(t)
take the functional form f(r) = f(0) + alexp (bN xt) — 1]
with a ~ b ~ 1. As may be expected, the growth of C(t)
and D(t) is generally suppressed by decoherence. Figure 3
serves as an example for the type of behavior that is accessible
at short times with the TST expansion. These examples are
straightforward to extend to equilibrium settings and spin-
boson systems.

V. CONCLUSIONS

We have presented an efficient method for computing cor-
relators at short times in collective spin systems. This method

J

is based on truncating a short-time expansion of Heisenberg
operators, and can access correlators on time scales that are
relevant to metrological applications such as spin squeezing.
In order to evaluate the TST expansion of Heisenberg opera-
tors, we have computed the structure constants of a collective
spin operator algebra, which we hope will empower future an-
alytical and numerical studies of collective spin systems. Even
though we considered only nonequilibrium spin-squeezing
processes in this paper, our method can be applied directly in
an equilibrium setting, and is straightforward to generalize to
systems such as trapped ions and optical cavities with collec-
tive spin-boson interactions. In such contexts, our method may
be used to benchmark the short-time effects of decoherence, or
study the onset of quantum chaos and information scrambling.
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APPENDIX A: BASIC SPIN OPERATOR IDENTITIES

The Appendices in this paper make ubiquitous use of various spin operator identities; we collect and derive some basic

()

identities here for reference. Note that despite the working definition of collective spin operators from S, = Y ;8¢ the identities
we will derive involving only collective spin operators apply just as well to large-spin operators that cannot be expressed as
the sum of individual spin-1/2 operators. The elementary commutation relations between spin operators are, with i = —pu €
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{+1, —1} for brevity,
[sﬁj), Sff)]_ = Sjkp,sitj), [SZ, sg)]_ = [sgj), Su], = Msf{), [Sz, Sul- = Sy, (Al)

[s(]) s(f‘)]_ -5 kZMS(j) [Sw S(})]

These relations can be used to inductively compute identities involving powers of collective spin operators. By pushing through
one spin operator at a time, we can find

=[s.8a] =2us?,  [Su.Sa] =2usS.. (A2)

(uS)"s = (uS)" s+ puS.) = (uS)" 5P A+ uS)* = - =51+ uS.)" (A3)
and
s8I = 8§, pusDSmN 4 st = = §0 s 4 s, (A4)

where we will generally find it nicer to express results in terms of us(’ ) and S, rather than s(’ ) and S.. Summing over the
single-spin index j in both of the cases above gives us the purely collective spin versions of these identities:

(WSS = Su(L 4+ puS)",  uS.S) =S (m+ pus,), (A5)
where we can repeat the process of pushing through individual S, operators £ times to get
(RS)'S)! = (1S 'S m + ) = (uS) 2] (m + S = -+ = Spim + ). (A6)

Multiplying (A6) through by (uv)* (for v € {+1, —1}) and taking its Hermitian conjugate, we can say that more generally
(vS)'SI = ST (uvm + S5, SI(wS.)" = (—pvm + vS.) S (A7)
Finding commutation relations between powers of transverse spin operators, i.e., S, and Sy, turns out to be considerably more
difficult than the cases we have worked out thus far. We therefore save this work for Appendix B.
APPENDIX B: COMMUTATION RELATIONS BETWEEN POWERS OF TRANSVERSE SPIN OPERATORS

To find commutation relations between powers of transverse collective spin operators, we first compute

S5 = 15, 4 1o (B
= §m2DS2 4 525005, 4 125 (B2)
_ S(j)Sm + ZS 2Ms(j)Sm k— 1 (B3)

While (B3) gives us the commutator [S};, sf{)]_, we would like to enforce an ordering on products of spin operators, which will

ensure that we only keep track of operators that are linearly independent. We choose (for now) to impose an ordering with all
sg’ ) operators on the left, and all s(’ ) operators on the right. Such an ordering will prove convenient for the calculations in this
sectlon [70]. This choice of ordering compels us to expand

m—1 m—1

D SkousPsnHRt =3 "5k [20m — k — DsPSpT T 4+ S 2us] (B4)
k=0 k=0
= m(m — l)s(])Sm 4 A "2ust), (BS)
which implies
m (j) _ () om (j) gm—2 m—1 )
Sﬂsﬁj _sﬂj Sy +mim — )5Sy +mS); ™ 2us,”, (B6)
and in turn
SISa = SuSi +mSy~ (m — 14 2uS.). (B7)
As the next logical step, we take on the task of computing
m—1
SnSt = SnSES, + n[SETISET (1 — n42uS8.)] = SASt 4+ n ZS’” 1SN0 = n 4 2uS.)SE, (BS)
which implies
m—1
[S7.82] =Cunu=n Z SIS (1 — n 4 2uS.)S). (B9)

k=0
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We now need to rearrange the operators in C,,,, into a standard order, which means pushing all S, operators to the right
and, for the purposes of this calculation, all S; operators to the left. We begin by pushing Sﬁ to the left of S,, which takes

2uS, — 2uS; + 2k, and then push Sl’f’k’l to the right of Sg_l , giving us

m—1
Comu =1 (Sp" S 4+ Gt 1) Sk + 1 = 1+ 208) (B10)
k=0
m—2
= Dmn;u +n Zcmfkfl,nfl;uSZ(Zk +1-n+ 2,LLSZ), (Bll)
k=0

where we have dropped the last (k = m — 1) term in the remaining sum because C,—¢—1 4—1;, = 0if k =m — 1, and
Dynye = mnSy ' S" = m — n +2u). (B12)

To our despair, we have arrived in (B11) at a recursive formula for C,,,,,. Furthermore, we have not even managed to order all
spin operators, as C,_k—1,,—1;, contains S, operators that are to the left of Sl’i. To sort all spin operators once and for all, we
define

CH = oSk, D) = D SE, (B13)
which we can expand as
(k) n—1 gm—k—1 k
DY) = (m—knSy 'S m — k —n+2uS.)S}, (B14)
= (m — Sy 'S (k+m — n +2uS.), (B15)
and
m—k—2
C = DotesuSE A1 > Contmjot 10852 + 1 — 0+ 2u8.)S5 (B16)
j=0
m—k—2
=DY)., +n Y Cuctmjorn1uSLH*(Q2j + 2k + 1 — n+2u8.) (B17)
j=0
m—k—2
=D +n Z Coth QL+ K+1—n+2uS.) (B18)
—fogﬂ+n2cfn’>ln 102+ 1 —n+2uS;). (B19)

While the resulting expression in (B19) strongly resembles that in (B11), there is one crucial difference: all spin operators in

(B19) have been sorted into a standard order. We can now repeatedly substitute C,ﬁf,} ., into itself, each time decreasing m and n

by 1, until one of m or n reaches zero. Such repeated substitution yields the expansion
mln
Cmn;u Cr(n(it) w = Dy, o0 + Z EyE’[’])'L)M , (B20)

where the first two terms in the sum over p are

m—2
EQ), _nZijfln 10k + 1= n+2uS), (B21)
m—3
EZ =n Z (n—1) Z DS, 5 Rky +2 = n 4 2u8:)(2ky + 1 — n + 2uSy), (B22)
and more generally for p > 1

m—2 m-3 m—p—1 p
E;%u - p)! Z Z Z Diﬁ)ﬁ,n—p:u H(Zkf ot 2uS). (B23)

=0ko=ky  kp=kp_1 j=1

In principle, the expressions in (B12), (B15), (B20), and (B23) suffice to evaluate the commutator [S}}, S5]1_ = Cyuyp, but this

result is—put lightly—quite a mess: the expression for E,(,{,’q);,t in (B23) involves a sum over p mutually dependent intermediate
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variables, each term of which additionally contains a product of p factors. We therefore devote the rest of this section to
simplifying our result for the commutator [S/, 57,1 _.

Observing that in (B23) we always have 0 < k; < ky < --- <k, < m — p — 1, we can rearrange the order of the sums and
relabel k, — £ to get

m—p—1 p—1
© .
E';I;)“ - (n - p)' Z D~ p,nfp;u(zg + Fupiu) Z H(zkl’*j —J+ Fapu): (B24)
(k.p—1.0) j=1

where for shorthand we define
¢ ¢
Fpp=p—n+2uS.. Y X= Z Z > x (B25)
(k.q,0) k=0 ko=k kg=kq—1

‘We now further define

Jupek,q) = L —k+ @)l +k —q+ Fopp), (B26)
and evaluate sums successively over k,_1, k,—2, ..., ki, finding
p—1 p—1
Yo TMCk-i—i+FEp) = Y [[@k-j = j + Faps) Faptsuhkp2. 1) (B27)
(k,p—1,0) j=1 (k,p—2,£) j=2
(r_ o > ]"[<2k,, j—J+anM)anpzu(kp ") (B28)
(k,p—r,8) j=r
1
"Gl H Fuptn (0, @) (B29)
£+
< i ) ]_[(13 q+ Fupyo). (B30)
Substitution of this result together with D,(n) pon—pp Using (B15) into (B24) then gives us
n‘ 7 1 om—p—
’55‘)“ - n—p-—1! li " S g lenp;/A (B31)
with
m—p—1 0+ P 1 p—1
Gmnp;u = Z ( p— 1 )(m il 2 E)(e +m— p + Ezp;,u)(zg + an;u) 1_[(6 —q + an;u) (B32)
£=0 q=1
= <p+l) ]‘[w P —q+ Fup)- (B33)
We can further simplify
p p p+l1 P+l
[Ton—p—aq+Fp)=]]m—n—gq+2us)=>" (—U"“q[ . }(m — 14 28, (B34)
q=0 q=0 q=0

where [‘;’ ] is an unsigned Stirling number of the first kind, and finally

p q
;0 (—1)P—"[ }(m —n+2u8)! = Z( Dl "[ ] g (2’)@1 = m)T@2us;)" (B35)

q=0

14 p
=2y -y [” } (2’) (m = )~ (uS.)". (B36)
=0  g=¢

q
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Putting everything together, we finally have

Ep-D = p! <p)( ) SroPsne ”Ze C(uS.)", (B37)

with
bt _252( 1P~ 4[ }( )(m n)?*, (B38)

where in this final form E© = Dy, which together with the expansion for G, in (B20) implies that

mn;u
min{m,n} m n P

[Sp.sp] = > w(p)(p)sg PSP et (uS.)! (B39)
p=1 =0

and

min{m,n}
SiSi= 2. w(p)( ) Si 'S "Ze W (1S2)". (B40)

p=0

If we wish to order products of collective spin operators with S in between S and S,,, then

min{m,n}
mon m N\ cn—p,(p) com—
YNESS p!( )( )S AL (B41)
—0 P/ \P
p
where
p p
ZP =) et (—lm — pl+puS)' =Y thaS.) (B42)
=0 q=0
with

Ze ()( Dfm—p)~ = (- 1)@/2[ }(;)<m+n—2p)-‘—q. (B43)

Here [”] is an unsigned Stirling number of the first kind.

APPENDIX C: PRODUCT OF ARBITRARY ORDERED COLLECTIVE SPIN OPERATORS

The most general product of collective spin operators that we need to compute is

min{r,¢}
r r m gn r rrn—
S = SL(uS.S,SL (S = 3 k!(k) (k>sp+f g sk, e
k=0
where
2ty = (= k4 uS)Zfy) (r =k + puS.)" (C2)
k q
=Y —k)‘f—”( )Z(r k" ( )(us yotbte (C3)
a=0 b=0

is defined in terms of Z}EE)L and ¢X¢ as, respectively, given in (B42) and (B43). The (anti-)commutator of two ordered products of

collective spin operators is then simply
[SP (,bLSV)qu St (1S, )mS:‘i] = SP S[mn (C4)

i Pu Lmn;p pqripn”

APPENDIX D: SANDWICH IDENTITIES FOR SINGLE-SPIN DECOHERENCE CALCULATIONS

In this section we derive several identities that will be necessary for computing the effects of single-spin decoherence on
ordered products of collective spin operators, i.e., on operators of the form Sf; (uS;)"S7 . These identities all involve sandwiching
a collective spin operator between operators that act on individual spins only, and summing over all individual spin indices. Our
general strategy will be to use commutation relations to push single-spin operators together, and then evaluate the sum to arrive
at an expression involving only collective spin operators.
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We first compute sums of single-spin operators sandwiching (u.S,)™, when necessary making use of the identity in (A3). The
unique cases up to Hermitian conjugation are, for S = N/2 and p, v € {+1, —1},

Zs(”(us y'si) = Zsm P (usy" = Z Lj(uS)" = —S(usz)'", (D1
Zs<f>ws Vs = (uS:)" Zsm V= ws y'vS, = —vS (v + uSo)", (D2)
ZS(])(MS yst (J) — Zs(]) (])(MU + uS. )" (D3)
D s s )'" V=2 s(’)s(”(/w + 1S )" = (S = vS) (v + uS,)". (D4)

J J

We are now equipped to derive similar identities for more general collective spin operators. Making heavy use of identities (A4)
and (B6) to push single-spin operators through transverse collective spin operators, we again work through all combinations that
are unique up to Hermitian conjugation, finding

> 5SS, )"Ss) = LS — €= m)SE(uS.)"SE + nSL (S + S )(—1 + S y"S ! (D5)
z z ncz 2 I 2 W z z oo
J

. o1 1 _
> O sOS(uS.ySs) = S84 pSY"Sy = ;m(S —t—5ln— 1])Sﬁ(usz)’”s;1 '
7

— pbn(n — DS, (S + puS)(—1 + uS.)"Sp 2, (D6)

Z SIS (S, St = _% Sy, (1S)"SE! 4 Sy (S + S )(—1 + pS.)"Sh, (D7)
Z SPSE (S, )" Sas = nS; T (uS)"SE = n(n — 1SS 4+ nS)(—1 + puS.)"Sh2, (D8)
Z SPSE (S, )" Shst) =SS + uS)(—1 + puS.)"se, (DY)

Zs}{)S‘ (uS)"Shst) =81, (S — £ —n — puS)(1 4 uS:)"Sh + £n(2S — € —n+2)S, " (uS)" Sy

" /t
+ €n(€ — 1)(n — DS (S + puS) (=1 + uS.)"Sp 2. (D10)

APPENDIX E: UNCORRELATED, PERMUTATIONALLY SYMMETRIC SINGLE-SPIN DECOHERENCE

In this section we work out the effects of permutationally symmetric decoherence of individual spins on collective spin
operators of the form Sﬁ(/J,SZ)’”Sﬁ. For compactness, we define

DO =D(g":j=1,2,....NDO =) (g“"'Og“) ;[g“) W, 01, ) (EI)
J

where g is an operator that acts on a single spin, g/’ is an operator that acts with g on spin j and trivially on all other spins, and
N is the total number of spins.

1. Decay-type decoherence

The effect of decoherence via uncorrelated decay (u = —1) or excitation (« = 1) of individual spins is described by
1
D(s,)0 = Z ( (J)(’)s(f) [sf{)sfj), 0] ) Zs(j)Os(” SO + —[SZ, Ol (E2)

In order to determine the effect of this decoherence on general collective spin operators, we expand the anticommutator

[

(82 8, (1SS, = S28,, (uS)" Sy, + S, (14S:)"SS: = uSy, (€ + n + 2uS:)(uS:)"S, (E3)
which implies, using (D9),
D(s7)(S),(nS:)"Sh) = S5, (S + S (=1 4 uS.)"Sp — L[S + 5 (€ +n) + S| (14S:)"Sh. (E4)
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and, using (D10),
D(s,)(S (mS)"S;) = S(S — € — n — uS) (1 + uS)" S, — S, [S — 3(€ +n) — uS | (uS)"S];
+ en(2S — £ —n+2)S, (uS)"ShT + n(€ — 1)(n — 1)S)7(S 4 uS)(—1 4 uS)"Si 2. (ES)

Decoherence via jump operators s(’ ) only couples operators S‘Z (uS;)"Sy to operators S" (uS )" S5 with m" < m. Decoherence

via jump operators s(’ ), meanwhile, makes operators Sﬁ (usS; )mSl’-i “grow” in m through the last term in (E5), although the sum

£ + m + n does not grow.

2. Dephasing

The effect of decoherence via single-spin dephasing is described by
. . 1
D(s,)O = ; <s§”(’)s§” 2[ ¢ (/) (’) > Z S(/)Os(j) ZS0. (E6)
From (D5), we then have
D(s;)(Sh(1S.)"Sh) = =5 (€ + m)S, (uS)" S + £nS,~ (S + uS)(—1 + uS.)"Si". (E7)

Decoherence via single-spin dephasing makes operators Sf; (uS:)"SE “grow” in m, although the sum £ + m + n does not grow.

3. General case

The most general type of single-spin decoherence is described by
. . 1 . .
DO =) <g(’”0g(” - E[g“”g(”, O]+>, 8= 85+ 845+ + g5 (E8)
J

To simplify (E8), we expand

gTOg = |gz|2SZOSZ + Z(|gu|25ﬂosu + gj;gusuosu + gzguszosu + gj;gzsuosz) (E9)
"
and
tom Ly 2(1-2 * * E10
g'e = 1g:l + 2 D llguP(1 = 2us) + j(gigu — ggoIsul, (E10)
"

which implies

DO = Y g Dsx)O0+ Y (58,8 OsP + gig,usV OsP + ghg:5 05 Zu(gzgu £58:)[Su. Ol

Xelz,+,-} 1J
(E11)
In order to compute the effect of this decoherence on general collective spin operators, we expand the anticommutator
[, SL(1S)"Sh], = SEH (S + (1 + puS)"1Sh — nSh(n — 1+ 2u8.)(uS.)"Sp " (E12)
Recognizing a resemblance between terms in (E12) and (D6), we collect terms to simplify
‘ o1
> DS (S Shst — 2105w S (1S)"Sy], = Kemmyu + Lemnsa (EL3)
J
and likewise
. o1
Z sfj)Sﬁ(/‘Lsz)mS:‘isé]) + ZM[S;A: Sﬁ(ﬂsz)msg]_,r = Kimn;u + Mlmn;pt (E14)
with
Komnye = 1S, (L + puS)™ — (uS:)™1S}, (E15)
Lomny = —punSy,[S — £ — 2(n — 1) — 3uS. | (uS)"Sh™" — pn(n — DS7H(S + S )(—1 + uS)"S 2, (E16)
Meppye = S, [(S + uSH(=1 + uS)" — 3 (500 — 11+ wS.) (uS)"]S; ™" (E17)
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Defining for completion

Pone = Y 8PS (uS)"Shsth = nSLH (uS.)"Sp" — n(n — DSL(S + uS)(—1 + uS)" S 2, (E18)
J
and
Qéfn)n;p, = gzgupﬁmn;u + (g:gu + gT‘LgZ)Kﬁmn;u + gjgulen;p, + gEgZMZmn;p,s (E19)
we finally have
D S[ S)"S") — ZD SZ S yms” ) (8) i E20
@(SL(uS)"Se) = > lexIPD(sx)(SL(wS:)"sh) + 0. +[09,..]"- (E20)
Xefz,+,—}

Note that the sum £ + m + n for operators Sl‘i(pLSZ )" S does not grow under this type of decoherence.

APPENDIX F: SANDWICH IDENTITIES FOR COLLECTIVE SPIN DECOHERENCE CALCULATIONS

In analogy with the work in Appendix D, in this section we work out sandwich identities necessary for collective spin
decoherence calculations. The simplest cases are

SuSy (1S:)" S S = 8,7 (uS:" S, (F1)
S, (uS)" S, = Syt (n+ uS:)(1uS:)"Sh (F2)
S:8, (1S)"SS; = Sy [en + (€ + n)uS; + (uS)*1(uS)"S};. (F3)
With a bit more work, we can also find
S, (WS )"S3Sy = S (14 S, )"Sp — nSy(n — 14+ 2u8)(uS:)" S5~ (F4)
which implies
SuSy (S Y"SpS, = S (1 4+ Sy Sy — S (n = 14 2uS) ()" Sy, (F5)

8.8, (uS)"S;Sy = wSH (€ + 1+ uSH(L + pS)"Sy — unS,[€(n — 1) + (26 +n — DS, +2(uS)*1(uS)"S; ™" (F6)
Finally, we compute
SpS, (1SS S, =[S, — €8, (€ — 14+ 2u8:) | (uS:)" [, S — n(n — 1 +2u8.)8; ']
= S, Su(S)"S,uSh — SLLL + 1) +n(n+ 1) +2(€ +m)uS (1 + puS.)"S;,
+ enST(C = D)(n — 1) + 2 +n — 2)uS; + 4(uS;) 1 (nS.)" Sy, (F7)
where
Sp(S:)"Sy = SpSu(1 4 uS.)" = (S,Sp — 2uS)(1 + puS)™ = S, (2 + uS.)"S; — 2uS-(1 4 uS.)", (F8)
SO
SpSt (S )"SnS, = SE (2 + uS)"SE — LI + 1) +n(n + 1) + 206 + n + DuS:1(1 + uS.)"Ss
+ enST = D)(n = 1) 4+ 206 4+ n — 2)uS. + 4(1uS)*1 (S )" Si . (F9)

APPENDIX G: COLLECTIVE SPIN DECOHERENCE

In this section we work out the effects of collective decoherence on general collective spin operators. For shorthand, we define
D(G)O = DUG)HO = G'0G - L[G'G, 01, (G1)

where G is a collective spin jump operator.

1. Decay-type decoherence and dephasing

Making use of the results in Appendix F, we find that the effects of collective decay-type decoherence on general collective
spin operators are given by

D(Si)(Sh(S)"Sh) = =S+ puS)™ — (uS)"ISp + 3SL1e — 1)+ n(n — 1) + 2(€ + m)pS 1 (uS.)"Ss,  (G2)
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and
D(S,) (S, (wS:)"Sh) = ST Q2 + wS)™ — (1 + uS)"1SHH = S 4+ 1) 4+ n(n+ 1) + 2(€ + n + DuS:1(1 + uS.)"Sh
+ S + 1)+ nn+ 1) + 2(€ + n + 2)uS ) (uS)"S),
+ enST (€ = D= 1)+ 2(€ + n— 2)uS. + 418" (1S.)"Sy (G3)
Similarly, the effect of collective dephasing is given by

D(S.)(S, (1S)"Sh) = —5(€ — n)*S,, (uS.)"S}. (G4)

2. General case

More generally, we consider jump operators of the form
G=GS,+G:51 +G_S_, (GS)

the decoherence effects of which are determined by

G'OG =|G.I’S.05. + ) (G, *$z05,, + G1,G.S,08, + G:G,S.08, + G}, G.S,05.), (G6)
"
and
G'G =G24+ (1G.1’SiSu + GiGuS:Sy + Gy G:S,uS: + G5 GLSy ). (G7)
1

which implies

DGO = Y |Gx"DEx)O+ Y (G4GuS.0S, + GiG,S.05, + G4 G.S,0S;)
Xelz,+,—} "

1
-3 Z (G:G.[S2. O], + GiG,IS.Su, Oli + G G.[SuS:, Oly). (G8)
"

In order to compute the effect of this decoherence on general collective spin operators, we expand the anticommutators
(S5 S5 (uS)"Sp], =S, 212 + wS)™ + (uS)"1S) — 208, (n + 2S)(1 + pS)™ Sy
+n(n — DS [(n— 1)1 —2) +2Q2n — 3)uS, + 4(uS)*1(1S.)"S; >, (G9)
[SeSus S (uS)"Sp] = S I + 1+ wSH(US)" + (2 + 1+ puS)(1 + puS)"1S,
— unSyn(n — 1)+ 3n — DS, 4 2(uS:)*1(uS:)" Sy, (G10)

[S082, SLRSY"S], = HSEFICE + pS)(S)" + (n -+ pS)(1 + SIS,

— unS,[(n = 1)* +3(n — DuS; + 2(uS:)*1(nS)" Sy (G11)
Collecting terms and defining
G = 3(G:G, £ G;,Gy), (G12)
Lo = 1[(€ = n+ 5)GE) + (€4 3) G0 (L + usy)™sy,
= u[(€=n+3)G) + (n + 3)GLU1S (S)"Sy + nGE)S,F S (1 + pSo)™ — (S:)"1Sy, (G13)
Mgy = —mn(n = D[(€ = n + 3)GL) + (€ = 5)GL)]S, (uS.)"S), !
— 2un[(€ —n+ 3)GH) + (€4 3n— 1)GE ]S, (uS)" 'S~ — 2unGL)S! (uS)" 280", (G14)

Ponnp = —38521Q2 + 180" — 2(1 + )" + (S)"1S? + nSEH [ + 208)(1 + uS,)" — (n — 1+ 2u8,)(uS.)" 18"

— n(n— 1S, [5(n = 1)(n —2) + (2n — 3)uS; + 2(1uS;)* | (uS)" S 2, (G15)
Qéglzl,ﬂ = G:FZGMPZV"”;H + Zéggmx + Mén(ii,w (G16)
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we then have

DO)(SL(nS"Sp) = D 1GxPDSO(SL(1S)"S}) + Ol + [0, ]

Xelz,+,—}

(G17)

Note that the sum £ + m + n for operators Sﬁ (uS;)"S7; grows by one if G, # 0 or G # 0, and does not grow otherwise.

APPENDIX H: EMULATING PARTICLE LOSS
IN A SPIN MODEL

Here we discuss the details of emulating particle loss with
O(1/N) error, where N is the initial number of particles in a
system that we wish to describe with a spin model. Starting
with the full algebra of creation and annihilation operators
(whether bosonic or fermionic) in a system, spin models
are typically implemented by identifying a subalgebra of
relevant “spin” operators that satisfy appropriate commutation
relations. Two-state particles on a lattice, for example, are
described by annihilation operators ¢ indexed by a lattice
site j € Z and an internal state index s € {1, |}, enabling the
straightforward construction of spin operators

o' =cl cj +He, o) =—icl.c;, +He.,

()— T ) —=
] CJTCJT Ci 1 Cits 1Y :Cj,¢cj~T+Cj,¢st¢’ (HD)

which satisfy the same commutation relations as the standard
Pauli operators. These spin operators can be more compactly
defined in the form

= Y

rse(t.)

ch (rloals) cj. (H2)

where o, for « € {x,y, z, 1} is a Pauli operator, with o = 1,
and (r|o,|s) denotes a matrix element of o,. This construc-
tion exemplifies how the set of jump operators 72 = {c ]5}
that generate particle loss cannot be constructed from spin
operators, which are generally bilinear in particle creation or
annihilation operators. When working on the level of a spin
model, therefore, we can at best only emulate the effect of
particle loss by some indirect means.

To understand the effect of particle loss on collective spin
operators, we first define a single multibody spin operator
addressing sites j = {ji, j2, ..., jljl},

Cig = H%(t{)’ (H3)

JEJ |

(

and expand

+ 1 .
D7) = 3 chomers = 5k aial: ) 114

k,s

= Y Yoo [T+ X Y eleuonn

kej s jei ktj s
J#k

1
=5 2 1%, 0l
k

(H5)

=YY Adlowr) cjycf circks [ | 08 = 1i10ja- (HE)

kej q.ns j €j
J#k

In order to have an actual spin model, fermionic statistics
or energetic considerations must forbid multiple occupation
of individual lattice sites. In that case, the on-site four-point
product c,tsczqck,ckj = 0 vanishes, and

D(T55) 070 = —jl e (H)
Up to O(1/N) corrections, a collective spin operator S,
essentially consists of |m|-body operators of the form oj,
with |j| = |m|, which implies that the dissipator Djo defined
by DiossSm = —|m|S,, describes particle loss with O(1/N)
error. We note that the dissipator D) is essentially the depo-
larizing channel, i.e., Dioss = D(Jioss) for Jioss = {S(] )} with
a€f{x,y,z} and j € {1,2,...,N}. A direct implementation
of Digss With Dipss S = —|m|S,,, however, is much more
efficient than evaluating the depolarizing channel D(Joss)
with the ingredients in Appendices D and E.

APPENDIX I: INITIAL CONDITIONS

Here we compute the expectation values of collective spin operators with respect to spin-polarized (also Gaussian, or spin-
coherent) states. These states are parametrized by polar and azimuthal angles 6 € [0, ), ¢ € [0, 27), and lie within the Dicke
manifold spanned by states |k) oc S5 ||)®V with § = N/2 and S, |k) = k |k):

16, ¢) = [cos (6/2)e™*" [1) + sin (6/2)e”/ ||)]®

We can likewise expand, within the Dicke manifold,

N

172
Sk S—k —ike
Z (S+k> cos (6/2)" " sin (0/2) e |k) . (1)

—S

S S—8,.1 S—84.1
= Y klklk)kl, Su= Y gulk+ukl= Y guk)lk)k+al, (12)
k=—S k=—S+8,,_1 k=—S+8;,-1
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where it = —u € {+1, —1} and

gu(k) = /(S — pk)(S + pk + 1), 13)
which implies
§—6,,1 max{€,n} -1 n—1
St (nS)Sn = > (k)" | [ Tgutk +mp) || [ ]8utk+ na) |1k + )tk + unl (14)
k=—S+6,, 1 max{¢,n} p=0 q=0
S—8,, max{t.n) (S — W) (S + pk + 0! (S + puk +n)1 >
= ) e Tl R ),} k+pl)k+punl (15
pk=—puS—38, _ max{€,n} pr): K ’ K n:
S—max{¢,n} 1/2
S—TES+k+0)!(S+k+n)!
= k" k+¢ k . 16
k; (S+k),[(s_k_w(s_k_n)! [tk + )k + )| (16)
This expansion allows us to compute the expectation value
S—max{¢,n}
— K™(S = k) fuen(k, 0)
0, IS, (1uS!)S210, ) = P EINY - 17
(0. 915, (157)S310. @) = e :Z_S S+OUS —k—ONS —k —n)! an
N —max{{,n} m ~
_ pintm(_ynpy| Z (S —K)"(N = k)! fruen(k, 0) 1)
' — KN —k — NN —k —n)!
where
Fuen(k, 0) = cos (6 /2)N T sin (9 /2)N A, 19)
f;.tln(ka 9) = fuln(k _ S, 9) — cos (0/2)2N5#,71+/t(2k+€+n) Sin (9/2)2N8#_17u,(2k+f+n)' (110)
Defining the states
1)+ 10\
4+2) = 10,00 = N, |-2) =7, 0)=1)®Y, X)) =17/2,0) = (TT , I11)
some particular expectation values of interest are
S—n"qy w=v
(VZIS, (1S:)" S} 1Z) = Bun o (112)
8}1,0(_5) 123 75 v
and
' N—max{¢{,n} (S . k)m(N . k)’
X[SC (1S )"S2IX) = (—1)" — ' : 113
(XIS, (1S)" S5 1X) = (=1)" 5 ,; AT T —rp—" (113)

APPENDIX J: COMPUTING CORRELATORS WITH THE
TRUNCATED SHORT-TIME EXPANSION

Here we provide a pedagogical tutorial for computing
correlators using the truncated short-time TST expansion. For
concreteness, we nominally consider N spins evolving under
the OAT Hamiltonian

HOAT = XS?, (Jl)

additionally subject to spontaneous single-spin decay at rate
y_, with jump operators J_ = (s“7:j=1,2,...,N}. The
equation of motion for a Heisenberg operator (SﬁSg”S'i)(t)
is

d 0 omgn . 2 ol gmgn { om gn

D st srs7) = ix([$2. 558" ] )+ y-(D(T)(54.875"))

dt
J2)

(

where we have suppressed the explicit time dependence of
operators for brevity. Using the results in Appendices C and
El, respectively, to evaluate the commutator [SZ, S S7S" ] _

and dissipator D(J,)(SﬁSZ’”S’i) in (J2), we can expand

d

P (stsmsm)

= ix((t —n)S,. (£ +n+2S.)SrS")
14 m {4n m| gn
7= ST (S +S (148" (S + = +5:) S7'|s7).
J3)
In practice, we do not want to keep track of such an expansion

by hand, especially in the case of, e.g., the TAT and TNT
models with more general types of decoherence, for which
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the analog of (J3) may take several lines just to write out
in full. Defining the operators S, = S} "S;°S"" with m =
(my, m,, m_) for shorthand, we note that the vector space
spanned by {S,,} is closed under time evolution. We therefore
expand
d
7 (Sa) = (TS) =D (Sn) Tom, (J4)

m

where T is a superoperator that generates time evolution
for Heisenberg operators. In the present example, the matrix
elements T, € C of T are defined by (J3) and (J4). For
any Hamiltonian H with decoherence characterized by sets
of jump operators J and decoherence rates y7, the matrix
elements Ty, are more generally defined by

TSy =ilH. S+ ) vgDI)Sa =) Sulun. (I5)
J m

The results in Appendices C, E, and G can be used to write
model-agnostic codes that compute matrix elements 7y, tak-
ing a particular Hamiltonian H and decoherence processes
{(J, y7)} as inputs.

In order to compute a quantity such as spin squeezing,
we need to compute correlators of the form (S, (¢)), where
for clarity we will reintroduce the explicit time dependence
of Heisenberg operators S, (¢). The order-M TST expansion
takes

k
(SiO) = (€7 S,00) = Y 1 (TS, (0))

k=0

k M ik
-y % > (SuO)TE, = > ,i—. D (Sn(O) Ty
: k=0 " m

k>0 m

J6)

where TX are matrix elements of the kth time derivative
operator 7, given by

1 m=n
0 _ ) 1
Ton = {O otherwise’ Tn = T
k>1 _
Tm; = Z Tmpk—l T TP}Pz TPzI’l TPl"' a7
P1:P2s-sPik—1

Matrix elements 7,X, and initial-time expectation values
(Sm(0)) are thus computed as needed for any particular cor-
relator (S, (7)) of interest, and combined according to (J6).
Note that initial-time expectation values (S,,(0)) are an input
to the TST expansion, and need to be computed separately for
any initial state of interest; expectation values with respect to
spin-polarized (Gaussian) states are provided in Appendix I.
In practice, we further collect terms in (J6) to write

1

k= = ) (Su(0) Ty (38)

M
(Su(t)) — gcnktk, -

m

where ¢, are time-independent coefficients for the expansion
of (S, (¢)). After computing the coefficients c,y, there is only

negligible computational overhead to compute the correlator
(Sp(t)) for any time ¢.

APPENDIX K: ANALYTICAL RESULTS FOR THE
ONE-AXIS TWISTING MODEL

The OAT Hamiltonian for N spin-1/2 particles takes the

form

1 . 1
Hoar = XSZ2 = EX ZGZ(’)UZ(/‘) + A_LNX’
Jj<k

(K1)

where az(’ ) represents a Pauli-z operator acting on spin j. This
model is a special case of the zero-field Ising Hamiltonian
previously solved in Ref. [64] via exact, analytical treatment
of the quantum trajectory Monte Carlo method for computing
expectation values. The solution therein accounts for coherent
evolution in addition to decoherence via uncorrelated single-
spin decay, excitation, and dephasing, respectively, at rates y_,
¥4, and y, (denoted by 'y, [y, and I in Ref. [64]). Letting
S =N/2 and pu,v € {+1, —1}, we adapt expectation values
computed in Ref. [64] for the initial state |X) oc (|1) 4+ | ))&V
with S |[X) = §|X) evolving under Hpar, finding

(S1() = Se ™ " Dy, )N, (K2)
S8 =K (s (s}
(( " z)(t» - _E< [L(t)> + ( - E)
x e MW (uy, HP(x, )V 2, (K3)

1
((SuSy)(@) = (1 = 8,)(S + w (S:(0))) + S(S - 5)

x e ([ +vlx, 2, (K4)
where
iy A
X, t)=e cos (wxt) + — sin (wxt) |,
wx
A+ iX
WX, 1) = e—”< t! ) sin (wx?), (K5)
wx

for

K= +y-+1), A= +ro),

A=y, —y., wxy=+vX?-22—iXA. (K6)

In order to compute spin squeezing as measured by the Ram-
sey squeezing parameter £2 defined in (14), we additionally
need analytical expressions for (S,(¢)) and (Szz(t)). As these
operators commute with both the OAT Hamiltonian and the
single-spin operators az(j ), their evolution is governed entirely
by decay-type decoherence (see Appendix E1), which means

d
7 (S(1)) = Sy — y=) — (y+ + y-) (S:(0)),

d ., 1
S20) =Sy +v)+ 2<S - 5>(V+ —y=) (S:(1))

(K7)

il

— 2(y+ + 7)) (S2(0)) (K8)
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= ] TNT /
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. /
-g 10 —§ I
g ] \ /
1073 \6‘7
T T T T

Time (Nxt)

FIG. 4. Spin squeezing throughout decoherence-free evolution
of N =100 spins initially in the state |X), computed using both
exact methods (solid lines) and the TST expansion in Eq. (10) with
M = 35 (dashed lines). Solid circles mark the times at which the TST
expansion gives an unphysical result with £2 < 0.

The initial conditions (S,(0)) =0 and (SZZ(O)) = §/2 then
imply

(S.(t)) = S(%)(l — ey,

++V

2 | IAYANIOAY
(Sz(t)>—§S+S<S 2)( S )

With appropriate assumptions about the relevant sources of
decoherence, the expectation values in (K2)—(K4) and (K9)
are sufficient to compute the spin squeezing parameter £ in
(14) at any time throughout evolution of the initial state |X)
under HOAT-

APPENDIX L: DIAGNOSING BREAKDOWN OF
THE TST EXPANSION

In Fig. 1 of the main text, the TST expansion provided
nearly exact results for squeezing until a sudden departure
that quickly resulted in an unphysical squeezing parameter,
& 2<0.In general, however, there is no fundamental relation-
ship between the breakdown of the TST expansion and the
conditions for a physical squeezing parameter £2. A proper
diagnosis of breakdown therefore requires inspection of the
correlators (S,(¢)) used to compute the squeezing parameter
£2, which upon breakdown will rapidly take unphysical values
with [(S,(1))| 2 S™"I. As an example, Fig. 4 shows the squeez-
ing parameter £2 throughout decoherence-free evolution of
N = 100 spins initially in the state |X). In this example, the
squeezing computed by the TST expansion for the TAT model
diverges from the exact answer without an immediate and
obvious signature of breakdown. Nonetheless, breakdown can
still be diagnosed by inspection of individual correlators, as
shown in Fig. 5, where we plot Im (Si) as a function of time
for N = 100 spins evolving under the TAT without decoher-
ence. Figure 5 shows that breakdown clearly occurs around
Nyt < 7, when the correlator (Si) begins to diverge to values
>8§% = (N/2)* = 2500 in magnitude. A joint inspection of
Figs. 4 and 5 suffices to trace the anomalous behavior of £2

5 x103
9
1
—1 4
—2 -
-3 r r r r
0 2 4 6 8

Time (Nxt)

FIG. 5. A collective spin correlator in the TAT model with N =
100 spins and no decoherence, computed using the TST expansion
with M = 35. The divergence of correlators of this sort can be used
to diagnose the breakdown of the TST expansion.

from Nxt ~ 7 back to N xt & 6, when it first took a sudden
turn before becoming unphysical at Nyt =~ 8.

APPENDIX M: SPIN SQUEEZING WITH
STRONG DECOHERENCE

Here we provide supplementary evidence of our finding
in Sec. III that the TNT model can produce more squeezing
than the OAT or TAT models in the presence of strong
decoherence. To this end, Fig. 6 shows the minimal squeezing
parameter ér%lin achievable with N = 100 spins through the
OAT, TAT, and TNT models as a function of the rate y, at
which individual spins undergo spontaneous decay, excitation,
and dephasing. These results were computed with quantum
trajectory simulations, with 103 trajectories per data point.
While the OAT and TAT models produce more squeezing than
the TNT model with weak decoherence, this squeezing falls
off faster with an increasing decoherence rate yy. The relative
robustness of TNT is in part a consequence of the fact that
TNT initially generates squeezing at a faster rate than OAT
or TAT, thereby allowing it to produce more squeezing before
the degrading effects of decoherence kick in.

| ® oar ’
B TAT
TNT B
£ ~
QF M
10~ 1 |
] [ ) [
] e ©
:. o m
4 . . .
10—2 10-1 100
Yo/X

FIG. 6. Optimal spin squeezing of N = 100 spins undergoing
spontaneous decay, excitation, and dephasing at rates y_ = y; =
y. = y5, computed using quantum trajectory simulations with 103
trajectories per data point.
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APPENDIX N: HEISENBERG OPERATORS
IN OPEN QUANTUM SYSTEMS

Here we explain the origin and character of the mean-
zero “‘noise” operators Ep(t) that appear in the expan-
sion of a Heisenberg operator O(t) = >, On(t)Su + Eo(t)
with time-dependent coefficients O,,(¢) for time-independent
Schrodinger operators Sp,. Our discussion should clarify why
noise operators play no role in our calculation of expectation
values of the form (O(¢)) and (OQ(r)), despite the fact that
noise operators generally do need to be considered in the
calculation of more general multitime correlators in open
quantum systems [65].

In any closed quantum system with initial state p and prop-
agator U (t), such that the state at time ¢ is p(t) = U (t)pU ' (¢),
time-dependent Heisenberg operators O(¢) are uniquely de-
fined from time-independent Schrodinger operators O by

(O) =t [p@)0] = tr [pO@)]. (N1)

Enforcing (N1) for arbitrary initial states p forces O(t) =
UT(t)OU(t). In an open quantum system, however, the def-
inition of a Heisenberg operator is not so straightforward.
Open systems can often be understood as subsystems of a
larger closed system. Consider therefore an open system S
with environment E, a joint initial state psg, and propagator
Usg (t). The reduced state pg(¢) of S at time ¢ is

ps(t) = tr g[pse ()] = tr g[Usg (1) pse Ugy ()] = Us(1)ps,
(N2)

where ps = ps(0) is a time-independent state of S in the
Heisenberg picture, S denotes the space of operators on §, and
the quantum channel U () has the decomposition [71]

Us(t)ps = Y UL @)pstds (1)

J

(N3)

with ordinary operators Z/{S(j )(t) on S. We can therefore expand

(Os(1)) = tr[ps(1)Os] = tr [Us(t)psOs] = tr [pslh (1)Os]
= tr[psOs(1)] = (Os(1)) (N4)
where UST (¢) is the adjoint map of Us(¢) (with respect to a trace

inner product between operators on ), and we define the time-
dependent operator

Os(t) =US)0s = Y U HOUL 1),

J

(N5)

We thus find that substituting Og(¢) in place of Og(z) suffices
for the calculation of correlators (Os(t)), thereby accounting
for the validity of the equation of motion in (2). As we show
below, this substitution also suffices for the calculation of two-
time correlators of the form (OgsQs(¢)) when the environment
E is Markovian.

The problem with defining Heisenberg operators Og(t)
by Os(t) only becomes evident when considering products
of Heisenberg operators. One would like for the product
of two Heisenberg operators Og(t) and Qg(t) to satisfy
Os(1)Qs(t) = (OsQs)(t). This intuition can be formalized by

observing that

(Os(t)) = tr[pse()(Os @ 1g)] = tr [pse (Os @ 1)(1)]
= {(Os @ 1)), (N6)

where 1 is the identity operator on E, expectation values of
Heisenberg operators on system A € {S, E, SE} are taken with
respect to the state p4, and

(Os @ 1p)(t) = Ul (1)(Os @ 1) Us (t).

By expanding Heisenberg operators similarly to (N6) and
(N7), we then find

(Os(1)Qs(1)) = (Os ® Lp)(1)(Ls @ 1))
((OsQs @ L)1) = ((OsQs)(1)) -

The expression in (N5), however, makes it clear that generally
Os(t)Qs(t) # (Os9Qs)(¢). To correct for this discrepancy, we
define

(N7)

(N8)

Os(t) = Os(1) + Eo, (1) (N9)

in terms of new “noise” operators £y, (¢) that are essentially
defined to enforce the consistency of operator products such
as Og(1)Qs(t) = (OsQs)(t). Self-consistency forces noise
operators to be mean zero, as

(Eos()) = (Os()) — (Os(1)) = 0.

Furthermore, if the environment E is Markovian, then noise
operators are also uncorrelated with initial-time observables,
ie., (Os€q (1)) =0, which means that noise operators can
be neglected in the calculation of two-time correlators of the
form (OsQg(t)). To see why, we observe that a Markovian
environment is essentially defined to satisfy

(N10)

ps (1) = Usp(0)pseUgy (1) ~ ps(1) ® pe = Us(1)ps ® p,
(N11)
with pg a time-independent steady state of the environment. If
we enforce (N11) for all states pg, e.g., the maximally mixed
state pél) o« 1 and p§2) = pél) + Os with Oy any traceless
operator on S with operator norm ||Og|| < 1/tr 15 (i.e., such

that p§2> remains positive semidefinite, or a valid quantum
state), then by linearity we find that

Use (1) (15 ® pp)UdL (1) ~ Us()1s ® pg, ~N12)
Usi(1)(Os ® pp)Ugp(t) ~ Us(t)Os @ pe,

which implies that the Markov approximation (N11) holds
even if we replace pg by any operator on S, and in particular

Usi (1) pse(Os ® 1)Uy (1) = Usp (1) (psOs @ pr)Ugy (1)
~ Us(t)(psOs) ® pe.  (N13)
We can therefore expand
(05Q5(1)) = tr [pse(Os @ 1)UL (1)(Qs ® 1x)Usi (1)]
(N14)

= tr [Use (t) pse(Os @ 1)U (1)(Qs ® 1)1,
(N15)
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and invoke the Markov approximation in (N13) to find that

(OsQs(1)) = tr [Us(1)(psOs)Qs] = tr [psOsthy (1)Qs]
= (0sQs(1)) , (N16)

which implies

(Os€qs(1) = (OsQs(1)) — (OsQs(1)) = 0. (N17)

Noise operators thus play no role in the calculation of correla-
tors such as C(¢) in (15). In contrast, noise operators generally
do play a role in the calculation of multitime correlators of
the form (] j Oé’ )(tj)> [65]. Furthermore, these calculations
generally require additional assumptions about the environ-
ment. To keep our discussion simple and general, we therefore
exclude the effects of noise terms in Sec. I'V.

APPENDIX O: SHORT-TIME LINEAR RESPONSE AND
TWO-TIME CORRELATORS

Here we discuss the appearance of two-time correlation
functions in the short-time linear response of correlators to
perturbations of a Hamiltonian. Consider an initial Hamilto-
nian H perturbed by an operator V with |V || < ||H||, where
|O|| denotes the operator norm of O, such that the net Hamil-

tonian is H = H + V. We denote the generator of Heisenberg
time evolution under the perturbed (unperturbed) Hamiltonian
by T (T). These generators are related by

T=T+iV (O1)

where V is a superoperator the action of which on operators
O is defined by

VO =[V,0O]_. (02)

Through quadratic order in the time ¢ and linear order in the
perturbation V, we can say that

T itV

¢~ i, ", ~ et + LitleT V], (03)

Defining perturbed and unperturbed Heisenberg operators
O(r) and O(r) that, respectively, satisfy (O(r)) = (¢/T ©) and
(O@)) = (e'TO), we thus find that for sufficiently small times
t and weak perturbations V

(O@) — 0@) = ((¢T —eTHO)
~ Lit(([v, O1_(0) + (IV, O()1-)).  (04)

Two-time correlators (VO(¢)) and (O(¢)V ), in addition to the
expectation values ((VO)(¢)) and ((OV)(¢)), thus determine
the short-time linear response of correlators (O(t)) to pertur-
bations V of a Hamiltonian.
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