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Photoabsorption, photoionization, and Auger processes at the carbon K edge in CH3I
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The dynamics of photoabsorption, photoionization, and the associated Auger decay have been investigated
at the carbon K edge in methyl iodide (CH3I) using linearly polarized synchrotron radiation. Ion yield
measurements were used to investigate transitions in the pre-edge region due to excitations into either unoccupied
valence or Rydberg states. The assignment of these transitions was achieved through comparison with theoretical
x-ray absorption spectra calculated using time-dependent density functional theory, within the Tamm-Dancoff
approximation. Several of the Rydberg states belonging to series converging onto the C1s ionization limit
exhibit significant vibrational structure that is also interpreted using theoretical calculations. The C1s in CH3I
photoelectron spectrum was measured, and the observed vibrational structure was assigned with the aid of
theoretical predictions. Polarization dependent, resonantly excited, valence shell photoelectron spectra were
recorded at photon energies coinciding with the C 1s → σ ∗, C 1s → 6sa1 and C 1s → 6pe transitions in CH3I,
thereby allowing photoelectron angular distributions to be determined. The nonresonantly excited C(KVV) Auger
electron spectrum was measured and some of the features observed at high kinetic energies were attributed to
transitions into valence orbitals possessing significant iodine character. The contributions of participator and
spectator Auger decay to the resonantly excited photoelectron spectra have been assessed. The influence of
participator decay appears minor whereas spectator decay results in the enhanced population of satellite states.
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I. INTRODUCTION

Methyl iodide has long been a prototypical sample for
photodissociation studies with ultraviolet (UV) light sources
[1–9], and it is now playing a similar role in recent photoion-
ization and photodissociation studies with extreme ultraviolet
(XUV) light sources and free-electron lasers (FELs) [10–15].
In the latter studies, an electron is excited out of the valence
shell by a UV photon, or out of an inner shell by an XUV or x-
ray photon, and resonant or nonresonant inner shell excitation
is used to probe the resulting dynamics. In principle, the
x-ray probe allows the time-dependent relaxation and decay
processes to be followed in a site-selective and state-selective
manner [16–18]. Knowledge of the electronic structure and
spectroscopy of the core excited molecule is particularly
valuable for the design of these experiments and for the
interpretation of the resulting time-dependent dynamics.

In an attempt to address this need, we have been work-
ing to characterize the methyl iodide spectra for excitation
out of the inner valence and core orbitals in the photon
energy region between 50 and 700 eV. In a series of papers
[19–21], we have reported the photoionization, photoelectron,
and Auger electron spectra out of the I3d , I4s, I4p, and
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I4d orbitals, complementing these experimental data with
theoretical calculations of the corresponding processes. We
have also explored the shake-up satellites near the C1s edge
following nonresonant excitation near 600 eV [22]. In the
present paper, we report measurements of the total ion yield
curve of CH3I in the region around the C 1s−1 edge (291.3 eV)
[23]. These data are supported by theoretical calculations
of the corresponding absorption spectrum. Comparison of
the two data sets allows the assignment of a number of the
resonances, along with their corresponding vibrational struc-
ture. In principle, the intensities, shapes, and widths of the
resonant features can provide insight into the character of the
excited state potential energy surfaces and the dynamics on
these surfaces. The present data sets are also complemented
by measurements of the photoelectron- and Auger-electron
energy and angular distributions, both within the continuum
and on selected resonances. To our knowledge, this region of
the x-ray spectrum of CH3I has not been studied in detail
previously [23–25]. However, CH3I spectra in this region
have been recorded using dipole electron impact techniques,
providing a foundation for the present analysis. In addition,
previous experimental [26,27] and theoretical [28] studies
of the valence shell, single-photon double-photoionization of
CH3I provide invaluable information for the assignment of the
present nonresonant and resonant Auger electron spectra.

2469-9926/2020/101(2)/023408(13) 023408-1 ©2020 American Physical Society

https://orcid.org/0000-0003-1351-605X
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.101.023408&domain=pdf&date_stamp=2020-02-14
https://doi.org/10.1103/PhysRevA.101.023408


RUARIDH FORBES et al. PHYSICAL REVIEW A 101, 023408 (2020)

The ground state configuration of CH3I is [25]

(I1s)2(I2s)2(I2p)6(C1s)2(I3s)2(I3p)6(I3d )10(I4s)2(I4p)6(I4d )10 core,

(1a1)2(2a1)2 inner valence,

(1e)4(3a1)2(2e)4 outer valence,

where the core, inner valence, and outer valence configura-
tions are separated. All of the core orbitals except C1s are
associated with the I atom, while the inner and outer valence
orbitals are more delocalized and given labels in the C3v

symmetry of the molecule.
Following a discussion of the experimental and theoretical

methods, the total ion yield of methyl iodide is presented and
compared with the theoretical results. The photoelectron spec-
tra and the nonresonant and resonant Auger spectra following
the ejection or excitation of a C1s electron in methyl iodide
are then presented and discussed. The paper concludes with a
discussion of the implications of the present results.

II. EXPERIMENTAL AND THEORETICAL METHODS

A. Experimental apparatus

The experiments were carried out at the French national
synchrotron radiation facility SOLEIL, using the soft x-ray
undulator-based PLÉIADES beamline. Detailed descriptions
of the beamline and end-station spectrometers have been
reported previously [29,30], so only a brief description is
provided here. The investigation employed a variable groove
depth, 600 lines/mm plane grating to monochromatize lin-
early polarized radiation from an Apple II type permanent
magnet undulator. The degree of linear polarization was
>99% across the photon energy range considered here, based
on beamline estimates and verified at several photon ener-
gies by examining the C1s in CH3I photoelectron angular
distributions. The monochromator exit slit width depended
upon the particular measurement being undertaken. For the
ion yield, a slit width of 20 μm was chosen, resulting in a
theoretical optical resolution of ∼33 meV. A slit width of
50 μm, corresponding to an optical resolution of ∼70 meV,
was used for the valence shell photoelectron spectra recorded
following resonant excitation of the C1s orbital in CH3I.
Optical resolutions of ∼420 and 100 meV were used for the
C(KVV) Auger spectrum and the C1s photoelectron spectrum,
respectively, recorded at a photon energy of 614 eV.

The ion yield was measured using a spectrometer that
has been described previously [19]. Commercially available
high-purity CH3I (>99% Sigma Aldrich) was introduced,
after several freeze-pump-thaw cycles, into the experimental
chamber as an effusive expansion. The experimental chamber
pressure was kept close to 4.5 × 10−6 mbar to ensure adequate
ion count rates. The ion yield spectra were recorded near the
C K edge as a function of photon energy in steps of 10 meV in
the pre-edge region, and in steps of 200 meV above the ion-
ization threshold. The energy scale was calibrated using the
experimental value of 285.62 eV for the C 1s → σ ∗ transition
in CH3I, determined in previous electron energy loss spectra
(EELS) [24].

The Auger electron and photoelectron spectra were
recorded using a VG Scienta R4000 hemispherical spectrom-
eter, which was mounted in a fixed position. During the acqui-
sition of spectra, the instrument was operated in the so-called
transmission mode of the electron lens. The CH3I sample
gas was introduced inside a differentially pumped gas cell
that contained five electrodes to compensate for the plasma
potential gradient along the photon beam. This ensured the
highest possible spectrometer resolution [30]. The pressure
inside the Scienta spectrometer chamber was maintained at
around 4 × 10−6 mbar, with the gas cell operating at approx-
imately two orders of magnitude higher. The C(KVV) Auger
spectrum and the resonantly excited valence shell photoelec-
tron spectra were recorded using an analyzer pass energy of
50 eV and a 0.6 mm curved entrance slit, which resulted in
a theoretical spectrometer resolution of 100 meV. An addi-
tional contribution to the total experimental resolution arises
from the translational Doppler broadening due to the thermal
motion of the room temperature CH3I target. For the highest
photoelectron kinetic energy considered here, approximately
300 eV, the Doppler linewidth broadening corresponds to
18 meV [31].

The polarization axis of the linearly polarized radiation
entering the monochromator could be rotated through 90◦,
thereby enabling the determination of the photoelectron angu-
lar distributions. Spectra were recorded with the polarization
axis lying parallel (ϑ = 0◦) and perpendicular (ϑ = 90◦) to
the direction of the electron’s path towards the detector. The
resultant intensities, I0 and I90, respectively, were normalized
to the average photon flux (measured with a photodiode
located at the end of the beamline), the spectral integration
time, and the chamber pressure. The photoelectron anisotropy
parameter, β, characterizing the angular distribution, is given
by [30]

β = 2(I0 − I90)

(I0 + 2I90)
. (1)

In the presentation of electron spectra, it is useful to show
results that are independent of the electron angular anisotropy,
thereby permitting quantities such as branching ratios be-
tween various features to be compared directly [30]. This situ-
ation can be achieved by constructing the so-called magic an-
gle (54.7◦ with respect to the polarization of the incident syn-
chrotron radiation) spectra via the well-known expression [30]

I54.7 = (I0 + 2I90)

3
. (2)

B. Absorption spectrum calculations

The x-ray absorption spectrum at the C K edge in CH3I was
computed using methods similar to those outlined in Ref. [19].
Briefly, the spectrum was calculated by using time-dependent
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density functional theory (TDDFT) within the Tamm-Dancoff
approximation [32]. The single excitation space was limited
to include excitations from the C1s orbital to the full virtual
orbital subspace. The calculations utilized the Coulomb at-
tenuating method three-parameter Becke, Lee, Yang, and Parr
(CAM-B3LYP) exchange-correlation functional [33] with an
augmented quadruple zeta plus polarization basis set [34].
The C K edge ionization threshold relative to the lowest
C1s transition energy (C 1s → σ ∗) in the neutral molecule
is computed using a � self-consistent field (SCF) approach
[35]. With this approach, the energy of the ionization po-
tential is determined to be 6.57 eV above the lowest energy
transition. The calculated excitation energy for the C 1s → σ ∗
transition is 275.09 eV, compared to the experimental value of
285.62 eV [23]. The resulting (shifted) theoretical ionization
potential is 285.62 + 6.57 = 292.19 eV. The pre-edge spec-
trum (i.e., below the ionization threshold) was generated by
convoluting the calculated intensity at each transition energy
with a Gaussian function having a full width at half maximum
(FWHM) of 0.1 eV.

Vibrationally resolved spectra were computed using the
FCclasses code [36] including Franck-Condon (FC) effects.
The spectra were simulated at 298 K, but we found the com-
puted spectra to be relatively insensitive to the temperature.
Harmonic vibrational frequencies were computed using the
B3LYP functional [37] and 6-311++G** basis set. The vibra-
tional frequencies for the core excited states were determined
using the maximum overlap method [35] which maintains
the core excited state within the DFT calculation. The six
vibrational modes of CH3I may be characterized as follows
[38]: ν1(a1) CH3 symmetrical stretch, ν2(a1) CH3 symmet-
rical deformation, ν3(a1) CI stretch, ν4(e) CH3 degenerate
stretch, ν5(e) CH3 degenerate deformation, and ν6(e) CH3

rock. See Supplemental Material [39] for vibrational energies
and orbital plots of these modes in the neutral ground state,
the 6sa1, 6pe, and 6pa1 Rydberg states, and the C1s ionic
state. The presented spectra were generated by performing a
convolution of the vibrational transitions with a Gaussian of
0.06 eV (FWHM).

III. RESULTS AND DISCUSSION

A. Ion yield

Figure 1 shows the ion yield of CH3I recorded in the
vicinity of the C1s pre-edge extending up to and including
the ionization threshold. The ion yield is dominated by a
series of prominent features which corresponds to resonant
excitation of the C1s core electron into unoccupied valence or
Rydberg states. The assignment of a specific peak in the ex-
perimental spectrum is based upon a visual inspection and on
a comparison between the theoretical and measured spectra.
This comparison relies upon the calculations predicting the
relative energies of the excited states, and the intensities of
the transitions, to a sufficiently high degree of accuracy. The
theoretical results are shown in Fig. 1 and listed in Table I.
The high intensity of peak 8 in the theoretical spectrum is an
artifact associated with the theoretical method. The calculated
transition energy of the state corresponding to peak 8 is very
close to, or slightly higher than, the calculated ionization

FIG. 1. (a) Experimental ion yield spectrum (blue) of CH3I
recorded in the C1s pre-edge region. The experimental spectrum
has been plotted after subtraction of a background signal due to
continua associated with ionization of the valence and I4d orbitals.
The background signal can be assessed from the wide range ion
yield shown in Fig. 2. The experimental spectrum is overlaid with a
theoretical absorption spectrum (grey dashes) constructed by convo-
luting the calculated intensity (black), at each transition energy, with
a Gaussian of width 0.1 eV (FWHM). The theoretical spectrum arises
solely from excitations of the C1s orbital. The y axis corresponds to
the ion yield for the experimental data and to the absorption signal
for the theoretical data. In both cases the units are arbitrary. Details
of the assignments of the various transitions are provided in the main
text and summarized in Table I. (b) Plots of the valence and Rydberg
orbitals for peaks 1–8 in panel (a). In the orbital plots, the C-I bond
lies horizontally with the methyl group on the left for peaks 1–4, 6,
and 8, whereas the methyl group is aligned away from the page for
peaks 5 and 7. The blue and grey colors on the orbital plots represent
the phase of the wave function.

threshold. The theoretical approach does not allow states
lying above the ionization threshold to be distinguished from
those lying below. The anomalously high intensity predicted
for peak 8 indicates that the state associated with this peak
is not being described appropriately. Note that in the the-
oretical spectrum plotted in Fig. 1 the calculated transition
energies have been shifted so that the predicted excitation
energy of the C 1s → 6sa1 transition coincides with the
experimental value.

The first intense band, at 285.62 eV, has a large width
[∼1 eV (FWHM)], and corresponds to the transition from
the C1s orbital into the lowest unoccupied molecular orbital
(LUMO) σ ∗(a1).The dissociative nature of this core excited
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TABLE I. Spectral assignments for the features labeled 1–8 and i–iii in Figs. 1 and 2, respectively. Transition energies and assignments
from a previous EELS investigation [24] are provided for comparison.

Excitation energy (eV) Hitchcock and Brion [24]

Feature Experimental Theoreticala Assignment Excitation energy (eV) Assignment

1 285.62 285.38 σ ∗(a1) 285.62 σ ∗(a1)
2 287.66 287.66 6sa1 287.65 6sa1

3 288.66 288.64 6pe 288.68 6pe
4 289.23 288.96 6pa1 289.25 6pa1

5 289.67 289.41 5de 288.68 7sa1

6 290.00 289.94 5da1 290.04 7p, 5d
7 290.37 290.15 5de 290.42 8p
8 290.7 ∼290.8 7sa1 Unobserved N/A
C1s IP N/A 292.19 � 291.3 �
i 293.4 N/A Two-electron excitation 293.4 Two-electron excitation
ii 295.6 N/A Two-electron excitation 295.6 Two-electron excitation
iii 297.4 N/A Two-electron excitation Unobserved N/A

aThe theoretical transition energies have been shifted so that the calculated value for the C 1s → 6sa1 transition coincides with the experimental
value (287.66 eV).

state has been investigated using ab initio molecular dynamics
simulations [39]. Similar broad peaks have been observed for
the analogous C1s → LUMO transitions in CH3F, CH3Cl,
and CH3Br [23,24]. In CH3I, the width of the C 1s−1 σ ∗
resonance may be produced by a combination of processes,
including ultrafast neutral dissociation, resonant Auger pro-
cesses, and overlapping states within the resonance. The peaks
at higher excitation energies exhibit significantly narrower
widths, when compared to that of the σ ∗(a1) resonance,
and have been attributed to several different Rydberg states
[23,24].

The LUMO+1 transition (feature 2) corresponds to exci-
tation into the 6sa1 Rydberg state. The nature of this orbital
is apparent in the plot shown in Fig. 1(b). The vibrational
structure associated with this electronic manifold will be
discussed and compared against calculations that include vi-
brational effects in Sec. III A 1. Features 3 and 4 correspond
to transitions into two p-type Rydberg orbitals of 6pe and
6pa1 character, respectively. These electronic state manifolds
also exhibit a significant number of vibrational features (see
Sec. III A 2).

The assignment of the higher lying states (features 5–7)
becomes increasingly challenging, despite the comparison
with the calculated transition energies. However, the plots for
features 5, 6, and 7 closely resemble de, da1, and de orbitals,
respectively. Thus, these features are tentatively assigned to
the C 1s → 5de, 5da1, and 5de transitions (Table I). (Note
that in C3v symmetry, there are two de orbitals for each value
of the principal quantum number, n). Although mixing may
occur between the 5da1 and 6sa1 orbitals, the orbital plot
for feature 6 appears to possess significant d character. The
orbital plots appear inconsistent with previous assignments of
features 6 and 7 to p-type Rydberg states [24]. Angle resolved
photoion yield spectra, which can help elucidate the assign-
ment of these higher lying features, have been utilized previ-
ously in the study of other small polyatomic molecules [40].

A summary of the experimental and calculated transition
energies, as well as the proposed assignments, is provided
in Table. I. We note that a weak spectral feature observed at

284.5 eV in Fig. 1 is most likely an artifact due to carbon
contamination on the beamline optics. No transition below
that due to the C 1s → σ ∗ excitation is predicted in the present
calculation or has been observed previously [23,24].

An ion yield spectrum was recorded with a coarser step size
over a broader energy range to investigate the above-threshold
continuum structure. This spectrum is shown in Fig. 2, with
three weak features appearing at approximately 293.4, 295.6
and 297.4 eV. These features most likely correspond to double
excitations. Further details of the shake-up processes at the C
K edge of CH3I have been reported by Trofimov et al. [22].

FIG. 2. Experimental ion yield spectrum (blue) of CH3I in the
C1s pre-edge and above threshold regions. The red dashed line de-
notes the C1s ionization potential taken from Ref. [23]. Highlighted
is a weak, but discernible, continuum structure, likely due to double
excitations. Transition energies of these features (i–iii) are given in
Table I.
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FIG. 3. Experimental ion yield spectrum (blue) of CH3I in
the C1s pre-edge region around the 6s Rydberg transition
and the corresponding theoretical absorption spectrum (grey dot-
dash). The theoretical spectrum has been obtained by convoluting the
calculated spectral intensity (black) at a particular excitation energy
with a Gaussian of 0.06 eV (FWHM). The y axis corresponds to the
ion yield for the experimental data and to the absorption signal for
the theoretical data. In both cases the units are arbitrary. The spectra
show some vibrational structure and the dominant transitions are
summarized in Table II.

1. Vibrational structure associated with the 6s Rydberg state

The ion yield spectrum in the vicinity of the 6s Rydberg
state is shown in Fig. 3 to highlight the vibrational struc-
ture (labeled a–d) associated with this Rydberg manifold.
A relatively sharp peak is observed at ∼287.66 eV, with a
shoulder at slightly higher energy (∼287.73 eV). A more
diffuse peak appears at an excitation energy 0.32 eV above
that corresponding to the adiabatic transition. Some of the
calculated structure was observed previously [23,24], but is
better resolved in the present spectrum.

Overlaid with the experimental data is a theoretical x-ray
absorption spectrum calculated by using the methodology out-
lined in Sec. II B. The calculated spectrum helps to facilitate
the analysis of the experimental spectrum, and the proposed
assignments for features a–d in Fig. 3 are given in Table II.
We note that the calculated spectrum has been energetically
shifted to match the 6s band origin so that the vibrational
structure can be compared directly. A comparison of the theo-
retical transition energies with the experimental data indicates
that the asymmetry on the high energy side of the peak due
to the adiabatic transition, at ∼287.73–287.80 eV, appears to
arise mainly from single excitation of the ν3 mode (feature
b) and the ν2 mode (feature c). The diffuse band labeled
d was previously assigned to excitation of one quantum of
ν1, based, in part, on the similarity of the 0.32 eV spacing
between features a and d to the CH3I ground state value of
0.364 eV [38], and the present calculations agree with this

TABLE II. Spectral assignments for the vibrationally resolved
components of the 6s Rydberg state.

Excitation energy (eV)

Feature Experimental Theoreticala Assignment

a 287.66 287.66 Band origin (0–0)
b 287.73 287.73 ν3

c Unresolved 287.81 ν2

d 287.98 288.05 ν1

aThe theoretical energies have been shifted so that the calculated
adiabatic transition energy for the 6s Rydberg state (287.90 eV)
coincides with the experimental value.

assignment. The decrease in the vibrational spacing indicates
a weakening of the C-H bond and suggests that the 6s Rydberg
state is somewhat antibonding in character. However, the ab
initio molecular dynamics [39] show that this state does not
undergo C-I cleavage on an ∼100 fs timescale.

In the experimental spectrum, the width of the band labeled
d, associated only with single excitation of the ν1 mode, is
larger than that of the band labeled a. No other electronic
transitions are predicted in this region of the spectrum (Fig. 1),
the presence of which might account for the observed width.
However, there are several factors that could lead to the
calculations underestimating the width of the feature around
288 eV. For example, the calculations are based upon a
single geometric structure and the vibrational intensities are
computed through a Franck-Condon overlap. Higher order
effects, such as Herzberg-Teller coupling, are ignored. In
view of these approximations, a band width of 60 meV was
chosen to provide an adequate representation of the spec-
tra, showing the effects of the vibrational structure on the
band profiles.

2. Vibrational structure associated with the 6p Rydberg state

The ion yield spectrum associated with the 6pe and 6pa1

Rydberg manifolds (Fig. 4) exhibits a complex peak struc-
ture with numerous vibrational states having spectral overlap
and/or significant broadening. The theoretical spectrum for
these two states has been shifted so that the adiabatic tran-
sitions for the 6pe and 6pa1 states lie at the experimental
energies of 288.66 and 289.23 eV, respectively. The calcula-
tions take into account the double degeneracy of the 6pe state.
Table III provides a summary of the dominant vibrational
excitations associated with the 6pe and 6pa1 states.

For the 6pe state, the electronic symmetry allows vibra-
tional excitations involving the degenerate e modes in ad-
dition to those arising from the totally symmetric modes.
The calculations (Table III) show that only feature B is due
solely to excitation of a totally symmetric mode. All the
other features, most of which contain contributions from
more than one vibrational component, incorporate excitations
involving the degenerate modes. Some of the components are
combination bands.

The vibrational structure associated with the 6pa1 state
overlaps the high energy part of the structure due to the 6pe
state. The most intense vibrational transitions associated with
the 6pa1 state (features I, J, and L) arise from excitation of a
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FIG. 4. The experimental ion yield spectrum of CH3I in the C1s
pre-edge region around the 6pe and 6pa1 Rydberg states (blue curve).
Both Rydberg manifolds exhibit significant vibrational structure,
and assignments for the dominant transitions (A–N) are given in
Table III. The theoretical calculations that provide both the transition
energy and predicted intensity for the 6pe and 6a1 states are shown
as black and magenta vertical bars, respectively. A convolution of
the predicted transitions with a Gaussian function with a width of
0.06 eV is shown as a grey dot-dash curve. The y axis corresponds
to the ion yield for the experimental data and to the absorption signal
for the theoretical data. In both cases the units are arbitrary.

single quantum of the ν3, ν2, or ν1 modes, all of which have
a1 symmetry. Overall, the theoretical spectrum derived from
the calculated transition energies and intensities provides a

TABLE III. Spectral assignments for the dominant vibrational
components associated with the 6pe and 6pa1 Rydberg states.

Feature Excitation energy (eV)a Vibrational assignments

6pe
A 288.66 0–0
B 288.73 1ν3

C 288.83 1ν2, 1ν5a

D 288.90 1ν2 + 1ν3, 1ν3 + 1ν5a

E 289.00 1ν4a

F 289.07 1ν1, 1ν3 + 1ν4a, 1ν4b + 1ν6

G 289.14 1ν1 + 1ν3, 1ν4b + 1ν6a + 1ν6b

6pa1

H 289.23 0–0
I 289.30 1ν3

J 289.41 1ν2

K 289.48 1ν2 + 1ν3

L 289.66 1ν1

M 289.73 1ν1 + 1ν3

N 289.84 1ν1 + 1ν2

aThe calculated excitation energies have been shifted so that the
adiabatic transitions for the 6pe and 6pa1 states coincide with the
experimental energies of 288.66 and 289.23 eV, respectively.

FIG. 5. The experimental vibrationally resolved photoelectron
spectrum of C1s ionization of CH3I at 614 eV (blue curve). The
theoretical transition energies and intensities from the present cal-
culations are shown as black lines. The convolution of the predicted
transitions (see text for details) is also shown (grey dot-dash curve).

satisfactory description of the experimental spectrum due to
the 6pe and 6pa1 states.

B. Carbon 1s photoionization

Figure 5 shows the C1s photoelectron spectrum for CH3I,
recorded at a photon energy of 614 eV using parallel polarized
radiation. Overall, the spectrum exhibits structure similar
to that in the closely related system CH3Cl, where only a
single vibrational mode was experimentally resolved [41].
The theoretical transition energies and intensities from the
present calculations are also shown in Fig. 5, both as a
stick spectrum and after convolution. The convolution uses a
Gaussian of 149 meV (FWHM), corresponding to the value
of the instrumental resolution extracted from the fitting of the
experimental spectrum, together with a Lorentzian of 88 meV
(FWHM), corresponding to the extracted core-hole lifetime
width. The theoretical spectrum has been shifted so that its
origin matches that of the experiment.

A weighted least-squares fitting routine was used extract
the positions, intensities, and lifetime widths from the experi-
mental spectrum. To reduce the number of fitted parameters, a
single lifetime width was used for all of the observed features.
For electrons emitted with kinetic energies of several hundred
eV, the effects of post collision interaction are expected to be
negligible, and it is reasonable to adopt a Lorentzian profile to
describe the photoelectron peaks [42]. The Lorentzian profile
was then convoluted with a Gaussian to account for the exper-
imental broadening associated with the photon bandwidth and
electron spectrometer resolution. The results from this fitting
of the experimental photoelectron spectrum are compared
with the theoretical results in Tables IV and V, and a very
satisfactory agreement has been found.
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TABLE IV. Spectral assignments and binding energies for the C1s photoelectron spectrum in methyl iodide.

Binding energy (eV) Intensity (arb. units)

Feature Assignment Experimentala Theoreticalb Experimentala Theoreticalb

I Band origin (0–0) 291.3 291.3 1.0 1.0
II ν3 N/A 291.366 N/A 0.023
III ν2 291.477 291.472 0.134 0.128
IV ν1 291.705 291.727 0.341 0.342
V ν1 + ν2 291.882 291.899 0.038 0.033
VI 2ν1 292.110 292.153 0.047 0.079

aExperimental binding energy from fit of the present data. The binding energies have been shifted to set the origin at 291.3 eV [23]. See text
for details.
bTheoretical values from the present calculation. The binding energies have been shifted so that the origin matches the experimental value.

In the absence of vibronic interactions, only totally sym-
metric (a1) vibrational modes will be excited in the ionization
process. The assignment of the experimental structure has
been made through comparison with the theoretical spectrum.
In CH3I, there are only three allowed modes, with ener-
getically distinct vibrational energies, which in the neutral
ground state correspond to 364, 155, and 66 meV for the C-H
symmetric stretch, H-C-I bend, and C-I stretch, respectively
[38]. The dominant progression in Fig. 5 involves the C-
H stretching mode, for which the experimental fit gives a
fundamental vibrational energy of 405 ± 1 meV. This value is
close to the corresponding value for CH3Cl of 398 meV [41].

The lifetime width extracted from the fit has a value of
88 ± 2 meV. This value is similar to the corresponding
lifetime widths for methane (95 ± 5 meV [43]), CO2 (95
± 5 meV [44]), CF4 (77 ± 6 meV [45]), and, perhaps most
relevant to the present work, CH3Cl (88 ± 5 meV [46]). The
remarkably similar values among the various species suggests
that the core-hole lifetime is relatively insensitive to the local
chemical environment [46]. This observation is not surprising
given that the dominant Auger processes that determine this
lifetime involve inner valence orbitals localized on the C atom.

C. The C(KVV) Auger electron spectrum of methyl iodide

The C(KVV) Auger electron spectrum of methyl iodide,
recorded with parallel polarized synchrotron radiation at
a photon energy of 614 eV, is shown in Fig. 6. At this
photon energy, the C 1s−1 photoelectron kinetic energy is

TABLE V. Calculated and experimentally extracted vibrational
energies for the a1 symmetry modes in the C1s photoelectron spec-
trum of CH3I. Vibrational energies in the neutral ground state of
CH3I are provided for comparison [38].

Vibrational energy (meV)

Vibrational Neutral ground
mode Experimentala Theoreticalb statec

ν1 405 ± 1 426.4 364
ν2 179 ± 5 172.0 155
ν3 N/A 65.8 66

aFrom fit of the experimental data. See text for details.
bTheoretical results from present calculations.
cFrom Ref. [38].

high, and the anisotropy parameter characterizing the align-
ment of the molecular frame is expected to be essentially zero.
As a result, the C(KVV) Auger electron angular distribution
should be isotropic. The C(KVV) spectrum of CH3I, which
exhibits several distinct broad peaks, has not been investigated
previously, but in some respects it is similar to the exten-
sively studied C(KVV) spectrum of CH4 [47–53]. The latter
spectrum is also shown in Fig. 6. We have used the available
experimental [48,49,51,52] and theoretical [47,50,53] results
for CH4, along with experimental [26,27] and theoretical [28]
determinations of the valence shell double ionization energies
of CH3I, to help guide the assignments for the principal
peaks observed in the C(KVV) spectrum of CH3I. We have
performed �SCF calculations with B3LYP functionals and

FIG. 6. The Auger electron spectrum following ionization of the
K shell in CH3I (blue). The spectrum was recorded at a photon energy
of 614 eV, and utilized parallel polarized synchrotron radiation. The
dashed vertical lines denote expected kinetic energies for Auger
decay transitions correlating with various states of CH3I2+. Cyan
(dot-dash), magenta (long dashes), and black (short dashes) lines
refer to methyl iodide doubly ionized states which have varying
degrees of CH3 character; for further details see main text. The CH3I
results are shown alongside the analogous C(KVV) Auger electron
spectrum of CH4 (grey dot-dash), data adapted from Ref. [52].
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TABLE VI. Theoretical Auger transitions calculated by using the �SCF approach with B3LYP functionals and an augmented quadrupole
zeta plus polarization basis set.

Final state Double ionization Present expt.a electron
Final state multiplicity energy (eV) Theoretical kinetic energyb (eV) energy (eV)

(3a1)−2 Singlet 32.83 258.48 260.7

(1e)−1(3a1)−1 Singlet 34.57 256.73 255.1
Triplet 34.34 256.96

(2a1)−1(3a1)−1 Singlet 39.30 252.00
Triplet 38.56 252.74

Singlet (x,y) 38.61 252.69
(1e)−2 Singlet (x,x) 40.72 250.59 250.2

Triplet 38.08 253.22

(2a1)−1(1e)−1 Singlet 41.18 250.12
Triplet 40.95 250.34

(1a1)−1(3a1)−1 Singlet 43.13 248.17
Triplet 42.21 249.09

(1a1)(3a1)−1 Singlet 47.51 243.79 238.8
Triplet 45.79 245.51

(2a1)−2 Singlet 46.77 244.53
(1a1)−2 Singlet 55.46 235.84 232.2

aBecause the Mulliken population analysis indicates that the 2a1 orbital is localized primarily on the I atom, we have assumed that it plays
only a small role in the C 1s−1 Auger processes.
bThe theoretical kinetic energy has been obtained by subtracting the calculated double ionization energy from the experimental value
(291.3 eV) of the C 1s in CH3I ionization energy.

an augmented quadruple zeta plus polarization basis for the
double valence-hole states of CH3I2+. These results are shown
in Table VI.

A useful model that allows a simple interpretation of an
Auger spectrum is that proposed by Siegbahn et al. [54]. In
this intra-atomic transition model, the Auger decay is assumed
to be highly localized around the atomic site containing the
initial hole, and the dominant orbitals participating in the
deexcitation process are those possessing a high electron
density around that site. The delocalized valence orbitals are
considered as a linear combination of atomic orbitals, and thus
those with a substantial component on the atom containing the
initial hole contribute significantly to the Auger transitions.
The electronic configuration of methane is (1a1)2(2a1)2(1t2)6,
and both the 2a1 and 1t2 orbitals are considered valence or-
bitals [55]. All three orbitals have substantial C character. As
a result, the Auger processes following C 1s−1 ionization of
methane should result in final-state configurations of (2a1)−2,
(2a1)−1(1t2)−1, and (1t2)−2. States with two holes in a single
nondegenerate orbital will be singlet, while those with single
holes in two different orbitals, or in a degenerate orbital, can
be singlet or triplet. If the splittings between the singlets and
triplets is small, they will show up as a single peak. Similarly,
there are multiple states associated with the (1t2)−2 configu-
ration, but if the splittings among them are small compared to
the linewidth, they will result in a single peak. Consistent with
this discussion, the methane Auger spectrum in Fig. 6 does
indeed show three peaks, at 229.8. 237.7 and 250.4 eV [52],
which are assigned to the (2a1)−2, (2a1)−1(1t2)−1, and (1t2)−2

final states, respectively. The fastest, (1t2)−2, peak is also the
most intense, reflecting the greater number of electrons in the
t2 orbital relative to the 2a1 orbital.

Based on the Mulliken atomic populations for CH3I [22],
the inner valence 1a1 and 2a1 orbitals have predominantly
C2s and I5s character, respectively. The outer valence 1e
and 2e orbitals have predominantly C2p and I5p character,
respectively, while the 3a1 orbital corresponds to a σC−I

bonding orbital with an approximately 60/40 mix of I5p and
C2p character. Thus, based on the model of Siegbahn et al.,
the strongest C 1s−1 Auger processes are expected to be those
involving the 1a1, 1e, and 3a1 orbitals. In contrast, the 2e
orbital is essentially a pure I lone-pair orbital, and C 1s−1

Auger processes involving the 2e orbital are expected to be
weak. In Table VI, the theoretical Auger electron energies
for processes involving the 2a1 orbital are included, but these
processes are also assumed to be weak in the C1s Auger
spectrum because of their dominant I character.

In order of increasing Auger electron energy, one therefore
expects CH3I C 1s−1 Auger processes to the following six
final-state configurations will dominate the spectrum: (1a1)−2,
(1a1)−1(1e)−1, (1a1)−1(3a1)−1, (1e)−2, (1e)−1(3a1)−1, and
(3a1)−2. The (1e)−2 configuration can give rise to multiple
states but, as in the case of the (1t2)−2 configuration of CH4,
we assume these splittings are small. Thus, six strong features
are expected in the CH3I C 1s−1 Auger spectrum. The CH3I
spectrum in Fig. 6 shows considerably more structure than the
CH4 spectrum, but only five fairly well-resolved features are
observed, with energies of approximately 232.2, 238.8, 250.2,
255.1, and 260.7 eV. Comparison with the CH4 spectrum
allows the tentative assignment of these features. In particular,
given the similarities of the lowest energy feature in the CH3I
and CH4 spectra, it is reasonable to assign the 232.2 eV
feature in the CH3I spectrum to the (1a1)−2 configuration,
which is essentially the (C2s)−2 configuration. The peak at
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238.8 eV then most likely corresponds to the (1a1)−1(1e)−1

configuration. With this assignment, the state arising from
(1a1)−1(3a1)−1 may correspond to the low energy shoulder of
the intense 250.2 eV feature. The (1e)−2 configuration would
then be responsible for the most intense peak at 250.2 eV,
which is consistent with the greater number of electrons in
the 1e orbital. Finally, the (1e)−1(3a1)−1 and (3a1)−2 config-
urations would give rise to the 255.1 and 260.7 eV peaks,
respectively. As seen in Table VI, these results are in quite
good agreement with the predicted energies of the two-hole
states, providing support for the assignments.

The experimental results of Hult-Roos et al. [27] on the
double photoionization of CH3I provide additional support for
the assignment of these last two peaks. In particular, two peaks
observed in their spectra have double ionization energies of
34.8 and 31.2 eV. Populating the same two states by Auger
processes following C 1s−1 ionization would lead to Auger
electron energies of 256.5 and 260.1 eV, respectively, where
we have used a C1s edge energy of 291.3 eV [23]. Given
the uncertainties in the measurements, these two energies are
quite close to the observed values. Furthermore, Hult-Roos
et al. suggest that the character of the hole structure is “mainly
CH3 character” and “I and CH3 character” for the 34.8 and
31.2 eV states, respectively. The (3a1)−2 configuration does
indeed have mixed I and CH3 character, and the (1e)−1(3a1)−1

is mostly CH3 character, with some I character for the (3a1)−1

hole. These assignments are also in reasonable agreement
with the theoretical values in Table VI, i.e., 34.7/34.34
(singlet/triplet) and 32.83, respectively.

Hult-Roos et al. [27] and Pilcher-Clayton and Eland [26]
also observed a number of doubly ionized states of CH3I
associated with the (2e)−2 configuration. Because the 2e
orbital corresponds closely to an I5p lone-pair orbital, it is
not expected that the (2e)−2 configuration will be important
in the Auger decay of the C 1s−1 hole. Nevertheless, the
electronic configuration of (3a1)2(2e)2, corresponding with
the doubly charged molecular ion, results in states of 3A2, 1E ,
and 1A1 symmetry. The double ionization energy of CH3I, due
to the formation of the 3A2 state, occurs at 26.664 eV [27].
An Auger transition involving this state would lead to the
highest electron kinetic energy. An estimated kinetic energy
of ∼264.6 eV is obtained by using the C1s ionization energy
in CH3I together with the double ionization energy of the 3A2

state. As expected, the C(KVV) spectrum of CH3I does not
exhibit a peak at this kinetic energy.

Pernpointner et al. [28] have also calculated the double
ionization energies of a number of the states lying in the
25.8–30.1 eV range and given the leading atomic contri-
butions to the individual states. These energies have been
used, shifted by 0.84 eV to higher energy so that the cal-
culated double ionization energy (25.82 eV [28]) for the
lowest state coincides with the experimental value (26.664
eV [27]), to estimate Auger electron kinetic energies for the
C(KVV) transitions. Some of these correspond to the states
observed by Hult-Roos et al. [27] and Pilcher-Clayton and
Eland [26]. The vertical lines shown in Fig. 6, representing
predicted Auger electron energies, are color coded according
to the atomic contributions [28]: cyan lines correspond to
states having a predominantly I5p contribution; magenta lines
correspond to states having ∼64% I5p, 16% C2p, and 3% H1s

character; and black lines correspond to states having ∼43%
I5p, 22% C2p, and 20% H1s character. It can be seen that
only those doubly charged states falling into the third category
contribute significantly to the observed intensity distribution.
As indicated above, these likely correspond to the (3a1)−2

configuration.

D. Valence shell photoelectron spectra

Polarization dependent, valence shell photoelectron spectra
were recorded at photon energies of 285.62, 287.66, and
288.66 eV, coinciding with the C 1s → σ ∗, C 1s → 6sa1 and
C 1s → 6pe excitations, respectively. In addition, polarization
dependent spectra were measured at a photon energy of
287 eV. This energy does not coincide with a transition into
a neutral excited state (Fig. 1). Thus, at this energy, the
photoionization dynamics are likely to be dominated by direct
ionization.

The nonresonantly excited photoelectron spectrum (hν =
287 eV) is very similar to that recorded at a photon energy
of 85 eV [56]. The spectrum (Fig. 7) displays well resolved
bands due to the (2e)−1 X̃ 2E , (3a1)−1 Ã 2A1, and (1e)−1 B̃ 2E
outer valence states, together with more complex structure as-
sociated with the inner valence orbitals. According to Ceder-
baum et al. [57], the single-particle model of ionization breaks
down in the inner valence region, and electron correlation
redistributes the intensity associated with a particular orbital
over numerous satellite states. The photoelectron anisotropy
parameters for the single-hole outer valence states, and those
for the satellite states, are high (β � 1), as is usually the case
for direct ionization at high electron kinetic energies.

The photoion yield (Fig. 1) shows that the absorption peaks
associated with the C 1s → σ ∗, C 1s → 6sa1, and C 1s →
6pe transitions are superimposed upon continua due to ion-
ization of the valence and I4d orbitals. Thus, the resonantly
excited photoelectron spectra of the valence shell, recorded
at photon energies coinciding with these resonances, will
contain contributions from direct ionization and from indirect
processes.

The core excited states may decay through participator
or spectator Auger processes [58,59] that result in ions with
holes in their valence shells. In a participator Auger decay,
the excited electron takes part in the decay: either a va-
lence electron fills the inner hole, and the excited electron is
ejected, or the excited electron fills the hole and an electron
is ejected from one of the valence orbitals. The end result is
the formation of a one-hole (1h) ionic state, and, for CH3I,
these single hole states correspond principally to the X̃ , Ã,
and B̃ states. The participator Auger decay can affect the
photoionization dynamics associated with these ionic states
as observed through the photoionization partial cross sections
and the photoelectron angular distributions. In a spectator
Auger decay, the excited electron remains as a spectator
during the decay, a valence electron fills the inner hole,
and an electron is ejected from one of the valence orbitals.
Such processes lead to the formation of two-hole–one-particle
(2h-1p) excited satellite states, which are usually located in
binding energy regions higher than those encompassing the
single hole states.
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FIG. 7. Magic angle Auger electron spectra (blue), and the as-
sociated anisotropy parameters (grey), recorded at photon energies
corresponding to the (a) σ*, (b) nonresonant, (c) 6sa1, and (d) 6pe
transitions in the C1s pre-edge region (see Fig. 1).

We consider first the influence of participator Auger de-
cay on the valence shell photoelectron bands. As already
discussed in relation to the C(KVV) spectrum of CH3I, the
probability that the 2e outer valence orbital plays a significant
role in participator Auger decay is low, as the Mulliken atomic
populations for this orbital are dominated by the contribution
from the iodine atom. Hence, the overlap between the 2e or-
bital and the core hole is small. The 3a1 and especially the 1e
valence orbitals possess a much higher C character, and thus
are more likely to be involved in participator Auger decay.

FIG. 8. Resonantly excited Auger electron spectra recorded at
photon energies corresponding to the (a) C 1s → σ ∗ (285.62 eV)
and (b) C 1s → 6pe (286.66 eV) transitions for both parallel (blue)
and perpendicular (grey) polarization geometries. The nonresonant
C(KVV) Auger spectrum (black) is shown for comparison with an ap-
propriate electron kinetic energy shift applied to match the resonant
data. The y-axis numbering applies to the resonantly excited (blue
and grey) spectra only. The vertical positions of the nonresonant
(black) spectra are arbitrary, with the spectra being placed to provide
a suitable comparison with the resonantly excited spectra.

Figure 7 shows the magic angle, resonantly excited valence
shell photoelectron spectra and the corresponding photoelec-
tron anisotropy parameters derived from the polarization de-
pendent measurements. Neither the relative intensities nor the
β values associated with the X̃ single-hole states differ signifi-
cantly from those in the nonresonantly excited (hν = 287 eV)
spectrum. However, the relative intensities of the Ã and B̃
bands are strongly dependent on the excitation wavelength.
This is consistent with the idea that the hole in the X̃ state is
localized on the I atom, while the hole in the Ã and B̃ states
has more density on the C atom. As expected, this behavior
complements that observed following resonant excitation of
the I4d orbital in CH3I [21], where participator Auger decay
was found to strongly influence the X̃ 2E state photoelectron
anisotropy parameter. In general, participator Auger decay can
also lead to the population of vibrational levels whose direct
photoionization cross sections are low.

Turning now to spectator Auger decay, Fig. 8 shows
the resonantly excited, polarization dependent, valence shell
photoelectron spectra recorded at photon energies of 285.62
and 288.66 eV, coinciding with the C 1s → σ ∗ and C 1s →
6pe transitions, respectively. These spectra are plotted as a
function of electron kinetic energy. A kinetic energy shifted
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C(KVV) spectrum of CH3I has been included in each panel
of Fig. 8. In a normal (nonresonant) Auger spectrum, the
peaks are due to transitions into two-hole (2h) final states.
For resonant excitation with the initially excited electron
remaining a spectator to the subsequent decay, the peaks in the
Auger spectrum arise from transitions into 2h-1p final states.
In this case, the resonantly excited Auger spectrum generally
resembles the normal Auger spectrum, but the corresponding
features are shifted to higher kinetic energy by several eV.
This shift is due to the shielding provided by the electron in the
excited orbital. For example, the Auger electron kinetic en-
ergy associated with the iodine M45N45N45 transitions in CH3I
[20] are shifted to higher energy by ∼7.62 eV in the resonantly
excited spectrum compared to the corresponding values in the
normal spectrum. In CH3I, the term value for the I 3d5/2 → σ ∗
transition is 6.45 eV. Thus, the shift in the Auger kinetic
energies is larger than the term value. Similarly, in CH4, the
kinetic energies of the resonantly excited C(KVV) spectrum,
coinciding with the C 1s → 3sa1 transition (with a term value
of ∼3.7 eV [51]) were ∼7 eV higher than those in the normal
spectrum [52]. The shift in the kinetic energy depends upon
the shielding, and hence the term value, and decreases as the
excited state approaches the ionization threshold.

Using these experimentally determined shifts as a guide,
the C(KVV) spectrum in CH3I has been shifted, somewhat
arbitrarily, by 7 eV towards higher kinetic energy for com-
parison with the valence shell photoelectron spectra recorded
at 285.62 eV [Fig. 8(a)] coinciding with the C 1s → σ ∗
transition, whose term value is 5.68 eV. In Fig. 8(b), the
C(KVV) spectrum has been shifted to higher kinetic energy
by 4 eV, while the term value of the C 1s → 6pe transition
is 2.64 eV. The ordinate scales used for the C(KVV) spectra
in Figs. 8(a) and 8(b) are arbitrary, and not the same as that
for the valence shell photoelectron spectra. Auger electron
angular distributions following resonant excitation may be
anisotropic [60] due to molecular frame alignment induced
by the photoabsorption process. Our discussion of the effect
of spectator Auger decay does not consider this possible
anisotropy. However, the shifted C(KVV) spectra plotted in
Fig. 8 are sufficient to allow the influence of spectator Auger
decay on the resonantly excited valence shell photoelectron
spectra to be assessed.

The evidence presented in Fig. 8 suggests that much of
the additional broad structure observed in the inner valence
region of the resonantly excited photoelectron spectra can
be attributed to spectator Auger decay. Such processes seem
to constitute the major contributor to the electron intensity
occurring at binding energies greater than that of the C̃ 2A1

state band at ∼19.5 eV. Note that the sharp peak occurring in
the C1s → 6pe resonantly excited photoelectron spectrum at
a kinetic energy of ∼239 eV is due to ionization of the I3d5/2

orbital with third-order radiation.
The comparison of the resonantly excited valence shell

photoelectron spectra of CH3I recorded in the present study
with the analogous spectra for CH3Cl measured by Nandi
et al. [61] is informative. We consider specifically the spectra
arising from the C 1s → σ ∗ and C 1s → pe transitions. For
the spectra associated with the σ* state, the magic angle
photoelectron spectrum in each molecule exhibits a large
enhancement of intensity in the inner valence binding energy

region with a dip occurring around ∼25 eV (Fig. 7). Even
the overall shape of the inner valence photoelectron band in
CH3I is similar to that in CH3Cl. Moreover, the photoelec-
tron anisotropy parameters exhibit a similar dependence on
binding energy with the value of the β parameter becoming
negative in the ∼26–30 eV range (Fig. 7).

Excitation into the pe Rydberg state produces a huge
increase in the photoelectron intensity in the inner valence
region of each molecule, with the associated β parameter
being essentially zero (isotropic). This similarity in the anal-
ogous resonantly excited valence shell photoelectron spectra
of CH3Cl and CH3I suggests a common decay mechanism.
The C(KVV) spectrum of CH3Cl has not been measured but
is likely to be similar to that of CH3I. Thus, it seems that
spectator Auger decay is the dominant deexcitation process
for the core excited states, and leads to the formation of
numerous 2h-1p states located in the inner valence binding
energy region.

The calculations performed by Nandi et al. show that
the average angular distribution for all the unresolved spec-
tator resonant Auger electrons is almost isotropic, regard-
less of excitation energy [61]. This prediction appears con-
sistent with the experimental results on both CH3Cl and
CH3I.

The resonantly excited C1s Auger spectra of CH4 show
that the observed structure increasingly resembles that oc-
curring in the normal Auger spectrum as the excited state
approaches the ionization threshold [52]. However, at some
excitation energies, additional structure is discernible that may
be due to vibrational effects. It is possible that such effects
may account, at least in part, for the differences between the
broad features observed in the resonantly excited photoelec-
tron spectra of CH3I and those in the C(KVV) spectrum.

IV. CONCLUSION

The total ion yield of CH3I has been measured, using
synchrotron radiation, in the vicinity of the C1s ionization
threshold. Structure observed below the ionization limit has
been assigned to transitions into either unoccupied valence
or Rydberg orbitals, based upon predicted excitation energies
and intensities calculated using TDDFT, within the Tamm-
Dancoff approximation. Several of the Rydberg states exhibit
vibrational structure. Tentative assignments for the active
vibrational modes have been proposed through comparison
with a simulated spectrum computed using the FCclasses
code. In general, a satisfactory agreement has been achieved
between the experimental and calculated vibrational band
shapes. Resonantly excited, polarization dependent, valence
shell photoelectron spectra have been recorded at photon
energies coinciding with the C1s → σ ∗, C1s → 6sa1 and
C1s → 6pe transitions. These have allowed magic angle pho-
toelectron spectra and photoelectron anisotropy parameters
to be determined. The normal C(KVV) spectrum has been
measured and some of the structure has been interpreted using
previously determined ionization energies of CH3I and expec-
tations based upon a localized electron density model. This in-
terpretation suggests that, although most of the intensity in the
C(KVV) spectrum can be associated with molecular orbitals
possessing a high C and H character, transitions involving
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valence orbitals containing some I contribution may account
for some of the peaks occurring at high kinetic energies.

The resonantly excited valence shell photoelectron spectra
have been discussed in relation to participator and spectator
Auger decay. The influence of participator decay appears
minor. In contrast, spectator Auger decay seems to account
for the significant increase in the population of 2h-1p states
located in the inner valence region. The evidence for this
interpretation has been obtained by comparing the normal
C(KVV) spectrum, shifted to higher kinetic energy to allow for
the shielding provided by the excited electron in the resonant
state, with the resonantly excited photoelectron spectra. This
comparison seems to confirm the dominance of spectator
Auger decay.
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