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Ghost imaging at an XUV free-electron laser
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Here we present the results of a classical ghost imaging experiment accomplished at an XUV free-electron
laser (FEL). To perform such experiment at an FEL source each x-ray pulse was transmitted through a moving
diffuser, which created a noncorrelated speckled beam. This beam was then split in two identical branches by
introducing a beam splitter in the form of a transmission grating. In one of these branches the sample was
positioned. We demonstrate the possibility of image formation, a double bar in our case, in the beam that has
never interacted with the sample. With this experiment we extend the quantum optics methodology to the FEL
community.
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I. INTRODUCTION

With the advent of the laser in the 1960s the new domain
of quantum optics emerged [1], which became one of the
most dynamic fields of optical science using visible light
[2]. Within quantum optics the subject of quantum imaging,
based on utilizing correlation techniques, is presently evolv-
ing particularly rapidly [3–22] (see for review Ref. [23]).
Employing techniques of quantum imaging may lead to an
enhanced resolution that can, in principle, overcome Abbe’s
fundamental limit of classical optics [12,15,16,19].

Recently developed x-ray free-electron lasers (XFELs)
[24] are unique sources of bright, femtosecond x-ray radia-
tion. Operation of most of them is based on the self-amplified
spontaneous emission (SASE) process [25]. While they pos-
sess high first-order coherence [26–28], the analysis of the
second-order coherence shows that SASE FELs statistically
behave similar to chaotic sources [29–31]. One important
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exception from this behavior is the externally seeded FEL
FERMI, which produces laserlike radiation and exhibits first-
as well second-order coherence [32].

One exceptional property of the XFEL sources is their high
degree of degeneracy, which is the number of photons in a
single spatial and temporal mode. Our analysis showed that
it is as high as 109 at SASE FELs [26,27,29] and reaches a
value of 1011 for externally seeded FELs [32]. That makes
them different from synchrotron sources where this parameter
is of the order of 10−2 [33]. Such high values of degeneracy
parameter open the way for quantum optics experiments at
XFEL sources, as it was previously explored with conven-
tional lasers.

One of the schemes proposed and developed in the domain
of quantum imaging is the so-called ghost imaging (GI)
technique [4,7] (see for review Ref. [13]). The idea is based
on the parallel measurement of two correlated beams [see
Fig. 1(a)], where one beam passes through the object and the
transmitted light is detected using a bucket detector, whereas
the other beam is freely propagating and recorded using a
pixelized detector. The reconstructed object results from the
coincidence measurements performed between each pixel of
the pixelized and bucket detectors. Initially it was assumed
that GI needs quantum correlations between the two beams
[4], but later it was realized that measurements can also be
performed using classically correlated coherent light beams
[7], pseudothermal light [8–10], or even thermal sources
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[11]. Recently, it has been demonstrated that GI can also
be implemented using hard x-ray radiation from synchrotron
sources [17,18,20] and even tabletop x-ray source [21]. At the
same time, performing GI experiments at an FEL source has
many striking advantages in comparison to GI experiments
at the limited photon flux sources (see detailed discussion in
Appendix A).

Ghost imaging with thermal light sources is based on
correlating speckles, i.e., intensity fluctuations of the incident
beam, which can be produced either by diffraction of coherent
light by a diffuser [34,35], or utilizing the natural fluctuations
of thermal light, as in the original experiment by Hanbury
Brown and Twiss (HBT) [36,37]. The correlation of the
intensity in the two arms forms the ghost image G(x, y)

G(x, y) = 〈�IB · �IR(x, y)〉M√〈
�I2

B

〉
M

〈
�I2

R (x, y)
〉
M

, (1)

where �IB,R = IB,R − 〈IB,R〉M , IB is the bucket signal (the total
intensity transmitted through the sample), and IR(x, y) is the
intensity collected at each pixel of the reference detector
[which is normalized by

∑
x,y IR(x, y)]. Intensities IR(x, y)

are collected for each individual FEL pulse, and 〈. . .〉M ex-
presses the average over M realizations. Here, we report on
the realization of a GI experiment performed in the extreme
ultraviolet (XUV) range at an FEL source.

II. EXPERIMENT

For our GI experiments we employed the PG2 beamline
of the FLASH facility [38] using the single bunch mode
with 10 Hz repetition rate. The beam from the undulator
with average pulse energy of 21 μJ went through a Xe gas
absorber operated at 3×10−2 mbar gas pressure reducing the
pulse power by about two orders of magnitude and thus
avoiding radiation damage of the detector. The transmitted
(zeroth-order) beam from the monochromator at a wavelength
of 13.4 nm (92.5 eV photon energy) had a bandwidth of ∼1%
and a focus size of approximately 50×50 μm2 full-width at
half-maximum (FWHM) at the focal position, 1.86 m in front
of the detection position [39]. The end station, consisting of
a diffuser, transmission grating (TG), sample, and detector, is
schematically shown in Fig. 1(b). As mentioned, GI at classi-
cal sources relies on a varying speckle pattern, used to probe

FIG. 1. Conceptual layout of (a) a ghost imaging experiment and
(b) schematic setup used at FLASH, which allowed successful ghost
imaging using an FEL beam.

the sample. In our experiment, the speckles were generated by
coherently illuminating a diffuser made of silica nanospheres
of approximately 200 nm in diameter [19]. The diffuser was
continuously moved such that each FEL pulse was impinging
on a different transverse position of the diffuser. In this way
the speckle pattern effectively varied from pulse to pulse.
As a sample we employed a two-slit structure with slit bars
of 200 μm width and 1.5 mm height separated by 200 μm.
It was prepared by electroplating 300 nm thick cobalt (with
transmission of about 10−8 at 13.4 nm radiation wavelength)
onto a 100 nm Si3N4 substrate. The sample was positioned
1.37 m downstream of the TG and was illuminated by the first
order of the grating.

The intensities of the bucket and reference signal, at the
end of the experimental unit, were measured simultaneously
by an in-vacuum Andor Ikon charge-coupled device (CCD)
composed of 2048 × 2048 pixels with 13.5×13.5 μm2 size
each, positioned 0.30 m downstream from the sample. The
detector was operated at a repetition rate of 5 Hz and triggered
by the PG2 beamline fast shutter. The bucket and reference
signals were defined as regions of 80×80 pixels on the CCD.
The intensity over the area corresponding to the bucket de-
tector was then integrated to mimic the signal of a large area
bucket detector. The direct beam (zeroth order from the TG)
was blocked by the sample holder in order to avoid detector
saturation.

The most important ingredient for a successful implemen-
tation of GI is that the speckle patterns of both arms of the
beam are identical and not overlapping. To reach this goal, a
TG made of a 350 nm freestanding gold structure with a pitch
of 17 μm and a slit width of 10.2 μm was placed in the beam
to produce identical copies of the incoming light.

III. RESULTS AND DISCUSSION

A typical speckle pattern produced by a single FEL pulse
and detected in absence of the sample is shown in Fig. 2,
with FWHM size of speckles on the order of 100 μm. Three
additional features can be deduced from Fig. 2 and Fig. 4 in
Appendix B. First, a stripy structure of the beam extended
in the vertical direction, due to specific TG enforcement
technology, can be observed. Second, a partial overlap of
intensities from different diffraction orders is visible. Third,
a small asymmetry in the intensity distribution with respect to
the grating symmetry plane of the zeroth order (vertical black
dashed line in Fig. 2) was detected. While the latter was pos-
sibly caused by a misalignment of the TG, the others resulted

FIG. 2. Single pulse speckle pattern obtained at a selected posi-
tion of the diffuser. White boxes define different probed positions,
the color bar defines the number of detected photons and the length
of the white bar is equal to one millimeter.
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FIG. 3. Results of ghost imaging reconstruction G(x, y) [see
Eq. (1)] (a) without and (b) with intensity normalization of the
reference signal. (c) An averaged image at the bucket detector
position. The white scale bar in [(a)–(c)] is 200 μm. (d) Comparison
of intensities projected along the vertical direction in (a), dashed blue
line; (b), dotted red line; and (c), black empty dots.

from the fact that the TG was not specifically designed for the
wavelength of the experiment.

Positions at different vertical distances from the diffraction
plane, defined in Fig. 2 as regions I, II, and III, were probed
to investigate the effect of the direct beam on the GI recon-
struction. Results of correlation analysis at each region are
provided in Appendix B. It turned out that we were not able
to reconstruct any ghost image at positions I and II due to
the presence of a strong background, especially evident when
considering the average of intensities over all realizations (see
Appendix C). On the contrary, position III was less affected
by the direct beam, and mostly consisted of speckles on top of
a background, which was the most homogeneous among the
three cases (see Fig. 4 in Appendix B).

By implementing Eq. (1) to 20000 realizations of position
III, we obtained the ghost image shown in Fig. 3(a). While this
image resembled the double bar shape illustrated in Fig. 3(c),
to improve the result, we further reduced the inhomogeneity of
the background and increased the speckle contrast by means
of an intensity normalization procedure (see Appendix D).
The result of this normalization, applied separately to each
realization of the reference region, clearly exhibits a more
uniform and flat time-averaged background with respect to
the original one (see Fig. 6 in Appendix D). After applying
Eq. (1) and subtracting from each diffraction pattern the
background shown in Fig. 6(e) in Appendix D, we obtained
the ghost image displayed in Fig. 3(b). The resemblance of
the latter with the expected result [see Fig. 3(c)] demonstrates
the importance of a proper consideration of the background.
To translate the qualitative visual assessment of Figs. 3(a),
3(b) to a quantitative estimation, we projected the intensities
along the vertical direction of the detector, obtaining a one-
dimensional curve. In Fig. 3(d) we compare the projections of
the near-field image of the object, measured using the bucket
detector as a pixelized detector and shown in Fig. 3(c), and
its ghost images. While the curve obtained without intensity

normalization [Fig. 3(a)] does not perfectly fit the bucket
line, the one with normalization [Fig. 3(b)] nicely maps the
expected result.

Apart from the inhomogeneity of the background, addi-
tional aspects contributed to the reduction of the maximum
resolution achievable in our experiment. First, speckle pat-
terns corresponding to different TG orders were not confined
enough in space and thus overlapped (see Fig. 2). To overcome
this obstacle and increase the resolution, an improved beam
splitter with larger beam separation angle should be used in
future experiments. Second, the size of the speckles produced
by the diffuser should ideally match the size of the detector
pixel, which in turn should be as small as possible for higher
resolution.

To assess the role of the speckle size on the resolution
in GI, we performed simulations varying this parameter and
using the wavelength, sample size, and geometry as in our
experiment [see Fig. 1(b)]. In particular, we generated 20000
realizations of a random speckle pattern using random phase
field approach [40] with FWHM size of the speckles ranging
from 30 μm to 200 μm at the detector position. We then
propagated these fields to the reference and bucket detector
positions (see Appendix E). As illustrated by Fig. 8 in Ap-
pendix E, our simulations demonstrate improvement of the
spatial resolution when the size of the speckles decreases to
values similar to the detector pixel size.

To investigate the effect of photon density on GI recon-
structions, we added Poisson noise to the simulated data
(see Appendix E). Since Poisson noise depends only on the
incoming number of photons, it is interesting to compare
the reconstruction results as a function of photons flux,
while keeping constant the size of the speckles to 100 μm.
We compare the GI results where the number of photons ap-
proximate the one available for our experiment [Fig. 9(a)] and
cases where it is one [Fig. 9(b)] and two orders of magnitude
lower [Fig. 9(c)], such as potentially available at other x-ray
sources. Clearly, for the greater photon flux we obtained the
higher quality of the reconstruction, but even at the lowest
photon flux of 50 ph/pulse the double bar sample is still
recognizable.

IV. SUMMARY

In summary, we demonstrated ghost imaging at an XUV
free-electron laser facility employing a diffuser to generate a
speckle pattern and a transmission grating to produce identical
copies of the speckle beam. We obtained the ghost image of
a double slit structure by computing the correlations from
20000 frames between a pixelized reference area and the
integral of a bucket region. We investigated the effect of an
inhomogeneous background on the reconstruction of the ghost
image by probing different positions relative to the direct
beam. We finally demonstrated a successful reconstruction of
the double bar structure for the position characterized by the
most uniform background.

With this experiment, we pave the way for ghost imaging
at free-electron laser facilities. Given the flexibility of the
ghost imaging and its potential, this technique, belonging to
the realm of quantum-based imaging protocols, is expected to
become an important tool for imaging in future.
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APPENDIX A: COMPARISON BETWEEN THE FEL
AND SYNCHROTRON X-RAY MEASUREMENTS

GI experiments using synchrotron radiation are challeng-
ing mostly due to the limited photon flux per synchrotron
pulse, which strongly degrades the quality of the images [17].
On the other hand, performing such an experiment at an FEL
has many striking advantages. First, the pulses produced at
FELs have very high intensities (e.g., 109 photons per pulse
at FLASH FEL [29]), i.e, many orders of magnitude more
than what can delivered by synchrotron sources. This also
means that single realization in FEL measurements coincide
with the single pulse measurement that potentially reduce the
total measurement time. For example, our measurements at
FLASH took about one hour of accumulation time (20000
images with 5 Hz repetition rate). Second, coincident de-
tection of the two images in the two arms of the splitted
beam is inherently provided by the short (femtosecond) pulsed
operation of the FEL radiation. And, finally, it is comparably
easy to obtain Fourier limited pulses from FELs that provide
100% contrast in HBT interferometry [29,30,32], which leads
to strongly enhanced contrast in the GI experiments.

APPENDIX B: INTENSITY DISTRIBUTION AND
CORRELATION OF THE BUCKET

AND REFERENCE BEAMS

An example of the measured intensity distribution in ab-
sence of the sample and averaged over 2115 realizations is
reported in Fig. 4(a). Diffraction up to the fifth order is clearly
visible, with the beam FWHM size at the first orders being
about 340 μm.

For GI, identical speckle beams must illuminate the sample
and the reference area at each pulse. To verify this condition
for our experiment we performed cross-correlation analysis of
the measured speckle patterns. The general definition of cross
correlation γ (x, y) of an arbitrary template IB(x, y) of size
(Nx, Ny) and a two-dimensional data set I (x, y) for a single
realization can be expressed as

γ (x, y) =
Nx∑

x′=1

Ny∑
y′=1

I (x + x′, y + y′) IB(x′, y′). (B1)

To account for different illumination conditions, e.g.,
strong beam gradients, γ (x, y) can be zero-normalized (i.e.,

FIG. 4. (a) Time-averaged intensity over 2115 realizations.
(b) Intensity at a selected position of the diffuser, shown to highlight
the speckle pattern. White boxes define different probed positions.
In (a), (b) the color bar defines the number of detected photons
whereas the length of the white bar equals 500 μm. (c) Results of
the time-averaged zero mean normalized cross-correlation function,
ranging from +1 (perfect correlation) to 0 (no correlation). Each of
the boxes corresponding to −1 order in (a) is correlated with every
detector position and the line through each box center is drawn. The
structure of the diffracted beam is especially evident from position
I, demonstrating strong correlation for ±1, ±2, and zero order as
well as half-orders, corresponding to diffraction from the second
harmonic in the FEL beam.

zero mean value) as [41]

γ ′(x, y) =
Nx∑

x′=1

Ny∑
y′=1

I (x + x′, y + y′) − μI (x, y)

σI (x, y)

× IB(x′, y′) − μB

σB
, (B2)

where μB is the mean and σB is the standard deviation of the
template IB(x, y). The local mean μI and the local standard de-
viation σI of the data set I (x, y), calculated over the template
region IB(x, y), are defined as

μI (x, y) = 1

NxNy

Nx∑
x′=1

Ny∑
y′=1

I (x + x′, y + y′),

σI (x, y) = 1

NxNy

√√√√ Nx∑
x′=1

Ny∑
y′=1

[I (x + x′, y + y′) − μI (x, y)]2.

The zero-normalized cross-correlation function is defined in
the range [−1,+1], where −1 implies anticorrelation, 0 no
correlation, and +1 full correlation.

To quantify the correlation among different positions on
the detector [regions I, II, and III shown in Fig. 4(b)] we
implemented the zero mean normalized cross correlation of
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the bucket region intensity IB(x, y) at the −1 order, where
the sample was positioned, and detected intensity I (x, y). In
particular, Fig. 4(c) shows the average zero mean normalized
cross correlation over 2115 realizations. To smooth the noise,
detected data were first convolved with a Gaussian filter of
1×1 pixels standard deviation.

The strongest correlation is between the −1 order, illumi-
nating the sample, and the 0 order, which was blocked by
the sample holder during the experiment to avoid detector
saturation. The correlation is also noticeable between the
−1 order and +1 order, satisfying therefore the necessary
condition to perform ghost imaging.

APPENDIX C: GHOST IMAGING RECONSTRUCTIONS
AT THE POSITIONS I AND II

As discussed in the main part of the paper, three regions,
defined in Fig. 4(b), were explored during our experiment.
While a satisfactory reconstruction was obtained for region
III, no image resembling the sample was obtained for regions
I and II, as illustrated by Fig. 5.

APPENDIX D: INTENSITY NORMALIZATION

To improve our ghost image—in particular to decrease the
inhomogeneity of the background and to enhance the contrast
of the speckles—we normalized intensities in each realization
of the reference area by implementing the additive pattern
method developed in Ref. [42]. Within this formalism, the
image I (x, y) is described as

I (x, y) = α(x, y) + β(x, y)Icorr (x, y), (D1)

where α(x, y) and β(x, y) are the background and modula-
tion of light, respectively, and Icorr (x, y) is the background-
corrected intensity used for further analysis.

FIG. 5. Results of an averaged intensity and ghost imaging re-
construction at (a), (b), (c) positions I and (d), (e), (f) II defined
in Fig. 4(b) after 20000 realizations. An averaged intensity in the
bucket (a), (d) and reference area (b), (e). (c), (f) Results of the
ghost imaging reconstruction G(x, y) [see Eq. (1)]. The scale bar is
200 μm.

FIG. 6. Intensity normalization procedure in the reference area
corresponding to position III in Fig. 4(b). (a) A single realization as
measured; (b) the background α(x, y) of (a), extracted by polynomial
fitting of (a); (c) the light modulation β(x, y); (d) the final result of
the procedure, the function Icorr (x, y). The time-averaged intensity
(20000 realizations) after the normalization procedure (e), compared
to the unnormalized averaged-intensity (f). The cyan scale bar is
200 μm.

Elements described above are reported in Fig. 6 (the de-
tailed procedure is discussed in Sec. 2.1 of Ref. [42]). In
particular, a single realization I (x, y) of the reference detector
is shown in Fig. 6(a). From a polynomial fitting of I (x, y), the
background α(x, y) [Fig. 6(b)] as well as the light modulation
β(x, y) [Fig. 6(c)] are extracted. Finally, the result of the
procedure, the function Icorr (x, y), which is then used for GI
reconstructions instead of I (x, y), is illustrated in Fig. 6(d).

APPENDIX E: GHOST IMAGING SIMULATIONS

Ghost imaging simulations are performed using the same
wavelength, sample size, and geometry described in the main
part of the paper. However, to avoid background inhomo-
geneities, the full width at half-maximum (FWHM) of the
beam impinging on the diffuser is considered to be 40 times
larger than the experimental one.

1. Simulations protocol

To generate a spatially incoherent beam, emulating the one
produced by the diffuser, we follow the procedure described in
Ref. [40]. In particular, we initially generate an electric field
having Gaussian amplitude A f (x, y) of 3.5 mm FWHM and
random phase field ϕ f (x, y) ∈ [−π, π ],

E f (x, y) = A f (x, y) exp[iϕ f (x, y)]. (E1)

We then Fourier transform this field to frequency space
( fX , fY )

E0( fX , fY ) = F[E f (x, y)] (E2)

and multiply the phase by a Gaussian filter F0( fX , fY )

E f ( fX , fY ) = F0( fX , fY )
E0( fX , fY )

|E0( fX , fY )| . (E3)

The final speckle pattern is obtained as inverse Fourier trans-
form

E f (x, y) = F−1[E f ( fX , fY )]. (E4)

013820-5



YOUNG YONG KIM et al. PHYSICAL REVIEW A 101, 013820 (2020)

FIG. 7. Simulation procedure. (a) An initial beam consisting
of a random speckle patterns; (b) same beam propagated to the
reference detector; (c) simulated sample (fully opaque, with the same
geometry as the one employed in our experiment); (d) beam defined
in (a) propagated though the sample; (e) result of the ghost imaging
reconstruction G(x, y) [see Eq. (1)] using a speckle size of 100 μm
FWHM.

By this procedure, the variance of the average size of speckles
at the diffuser position is the inverse of the variance of the
Gaussian filter F0( fX , fY ) [see an exemplificative realization
of the speckle pattern on the diffuser in Fig. 7(a)].

This speckled field E f (x, y) is then propagated using the
angular spectrum method [43,44]. First, the angular spectrum
A0( fX , fY , 0) is generated from the field E f (x, y, 0),

A0( fX , fY , 0) =
∫∫

E f (x, y, 0)exp[−i2π ( fX x + fY y)]dx dy.

(E5)
Then, to determine Ez(x, y, z) at the distance z from the
diffuser (z = 0), the following equations are considered

Az( fX , fY , z) = A0( fX , fY , 0)

× exp

[
i

(
2π

λ

)
z
√

1 − (λ fX )2 − (λ fY )2

]

(E6)

Ez(x, y, z) =
∫∫

Az( fX , fY , z)

× exp[i2π ( fX x + fY y)]dfX dfY . (E7)

According to our experimental geometry, we propagate the
reference beam Ez(x, y, z) from the diffuser to the detector, at
z = 1.79 m [see Fig. 7(b)].

To account for the presence of the sample, we first prop-
agate the beam from the diffuser to the object [Ez1 (x, y, z1 =
1.49 m)] and then we multiply this amplitude by the sample
function O(x, y) [illustrated in Fig. 7(c)]. The result is further
propagated to the detector Ez2 (x, y, z2 = 0.3 m) [Fig. 7(d)].
Finally, ghost imaging calculations are performed on 20000
realizations generated using the procedure described above.
The result of the reconstruction with a speckle size (at
the detector position) of 100 μm FWHM, corresponding to

FIG. 8. Ghost imaging simulations G(x, y) [see Eq. (1)] with the
FWHM of speckles of (a) 30 μm, (b) 100 μm, and (c) 200 μm.

experimental values, is shown in Fig. 7(e). The whole proce-
dure is implemented in the MATLAB package.

2. Speckle size, flux, and fractionation

To assess the effect of the size of the speckles on GI spa-
tial resolution, we generated 20000 realizations of a random
speckle pattern, with FWHM size of the speckles ranging
from 30 μm to 200 μm. As illustrated by Fig. 8, our sim-
ulations demonstrate a strong decrease in resolution when
the speckle size approaches the size of the characteristic
dimensions of the object, which in our case is 200 μm. On the
contrary, the resolution improves when the size of the speckles
decreases.

To address the effect of photon density on GI reconstruc-
tions, we started adding Poisson noise to the simulated beam.
The noise was determined at detector position from a Poisson
distribution considering the total flux detected by the refer-
ence and bucket detectors to be of the order of 
 = 5×103

photons per pulse in the conditions of our experiment. This
number was estimated for an average pulse integrating the
number of counts on the reference region of our detector,
consisting of 80×80 pixels and converting detector counts
to photons. Since Poisson noise only depends on incoming
number of photons, it is interesting to compare reconstruction
results as a function of photons flux, while keeping constant
the size of the speckles to 100 μm. Figure 9 shows GI results
when the number of photons approximate the one available
for our experiment and cases when it is one and two orders
of magnitude lower, as potentially available at other x-ray
sources. Unsurprisingly, the greater the photon flux, the higher
the quality of the reconstruction at a given realization.

FIG. 9. Ghost image reconstruction G(x, y) [see Eq. (1)] with
20000 realizations and 100 μm speckle size when the number
of photons per pulse in both the reference and bucket arm is (a)
5000 ph/pulse, (b) 500 ph/pulse, and (c) 50 ph/pulse. The scale bar
corresponds to 200 μm.
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