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Quantum processing with ensembles of rare-earth ions in a stoichiometric crystal
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We describe a method for creating small quantum processors in a crystal stoichiometric in an optically
active rare-earth ion. The crystal is doped with another rare earth, creating an ensemble of identical clusters
of surrounding ions, whose optical and hyperfine frequencies are uniquely determined by their spatial position
in the cluster. Ensembles of ions in each unique position around the dopant serve as qubits, with strong local
interactions between ions in different qubits. These ensemble qubits can each be used as a quantum memory for
light, and we show how the interactions between qubits can be used to perform linear operations on the stored
photonic state. We also describe how these ensemble qubits can be used to enact, and study, error correction.
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I. INTRODUCTION

Small quantum processors can help make quantum net-
works practical and robust to errors. In a measurement-based
quantum repeater, for example, a multiqubit processor could
purify entanglement [1–3], removing the errors caused by
decoherence during photon transmission. Small processors
could be used to generate the cluster states [4] required for
certain fault-tolerant communication schemes [5] or for blind
quantum computation [6]. If sufficiently strong coupling can
be generated between processors, scalable distributed quan-
tum computing [7,8] will be possible.

The physical systems suitable for making small quantum
processors can look very different from those for full-size
quantum computing, where scaling to large numbers of qubits
is the primary concern. Small processors can prioritize high
qubit interconnectivity and strong qubit interactions. These
properties suggest a system where the qubits are close to-
gether, such as spin clusters in solids. Strong optical coupling
to these spin clusters is required, since most of the applications
described above for small processors interface optically. Ad-
ditionally, the operating wavelength and bandwidth should be
matched to other network elements and the optical channel.
One well-known example of such an optically addressable
spin cluster system is nitrogen vacancy (NV) centers in dia-
mond coupled to a random set of nearby 13C nuclear spins
[9–11].

In this paper we propose a spin cluster system for gen-
erating small quantum processors: the rare-earth host ions
surrounding a dopant in a rare-earth crystal (see Fig. 1).
Tens of qubits could be resolved in such a system, and the
short inter-ion distances mean strong interactions between
qubits exist. The rare-earth ions have optically accessible
hyperfine spin states, with long optical and spin coherence
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times at cryogenic temperatures. Rare-earth-based quantum
repeater technology, such as quantum memories and quantum
sources, is well developed, thus this system is automatically
compatible with other key components of quantum networks.

This rare-earth system has three key advantages over other
spin cluster systems, which we will briefly explain: intercon-
version between optical and spin qubits, isolated two qubit
gates, and a reproducible qubit layout. Considering the first
advantage, the long optical coherence time means that an opti-
cal qubit can be created in addition to a spin qubit. Coherence
on the optical qubit can be faithfully transferred to the spin
qubit and back. This means the system can be used to store
and process photonic quantum information, required for most
of the network applications of small quantum processors. This
same property leads to the second advantage: the existence
of both optical and spin qubits means two qubit gates on a
pair of qubits can be isolated from other qubits in the system.
The spin qubit is made the normal storage state for each bit of
information, but optical interactions between neighboring ions
are used to enact gates. Since the spin qubits are unaffected
by optical interactions, nonperturbing gates can be performed
by transferring only the required spin qubits to the optical
transition.

Finally, the qubit layout is reproducible because we use
the set of host ions immediately surrounding a dopant, rather
than the dopant ion itself. Thus, each cluster in the crystal
is identical, and qubit-qubit distances are short. In schemes
where dopants or impurities are used to form the cluster, such
as NV centers with surrounding 13C impurities, the cluster
atoms are distributed randomly at low concentration, so each
cluster is unique and qubit-qubit distances are large.

A further consequence of the reproducible qubit layout
is that, as well as using single clusters for processing, large
ensembles of clusters can be used. Ensemble qubits can be
easily read out optically, which is useful since rare-earth
oscillator strengths are low and optical readout of single rare-
earth ions is more challenging than for NV centers.
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FIG. 1. Concept for a rare-earth spin cluster quantum processor.
(a) Dopant ions (gray) in a rare-earth crystal cause localized strain,
shifting the optical transition frequencies of surrounding host ions
(blue). (b) The resulting optical spectrum contains satellite lines,
where each is caused by ions in a particular site relative to the
dopant ion. Each optically resolvable satellite line is a potential
frequency addressable qubit. In the lowest symmetry (C1) crystals,
considered here, all surrounding sites are unique and lead to a unique
satellite line. (c) and (d) Two qubit gates are performed via the
optical transition. Exciting one qubit (satellite line) shifts the optical
frequency of nearby qubits.

We consider two applications of these small computing
clusters. The first is quantum computing: computation directly
on the spin qubits. In particular, these ensemble qubit systems
are interesting for studying the effect of error correction
protocols in the presence of real-world errors, which may
be correlated between qubits. The second application is
performing linear operations on photonic states. It has long
been recognized that dilute rare-earth crystals can perform
the critical roles of a source and memory for nonclassical
photonic states in linear optics quantum computing (LOQC)
applications [12,13]. In particular, the extremely long coher-
ence times [14,15], high memory efficiency [16,17], ability to
store multiple modes [18,19] and to operate in the telecom-
munication band make rare-earth crystals very appealing for
implementing long range quantum repeater networks. We will
show that, by moving from using dilute rare-earth crystals to
an ensemble spin cluster system in a concentrated crystal, it
is possible to implement LOQC with all the linear operations
performed within the crystal itself. The approach avoids the
inefficiency of repeatedly recalling and storing optical states
to perform the linear operations. Further, because the output
states remain in the memory, ready to be used as input to
the next operation, it is possible to enact complex quantum
circuits without the need for the complex spatial optical
circuits used in more conventional approaches [13].

II. THE RARE-EARTH SPIN CLUSTER SYSTEM

A. Overview

The rare-earth spin cluster system we propose is shown in
Fig. 1. We choose a host crystal stoichiometric in a rare-earth
ion, like Eu3+ or 167Er3+, that has at least three optically
accessible hyperfine spin states. Spin clusters are created by
lightly doping the crystal with a substitutional defect, such
as another rare earth. The rare-earth ions surrounding this
dopant serve as the spin cluster, each with a unique optical and
hyperfine frequency allowing that ion site to be individually
addressed. These frequency shifts arise because there is a size
mismatch between the dopant and host ions, so the dopant
distorts the crystal field at nearby lattice sites. Optical shifts
of GHz to THz are common in rare-earth crystals [20–22],
observed as satellite lines in the optical transition spectrum
of the crystal. The number of satellite lines depends, first, on
symmetry of the crystal. Higher symmetry means less lines,
so here we consider the ideal case of no symmetry (C1). The
number of these lines that are resolvable depends on the size
of the optical shifts. Then, the number of resolved satellite
lines determines the maximum number of qubits. Rare-earth
crystals often display 30 or more resolved lines (separated
by more than the optical inhomogeneous linewidth) [23,24].
More addressable satellite lines can be obtained by reducing
the optical linewidth.

Single spin clusters or ensembles of spin clusters can both
be used for computing. For ensemble qubits, we make use
of the fact that each spin cluster in the crystal is identical:
all ions in one position relative to the dopant have the same
optical transition frequency (they contribute to the same satel-
lite line), so these ions form one ensemble qubit. Crucially,
each ion in one of these ensemble qubits also has the same
separation from a partner ion in a second ensemble qubit, so
interactions between all pairs of ions in two ensemble qubits
are identical.

For either single-instance or ensemble implementations,
the unique optical frequency of each qubit in the spin cluster
is normally used to address that qubit. However, spin states
are used for storage due to their long coherence times. Specif-
ically, two hyperfine ground states are used as qubit levels |0〉
and |1〉, and a third ground state is used as a shelving level.
This spin qubit can be readily transferred to an optical qubit
for initialization, single- and multiqubit gate operations, and
readout.

For multi-qubit gates, we use the strong diagonal inter-
action on the optical transition, where the change in the
wave function after exciting the first ion shifts the optical
transition frequency of the second ion [25]. This interaction
is both strong and homogeneous: in EuCl3 · 6H2O, we mea-
sured interactions between different pairs of satellite lines to
be O(10 MHz) with a homogeneity better than 1 kHz (the
instrument limit) [25]. Importantly, there is no significant
interaction with hyperfine spin transitions, because the Stark
shift of spin levels, O(1 Hz cm/V) [26] is much smaller
than optical transitions, O(10-100 kHz cm/V) [27]. Thus,
isolated two-qubit gates on pairs of qubits are possible: op-
tically exciting one qubit causes a unique shift in the optical
transition frequency of surrounding qubits but does not affect
the information stored in spin qubits. It is only when a second
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qubit is transferred to the optical transition that a two-qubit
gate can be enacted.

Because all ions in a spin cluster are close together, the
qubits are strongly interconnected by the frequency shift in-
teraction. As we discuss in Sec. IV, O(10) qubits are strongly
interconnected in the Eu3+ example system we consider later.
Stronger interactions could be expected for Kramers ions like
Er3+. Thus, gates can be enacted directly between any pair of
qubits unless the computing system is large. Since the inter-
action strength between any pair of qubits is typically unique
and qubit interactions sum linearly, the strong interconnection
means that gates can also be enacted between three or more
qubits in this system.

Rare-earth ensembles have previously been proposed for
quantum computing [28–30]. All those proposals used crys-
tals where the optically active ion was a randomly distributed
dopant, in contrast to the stoichiometric crystals considered
here. This choice leads to differences in how the computer op-
erates and scales, which are discussed in Sec. II D. However,
the techniques for qubit initialization, gate operations, and
readout are very similar, and so we will only briefly explain
these here.

B. Initializing qubits

The hyperfine ground states of rare-earth ions are split by
MHz to GHz, which means that the two computing states
|0〉 and |1〉 are nearly equally populated even at cryogenic
temperatures. Therefore, initializing a qubit requires trans-
ferring the qubit to a well defined state, e.g., |0〉. For a
single-instance spin cluster, this is simple to achieve using
standard optical pumping techniques. For instance, for a sys-
tem with three ground states (|0〉, |1〉, and |aux〉) and one
shared optical state |e〉 it is sufficient to use two optical fields
tuned to the transitions |1〉–|e〉 and |aux〉–|e〉 to drive the atom
into |0〉.

For ensemble qubits, the initialization process depends on
the optical inhomogeneous width of the satellite line used as a
qubit. There is a maximum permissible inhomogeneous width
for the prepared qubit, because the optical pulses used for
gates must be able to drive all ions in the qubit equally. As
discussed in more detail in Sec. IV, the maximum permissible
width is dependent on the hyperfine splitting and the available
optical Rabi frequency. If the ensemble inhomogeneous width
is smaller than this maximum width, the optical pumping
process described above for single-instance qubits can be
used.

If the optical inhomogeneous linewidth is larger than this
maximum permissible width, extra spectral hole-burning steps
are required to initialize the qubits. The technique is sim-
ilar to that demonstrated for ensemble qubits in rare-earth
doped systems [31,32]. A spectral trench is burned in the
line, transferring the population to the shelving state |aux〉,
and then hole burning at other frequencies creates a narrow
feature—the qubit feature—in the middle of this trench. The
frequencies are chosen so that the ions making up the qubit
feature are also initialized into a known state, initializing the
qubit. When using this type of qubit feature, the residual
population in the trench must be low to avoid adding noise.
This is typically straightforward in rare earth crystals, because

FIG. 2. Distillation process for ensemble qubits produced by
spectral hole burning [29]. (a) Hole burning in two satellite lines pro-
duces two qubit features. Three types of spin clusters can contribute
to the qubit features: for qubit A, types X (both ions in the qubit
feature) and Y (only ion 1 in the qubit feature), for qubit B, types
X and Z (only ion 2 in the qubit feature). Types Y and Z have to
be discarded since no interaction between qubits is possible. This is
achieved by exciting qubit A. The optical interaction between qubits
shifts all type X clusters (b). By repeatedly exciting qubit A and then
the unshifted portion of B (type Z clusters), the unshifted portion is
hole burned to a shelving state. This leaves only type X clusters in
qubit B (c). Once qubit B has been distilled in this way, the process
must then be repeated, exciting qubit B to discard type Y clusters and
distill qubit A.

the hyperfine lifetime is long and the system can be chosen
such that oscillator strength on the hole-burning transition is
nonzero.

This spectral hole-burning process can be repeated on other
satellite lines to create additional ensemble qubit features.
However, this process requires discarding a large proportion
of ions in each satellite line. Thus, only a small proportion
of the corresponding spin clusters have an ion in every qubit
feature, and a distillation process is required to ensure that
ions in one qubit feature can interact with ions in another qubit
feature [29].

Qubits are distilled using the strong optical frequency shift
interaction that will be used for two-qubit gates. The process
is shown in Fig. 2. For each pair of qubit features, one qubit
feature is completely excited, which will shift the frequency
of those ions in the second qubit feature that neighbor an
excited ion. In the materials we will consider, the shift is much
larger than the qubit feature width, so any unshifted ions can
simply be hole burned to the shelving state, discarding those
spin clusters. The process is then repeated in reverse, exciting
the second qubit feature, and then on every pair of qubit
features in the system. This type of process was first described
and demonstrated for ensemble qubits in rare-earth doped
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(a) (b)

(c)

FIG. 3. Illustration of a CNOT gate in a rare-earth ensemble
system. The target is qubit B, the control is qubit A. Two cases are
displayed. In (a), qubit A is in |1〉, is excited, and the NOT gate on B
flips the state. In (b), qubit A is in |0〉, is not excited, and the NOT gate
is nonresonant with qubit B so it is left unchanged. (c) Corresponding
pulse sequence.

crystals, although with the complication that the interactions
were smaller than the qubit feature width [29].

This type of distillation process has an additional use. Here
we consider using ideal low symmetry crystals as hosts, but
crystals with symmetry above C1 can also be used. However,
each satellite line will consist of multiple sites with different
interaction strengths. All but one of these equivalent sites
in each satellite line will need to be discarded so that each
pair of qubits has a single interaction strength, which can be
achieved during the distillation process by burning away ions
with undesired shifts, along with the unshifted ions.

C. Gates and readout

Once qubits are prepared and initialized by one of the
above techniques, single-qubit gates are enacted using a series
of optical pulses [33]. Arbitrary rotations are possible by
modifying the pulse length and phase. For example, a NOT

gate can be enacted by three π pulses at different frequencies:
first on |0〉–|e〉 to transfer the spin qubit to an optical qubit,
then on |1〉–|e〉 to enact the gate, and finally on |0〉–|e〉 to
transfer the optical qubit back to a spin qubit. The quality of
single-qubit gates depends, principally, on the time the gate
takes relative to the optical coherence time, and whether the
pulses off-resonantly drive undesired transitions.

The same optical pulses are used for two-qubit gates. For
example, as illustrated in Fig. 3 a CNOT gate can be enacted
by exciting the control qubit with a π pulse on |1〉–|e〉 to
transfer it to an optical qubit, and then applying a single-qubit
NOT gate on the target qubit at the shifted frequency. If the
control qubit was in |1〉, it is excited and the target qubit shifts
into resonance with the pulses of the NOT gate due to the
interaction between the qubits, so it is flipped. If the control
qubit started in |0〉, it is not excited and the NOT gate does

not proceed, since it is not resonant with the target qubit. A
three-qubit controlled-CNOT (CCNOT) gate, where the target
qubit is flipped only two control qubits are in |1〉, can be
enacted with a similar method. Both control qubits are driven
by π pulses on |1〉–|e〉, and then a shifted single-qubit NOT

gate is applied to the target. This simple implementation for
two- and three-qubit gates requires that the target qubit is
completely nonresonant with the NOT gate unless the control
qubit is excited, but equivalent gates exist if this is not the case
[29].

Readout of each qubit is again performed via the optical
transition. Readout of ensembles of rare-earth ions is straight-
forward using standard photon echo methods. For single-
instance spin clusters, readout is the most challenging part
of the computation as rare-earth oscillator strengths are low,
but methods are being developed to read out single rare-earth
ions using optical up-conversion [34,35] and strongly coupled
optical cavities [36]. Readout of the quantum state of a single
Pr3+ spin has recently been achieved [37], showing that
addressing spin states of single rare-earth clusters is possible.
We also have the flexibility to choose the dopant ion, which
generates the spin cluster, to have a high oscillator strength.
This dopant ions can then be used as a readout ion, similar to
what has been suggested for doped rare-earth crystals [30].

D. Comparison with other frequency addressed
computing systems

This stoichiometric rare-earth system resembles other fre-
quency addressed qubit systems, but has some unique fea-
tures. Here, we explain these in more detail.

The most well-known frequency addressed quantum com-
puting system is liquid state nuclear magnetic resonance
(NMR) [38–40]. This approach uses ensembles of identical
molecules for computing, where the different nuclear spins on
each molecule form the frequency addressed qubits. Liquid
state NMR was initially heavily studied, but ultimately this
approach was limited by two key drawbacks. The ensemble
qubits cannot be initialized into a pure state, and isolated
two-qubit gates are not possible, i.e., a two qubit gate applied
between two qubits will affect the state of every other qubit
in the system. These problems arise because NMR qubits are
two-level systems near room temperature, split only by a small
Zeeman effect. Initialization is not possible because the levels
are nearly equally populated and it is not possible to pump the
qubits into one state. Isolated gates between pairs of qubits are
prevented because the system has only two levels, so driving
one qubit must necessarily affect all surrounding qubits, not
just the one other qubit participating in the gate. Because of
this, NMR uses complex pulse sequences to apply the desired
two qubit gate and to “reverse” the effect of the gate on other
qubits.

We stress that these problems do not apply to quantum
computing systems based on rare-earth ions in solids. The
reason is that we use cryogenic temperatures and an optical
transition coupled to the spin transition for initialization and
gates. The spin levels that form the computing states are
typically equally populated even at low temperatures. How-
ever, the entire ensemble can be optically pumped into a
single, pure state with lifetimes as long as weeks at cryogenic
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temperatures [41]. As explained in Sec. II A, the optical
transition also allows isolated gates. While rare-earth qubit
systems do not share the main disadvantages of NMR, they
do share the main advantages. Compared to single-instance
approaches to quantum computing, it is easier to create small
qubit systems since many frequency resolved satellite lines
exist. Sophisticated pulse sequences for manipulating the
quantum state of nuclear spins have existed for many years,
and were further developed by the NMR quantum computing
community.

More recently, quantum computing has been proposed
using single NV centers coupled to a random distribution
of nearby 13C [9–11]. In this system, single-qubit gates can
performed directly on the 13C nuclear spins, but two qubit
gates must be enacted via the NV electron spin, differently
than rare-earth systems where qubits are directly connected.
Similarly to rare-earth systems, NV systems are initialized
and read out via the optical transition, but the short coherence
time means that you cannot exchange quantum information
from the spin qubit to an optical qubit, which is possible in
the rare earths.

The final frequency addressed system we will consider
is single instances and ensembles of rare-earth dopants in
crystals [28–30]. These approaches are very similar to what
we propose here. Single qubit gates have been demonstrated
in rare-earth doped crystals, with gate fidelities of up to 96%
observed [42–44]. The main difference been those doped
systems and our stoichiometric approach is that, like NV
centers, doped crystals use a spin cluster made up of atoms
randomly distributed in the crystal. This prevents the use of
large ensembles of spin clusters: since the positions of spins is
different in each cluster, the qubit-qubit interaction strengths,
and the qubit frequencies themselves, are highly inhomoge-
neous. It is possible to select out a subensemble that is more
homogeneous in frequency and interaction strength, but the
ensemble size is typically small, and becomes exponentially
smaller as more qubits are added to the system.

Only a low-fidelity two qubit gate has been experimentally
demonstrated in a doped rare-earth ensemble due to the in-
homogeneity in the ensemble [29]. To avoid this problem, a
single-instance approach has been proposed where the rare-
earth ion is coupled to a bus qubit for readout [30], but
gates have yet to be demonstrated. In the scheme we propose
here, ensembles can be used because the inhomogeneity in
the separation of the spin clusters is removed by using host
rather than dopant ions. This greatly improves the exponential
scaling of the ensemble size with qubit number, and, in the
limit of very narrow optical inhomogeneous linewidths, the
limit is removed altogether.

III. APPLICATIONS OF RARE-EARTH
ENSEMBLE QUBITS

A. Quantum computing and error correction with spin qubits

A key advantage of the quantum computing scheme that
we proposed above is that it is simple to create small qubit
systems. The number of qubits that can be used at once
depends on the number of ions in each ensemble qubit after
the set of qubits has been distilled and initialized, compared to

FIG. 4. Three-qubit quantum error correction protocols for en-
semble qubits, which preserve a data qubit A. (a) In the bit flip code,
two CNOT gates are used to prepare an entangled state. After allowing
time for an error to occur, the CNOT gates are reversed, any error on
qubit A is corrected (CCNOT), and qubits B and C are reset to |0〉.
(b) In the phase flip code, Hadamard gates H convert any phase flip
error into a bit flip error that is then corrected.

the minimum number of ions the readout method can detect.
As shown in Sec. IV, five-qubit systems are possible in current
materials, and the path to scaling to larger numbers of qubits
is a matter of materials optimization. Here, we consider what
could be done with systems of three to ten qubits, likely
achievable with fairly modest improvements in the materials
used. More qubits will greatly enhance the usefulness of
this system: since qubits in this system are highly connected
(Sec. IV) and arbitrary two- and three-qubit gates are possible
(Sec. II C), this system will be suitable for a wide variety of
fault-tolerant codes once the qubit number is increased.

An immediate application is the study of errors and error
correction. The ability to correct errors during a computation
is a fundamental capability required of any quantum comput-
ing system. This spin cluster system could furnish exactly the
required small qubit system to test error correction protocols:
not only are systems of five qubits possible now, the ensem-
ble approach means that the experimental implementation is
simple. The sample need only be maintained at liquid helium
temperature and moderate magnetic field, and high fidelity
gates and readout can be achieved with standard optical pulses
applied to the entire sample.

Ensemble error correction protocols have previously been
applied in liquid state NMR [45,46]. These protocols work
differently than those for single-instance computing ap-
proaches. Both involve using entangling gates to encode the
original qubit state onto multiple qubits. In single instance the
next step is to perform projective measurements to identify
the error and apply a gate to correct it, restoring the encoded
logical qubit state. In ensembles each instance can have dif-
ferent errors and so projective measurements are not useful.
Instead the additional qubits are treated as ancillaries: a series
of gates disentangles the qubits and transfers any error on
the original qubit onto these ancillary qubits, which are then
reset. Additional error correction steps involve reapplying
the entire error correction sequence, including the encoding
step, in contrast to the single-instance approach. In Fig. 4,
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we give examples of three-qubit codes for correcting single
bit flip or phase flip errors. Larger qubit codes, such as the
seven-qubit Steane code or the nine-qubit Shor code can be
implemented with the same modifications: ancilla qubits are
reset, not measured, and the qubit encoding step is repeated
each time the error correction protocol is run.

This rare-earth spin cluster can be engineered to investigate
different error environments using these error correction pro-
tocols. In particular, understanding the correlation of errors is
important because error correction protocols assume uncorre-
lated errors [47], but in the real systems proposed so far for
quantum computing errors are often highly correlated [48].

A rare-earth spin cluster can be manipulated to have dif-
ferent correlations. This is possible because the spin cluster
has many potential qubits—any optically resolvable satellite
line—but we can only distill, and thus use for quantum
computing, a smaller number of these at any one time.
Thus, for the computing cluster we are free to choose a
set of these that has the characteristics we want. Not only
this, but by sequentially defining different computing clus-
ters we can characterize the errors, interactions, and cor-
relations that would exist in a much larger qubit system.
For instance, if we can distill five-qubit systems, we could
characterize all pairwise correlations and interactions in a
ten-qubit system by characterizing 21 different five-qubit sys-
tems. Then, we could accurately predict the performance of
a ten-qubit system once the inhomogeneous linewidth of the
material is lowered sufficiently to allow such a system to be
distilled.

Two main types of natural errors exist in rare-earth crystals:
spin-lattice interactions with phonons, and dephasing due to
the fluctuating magnetic field created by the bath of nuclear
spins. Spin-lattice relaxation causes an arbitrary error which
is completely uncorrelated, while spin-bath interactions are
a pure phase error, and partially correlated between two
qubits depending on their separation from each other and
on the magnetic field. Spin-lattice interactions are largely
only temperature dependent, but spin-bath interaction can be
manipulated to study different error regimes. For instance,
in most magnetic fields, spin-bath interactions are the major
error source, but in most rare-earth materials there exist fields
where a rare-earth spin transition goes through a turning point
in frequency [49], and the coupling to the nuclear spin bath
is greatly reduced. Likewise, the spatial dependence of cor-
relations can be probed by choosing the separation between
qubits.

It is also possible to artificially create errors of a particular
probability and type, including those that do not naturally
occur in rare-earth crystals, such as bit-flip errors. To do this,
we would utilize one of the extra satellite lines that has not
been distilled into a qubit. Exciting some proportion C of ions
in this line would shift the optical transition frequencies of
the same proportion of the computing spin clusters, randomly.
An optical bit flip gate then applied to the shifted frequency of
one of the qubits would add a random bit flip error to the qubit
with a probability C. Any optical gate or sequence of gates
could be applied instead of a bit flip gate, and multiple satellite
lines could be excited. This approach would provide great
flexibility in generating different errors to test error correction
protocols.

B. Linear processing of photonic states

So far, we have considered using this ensemble spin sys-
tem for quantum computing with the spin qubits themselves.
However, the system also furnishes an optical qubit coupled to
the spin qubit. This has two implications: first, each ensemble
qubit can be used as a quantum memory for a photonic
state, and second, the existence of gates between ensemble
qubits means that operations can be performed on the photonic
qubit. We will show that the various operations used in linear
optics quantum computing can be performed using these spin
cluster systems, which means these ensemble spin cluster
systems can perform tasks in a quantum network currently
proposed for linear optics, such as entanglement swapping
and distillation. There is already work on doing these linear
operations in Raman-style quantum memories in atomic gases
[50–52]. At the end of this section, we will discuss how that
approach differs from the one we describe here.

In the spin-cluster system, the first step in any manipulation
of a photonic qubit is to transfer it to a spin qubit on one
of the satellite lines of the crystal, which is achieved via a
quantum memory protocol. Rare earths have been heavily
studied for quantum memories, with nearly all that work on
low concentration dopant ions in an inactive host, functionally
equivalent to a single satellite line here. In a quantum memory,
a photonic state is absorbed by a spectrally and often spatially
tailored ensemble of rare-earth ions, in such a way that the
state can be recalled later on demand. While the photonic state
is in the memory, it is stored as an entangled state across
the ensemble. If the photonic state is a single photon, the
stored state is a superposition of each ion having absorbed the
photon:

|ψ〉 = 1√
N

N∑

n=1

eik·xn |g1g2 · · · en · · · gN−1gN 〉, (1)

where eik·xn is a spatial phase factor given by the ion’s posi-
tion in the ensemble and wave vector k of the light, which
determines a phase matching condition for recall of the light.
This state is quite different from the state used for quantum
computing, where each spin cluster has its own local copy of
the state to be computed, and all computations are performed
within the cluster but in parallel across the ensemble.

This leads to differences in the operations that can be
performed on photonic qubits compared to spin qubits. Since
the photonic state is effectively spread across the very large
ensemble, the interaction between two states stored on two
different ensemble qubits is weak, although the interactions
between the individual ions in each spin cluster are strong.
This means that deterministic two-qubit gates on stored pho-
tonic states are not possible. To make this point completely
clear, imagine 1 million ions contributing to each ensemble
qubit. If each ensemble qubit absorbs a single photon, the
probability that it was the two ions in one spin cluster that
absorbed the two photons is negligible, 10−12. But a determin-
istic two-qubit gate on the photonic state requires changing
the state of one photonic qubit conditional on the state of a
second photonic qubit, so it has the same, negligible chance
of success. Only for that negligible probability state does the
first stored qubit “see” the state of the second stored qubit.
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However, it is possible to use the spin-qubit gates to
perform linear operations on photonic states (the operation
on one state is independent of the other state). These oper-
ations include single-qubit phase gates, a SWAP gate, which
switches the modes of two photonic qubits, and a beam-
splitter operation that mixes the modes. To illustrate these
operations, consider two photonic states at frequencies A and
B: c1|0〉 + c2|1〉 and d1|0〉 + d2|1〉, where |0〉 is the vacuum
state. |1〉 could be any small-photon-number Fock state or a
weak coherent state (we require only that the photon number
is much smaller than the size of the ensemble qubit N), but
for simplicity we assume it is a single-photon state. The two
photonic states are stored on ensemble ionic qubits A and B
using a quantum memory technique. Ignoring spatial phase,
the stored quantum state on the two ensemble qubits is

|ψ〉 = 1

N

N∑

j

N∑

k

(c1|0〉A + c2|1 j〉A)(d1|0〉B + d2|1k〉B), (2)

where we have defined |0〉 = |0102 · · · 0N−10N 〉 and |1 j〉 =
|0102 · · · 1 j · · · 0N−10N 〉, that is, a single excitation on the jth
ion in the ensemble qubit. We will illustrate the effect of a
SWAP gate on this state. A well-known way to achieve this gate
is with three consecutive CNOT gates on alternating qubits,
each enacted by the pulse sequence shown in Fig. 3. The first
CNOT gate is applied on qubit B, controlled on A, after which
the system state is

|ψ ′〉 = 1

N

N∑

j

N∑

k �= j

c1|0〉A(d1|0〉B + d2|1k〉B)

+ c2|1 j〉A(d1|1 j〉B + d2|1k〉B). (3)

We note that this state does not correspond to a CNOT gate
on the photonic state; to do that, we would require that the
gate turns states of the form |1〉A|1〉B into states of the form
|1〉A|0〉B. The only way this transformation could be achieved
would be if the A and B ions in a single cluster absorbed the
two photons, but since the ensemble is large the chance of this
is negligible. It is for this same reason that we ignored the
k = j term.

The second CNOT gate is applied on qubit A, giving the
state

|ψ ′′〉 = 1

N

N∑

j

N∑

k �= j

c1d1|0〉A|0〉B + c1d2|1k〉A|1k〉B

+ c2d1|0〉A|1 j〉B + c2d2|1k〉A|1 j1k〉B, (4)

where |1 j1k〉 = |01 · · · 1 j · · · 1k · · · 0N 〉 indicates both the jth
and kth ions in the ensemble qubit are excited. The final CNOT

on qubit B gives

|ψ〉 = 1

N

N∑

j

N∑

k

(d1|0〉A + d2|1 j〉A)(c1|0〉B + c2|1k〉B), (5)

and comparison with Eq. (2) shows that we have performed
a SWAP operation, not only on the ionic ensemble qubits but
also on the stored photonic states.

Other, more efficient, implementations of the SWAP gate
are also possible in this system. For instance, we can perform

a SWAP with the following seven-pulse sequence (the CNOT

method requires 15 pulses):

SWAP = πA
1–e πB

1–e πA
0–e�

πB
0–e�

πA
0–e�

πA
1–e πB

1–e (6)

where superscripts denote the driven qubit, subscripts the
driven transition, and � indicates that the pulse is controlled:
the transition is driven at the frequency shifted by the optical
interaction with qubit B. This sequence does lead to an error
when both A and B ions in a cluster absorb the photonic state,
but as explained above that possibility makes a negligible
contribution to the ensemble state for a large ensemble. The
sequence can easily be generalized to an arbitrary beamsplitter
gate by replacing the central πB

0–e�
pulse with a different

rotation. For example, a π
2 pulse gives the equivalent of a

50/50 beam splitter on the photonic states.
Now, we also need to be able to recall these stored states.

Equation (1) showed that the initial storage encodes spatial
phase on the ensemble, eik·xn , and any subsequent control
pulses at the same frequency will have the same phase vari-
ation. Quantum memory schemes are designed to meet phase
matching conditions so that this phase variation is removed in
the recall process. Here, though, we have swapped photonic
states initially stored at two different frequencies, so they
will have slightly different spatial phase. As long as the
variation is small, the states can still be recalled efficiently.
This then means we require that the wavelength of the dif-
ference frequency between the two ensemble qubits is small
compared to the crystal length. For ensemble qubits separated
in optical frequency by 10 GHz, for example, phase errors
would become important once the crystal size was >1 cm.
Quantum memory experiments typically use crystals smaller
than 1 cm, so this effect can be ignored. Larger crystals can
also be used if smaller separations between the qubits are
chosen.

The above example has shown that we can use this system
to perform SWAP operations on stored photonic states, one
of the key operations for linear optics quantum computing.
We also need to perform single-qubit rotations, and these are
not possible using the single-rail encoding of the photonic
state (in photon number) given above. We need a different
encoding scheme. Time-bin encoding is straightforward in
these systems, but suffers from the same problem that it
is not clear how to perform single-qubit gates on time-bin
qubits [53]. Instead, we need a dual rail encoding [13,53].
Commonly, states are encoded in orthogonal polarization or
spatial modes, but neither is well suited to our ensemble
spin-cluster system. Spatial encoding is not possible be-
cause we rely on atomic-scale interactions to perform gates,
so all qubits must exist in the crystal in the same spatial
mode. Polarization encoding is possible, but would require
a material with polarized transitions and a very specific
crystal symmetry, with two sets of sites with orthogonal
polarizations. This strongly limits the number of usable
materials.

An alternate dual-rail encoding that would work in our en-
semble spin system is frequency encoding: qubits are encoded
across two frequency modes, where each mode is resonant
with one satellite line. The qubit states are |0〉q = |1〉A|0〉B

and |1〉q = |0〉A|1〉B, and can be stored in the memory in
the same way as the single-rail photonic state in Eq. (2).
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Then, the SWAP gate in Eqs. (2)–(5) corresponds to a single-
photonic-qubit NOT gate, and other single-qubit rotations are
achieved with similar operations. To apply a SWAP gate to two
photonic qubits, |ψ〉q1 stored on ensemble qubits A and B and
|ψ〉q2 stored on ensemble qubits C and D, it is sufficient to
apply SWAP gates sequentially, first on A and C, and then on
B and D.

Implementing linear optics quantum computing in a quan-
tum memory without introducing significant error in the
stored state requires careful choice of the pulse sequences
used for any of the gates described above. Storing a photonic
state with high efficiency requires a high optical depth on the
ensemble qubit. But if the optical pulses required to enact
gates on the stored qubit are applied on high optical depth
transitions, they will cause two problems. First, the pulses will
be distorted as they travel through the crystal, causing errors.
Second, the pulses will cause substantial optical inversion of
the atoms, which leads to amplified spontaneous emission
noise, degrading the stored quantum state. Thus, all optical
pulses should be applied on low optical depth transitions, that
is transitions that are either detuned or nearly unpopulated.
This is straightforward for weak stored photonic states: the
excitation in the ensemble is low, and, after the state is
transferred to the computing levels, the population is mostly in
|0〉. When processing a dual-rail photonic state stored across
two ensemble spin qubits, there is never any need to transfer
the state into |1〉. Thus, the |1〉–|e〉 transition always has low
optical depth, and low optical depth can be obtained on the
|0〉–|e〉 transition by choosing pulses controlled on |1〉–|e〉
transitions. The implementation of CNOT gates described in
Sec. II C meets these requirements, and in fact, any of the
gates described above can be designed to meet these require-
ments.

In summary, both quantum memories and linear operations
are needed for quantum networks, and this system enables
an implementation of linear optics quantum computing built
into a quantum memory. Linear operations have previously
been demonstrated in Raman-type atomic ensemble quantum
memories (e.g., [50–52]), and we will briefly compare that
approach to the one here. In those memories, linear operations
like beamsplitter gates on the stored spin states are achieved
by either off-resonantly driving multiple internal states of
the atomic ensemble to interfere with spin waves stored
on different frequency modes [50,51], or far-off resonantly
driving one internal state with spatially and temporally shaped
fields to interfere spin waves stored on different temporal-
spatial modes via an ac Stark shift [52]. In those memories,
then, the linear operations are performed on optical states
that are propagating through the memory. Thus, for example,
in [50], operations can be performed only during the read-
in or read-out stages of the memory. In the approach we
describe here, linear operations are performed by resonantly
transferring the spin qubit to a stationary optical qubit and
using optical interactions on this nonpropagating state. Thus,
many operations can be executed sequentially without ever
recalling the memory, which should allow complex circuits
to be executed while maintaining a high storage efficiency.
Another useful feature is that operations on two photonic
qubits can be performed without perturbing other qubits in
the system, unlike in Raman-style schemes where all off-

resonant drive fields necessarily perturb all qubits in the
system. The ability to swap qubits between frequency modes
in this system also provides a means of wavelength division
multiplexing.

IV. MATERIAL CONSIDERATIONS

The previous sections described two uses of rare-earth
ensemble spin clusters: using the spin qubits for quantum
computing, particularly error correcting, and performing lin-
ear processing of photonic states. This section discusses how
ensemble qubits would be implemented in real materials, and
how the material properties affect the number of qubits and
the quality of the computing operations. For processing pho-
tonic states, we will assume a gradient echo memory (GEM)
protocol is used to transfer the state onto the atomic ensemble,
since this requires no extra preparation of the ensemble qubits,
but other protocols can be used with suitable preparation.

As we outlined in Section II, the basic system we need
to create a suitable multiqubit ensemble cluster is a crystal
stoichiometric in one rare-earth ion and doped with a second
to produce resolved satellite lines. The ions in these satellite
lines must have an optical frequency-shift interaction between
them but no other large interactions (such as energy transfer).

One of the most important considerations is the optical in-
homogeneous linewidth. The prepared qubit needs a spectral
width smaller than both the hyperfine splittings and the optical
Rabi frequency to minimize gate errors caused by off-resonant
driving of the qubit or off-resonant excitation of other levels.
The ideal material has a natural linewidth in this limit. Given
a hyperfine splitting of 10–100 MHz, the maximum allowable
linewidth would be O(1 MHz).

In a broader material, an artificially narrow qubit can be
prepared by hole burning as described in Sec. II B. However,
this then requires a distillation process to define an ensemble
of spin clusters where all the qubits interact. Distillation has
the disadvantage that it decreases the ensemble size expo-

nentially with the number of qubits n as ( �q

�inh
)
n−1

, where
�q is the width of the prepared qubit and �inh is the total
inhomogeneous width of the satellite line. This limits the
optical depth of the prepared ensemble, which is an important
concern for a photonic states stored with memory protocols,
since a high optical depth is required to get a high efficiency
recall. However, very high quantum memory efficiencies have
been achieved using prepared spectral features containing
parts-per-billion levels of rare-earth ions. For example, an
efficiency of 76% was achieved in a 0.005% Pr:Y2SiO5 crystal
with an inhomogeneous linewidth of 3 GHz, corresponding
to a concentration for a 1 MHz wide feature of 17 parts per
billion (ppb) [17]. If we assume a higher threshold of 100
ppb to allow for higher efficiency and account for the lower
oscillator strength of Eu compared to Pr, we can estimate the
number of memory qubits possible for photonic processing
applications. In a crystal with an intrinsic linewidth of 10 MHz
and a dopant concentration of 0.1% (contributing 10 MHz of
extra broadening, expected in, for example, EuCl3 · 6H2O),
three qubits could be produced with concentrations above the
100 ppb threshold. Linewidths of 10 MHz have been observed
in lightly doped Y7LiF4 [54,55] and we have seen a linewidth
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of 25 MHz in the stoichiometric crystal Eu35Cl3 · 6H2O [56].
It is, therefore, feasible to construct systems with at least
two qubits with good optical depth in existing materials. This
allows operations on a single photonic qubit (encoded in two
spin qubits). Achieving more spin qubits while maintaining a
high optical depth will require reducing the linewidth down to
the 1 MHz level, where distillation is no longer necessary. If
distillation is not used, the number of qubits is only limited
by the number of resolvable satellite lines, which, in narrow
materials, can be expected to be over the O(30) lines seen in
current materials [23,24].

If the ensemble qubit system were used for quantum com-
puting rather than photonic state processing, larger numbers
of qubits are possible since the optical depth can be low
and the ensemble small. Detection of ensembles containing
O(104) ions with good signal-to-noise ratios is possible with
fairly conventional optical setups [57], which means five- to
seven-qubit systems could be created in existing materials. To
see this, consider a crystal with a 250 Å3 volume per rare-earth
atom (e.g., EuCl3 · 6H2O), an 0.1% doping concentration,
a 5 mm length, and a 100 μm diameter region interacting
with the laser drive fields. Then, an ensemble size of 104

can be achieved for five qubits in crystals with linewidths
below 100 MHz (e.g., [58]), while this size can be reached
for seven qubits with a linewidth below 60 MHz (e.g., [56]).
Much smaller ensembles could be detected if the techniques
developed for single rare-earth ion detection [34,36] were
employed.

Both applications we consider require low optical inhomo-
geneous linewidths. For computing, an additional priority is
having low-error single- and two-qubit gates, particularly if
the system is used for error correcting, since we want the error
induced by the error correction sequence to be smaller than
the errors being corrected. For photonic processing, low-error
gates are desired to minimize corruption of the photonic state,
but the system must also serve as a good quantum memory.
These two requirements, a good memory system and low-
error gates, are dependent on several material properties, as
explained below.

For a good memory, the system must have a long hyperfine
lifetime (minutes to hours) to allow efficient optical pumping
preparation of the qubit. A long hyperfine coherence time is
also required to obtain a long memory storage time, needed
for most network applications of quantum memories and
photonic processing. The memory storage time is limited by
the hyperfine decoherence time, and interactions with the
fluctuating nuclear spin bath in the crystal are typically the
dominant decoherence mechanism. The coherence time can
be improved using magnetic fields. A small field in any
direction will slow down spin flips and reduce the coupling to
the rare-earth ion. We can also use the zero first-order Zeeman
(ZEFOZ) technique, where a field is applied along a specific
direction to almost entirely turn off the coupling to the spin
bath, to further extend the coherence time.

Meanwhile, the error in a computing gate is determined by
the errors in the individual pulses making up the gate. Errors
in driving, for example, an optical π pulse come from three
main sources: off-resonant excitation of other transitions in
the system, optical decoherence during the pulse, and errors
in the end state because the inhomogeneously broadened

ensemble is not all driven to the same state (the pulse is not
completely “hard”). These error sources suggest a system with
large hyperfine splittings to minimize off-resonant excitation
and a long coherence time relative to the optical Rabi fre-
quency to minimize decoherence. The Rabi frequency itself
is also determined by the sources of error, and there will be
an optimal value for any system. At low Rabi frequencies,
inhomogeneous driving errors occur, and gates are slow so
errors due to decoherence are large. At high Rabi frequencies
errors due to off-resonant excitation dominate.

To further reduce error, we want an “ideal” � system: the
oscillator strength from |e〉 is 50% in the |0〉 → |e〉 transi-
tion and 50% in the |1〉 → |e〉 transition, with no oscillator
strength to any other transitions in the system. This is not
common in rare-earth optical transitions at zero field, but
oscillator strengths can be manipulated to be closer to an ideal
� transition by applying magnetic fields [59,60].

So far this section has described generally what properties
are desired of the host ion and host crystal. We will finish by
briefly evaluating different materials.

For a host ion, among the non-Kramers rare-earth ions,
Pr3+ and Eu3+ offer good coherence times and sufficient
hyperfine structure, but Eu3+ has the larger hyperfine split-
tings, suggesting it is the better candidate. Further, because
both states in the optical 5D0–7F0 are J = 0, it has a low
sensitivity to the crystalline environment and thus a lower
inhomogeneous linewidth than Pr3+ in most materials. The
weaker oscillator strength of this 0 ↔ 0 optical transition does
mean that an Eu3+ crystal will have lower optical depth and
Rabi frequency for fixed optical power than an equivalent Pr3+

crystal.
Kramers ions offer much larger hyperfine structure than

non-Kramers ions, but typically have hyperfine lifetimes and
coherence times of milliseconds or less due to interactions
with the electron spin. However, we recently showed that
a large magnetic field and low temperature can extend the
hyperfine lifetime of Er3+ to 10 minutes and coherence time
to 1 second in Y2SiO5 by freezing the electron spin [14].
In this regime Kramers ions are very attractive for photonic
applications, particularly Er3+ since it has an optical tran-
sition in the 1550 nm telecommunications band and only a
single isotope with hyperfine structure. However, the effect
of placing a Kramers ion, with its large electronic magnetic
moment, stoichiometric in a crystal is not well studied. We
do not yet know if it is possible to create a system with only
(diagonal) frequency shift interactions between neighboring
qubits.

When choosing the host crystal for these ions, the most
restrictive of the above criteria is narrow optical inhomoge-
neous linewidths, since linewidths below 10 MHz are likely
required to make systems of more than three qubits with
high optical depth. Isotopically purified Eu35Cl3 · 6H2O is the
only stoichiometric material to have shown a linewidth near
10 MHz. This material also has coherence times similar to
lightly doped Eu3+ crystals [O(10 ms) on hyperfine transitions
and O(1 ms) on optical transitions] when deuterated to remove
the dual effects of magnetic noise due to the large moment
of H and nonradiative decay of the optical excited state via
high energy O-H phonons [61]. These properties make it the
most promising material identified so far. There is nothing

012309-9



AHLEFELDT, PEARCE, HUSH, AND SELLARS PHYSICAL REVIEW A 101, 012309 (2020)

particularly special about EuCl3 · 6H2O, though, and lower
linewidth materials should exist. Initial measurements we
have made in other hydrated crystals suggest similar
linewidths are possible. It is also worth investigating grow-
ing high quality nonhydrated stoichiometric crystals, since
hydrated materials are not suitable for Er3+ or most other
rare-earth ions, where the smaller optical energy gaps mean
they will be more strongly affected by nonradiative decay than
Eu3+.

Another way of reaching larger numbers of qubits is to
be able to detect smaller ensembles. The ultimate aim would
be to detect single-instance spin clusters, at which point the
scaling argument becomes very different. The inhomogeneous
broadening that limited ensemble qubits is absent in single in-
stance. Instead, the optical frequency resolution of the qubits
becomes the limit.

We will use EuCl3 · 6D2O as an example to estimate the
maximum number of qubits for a single-instance spin cluster.
To consider two qubits resolved, we need that gates applied to
one qubit to not cause errors on the other qubit. Practically,
the easiest way to ensure this is to choose a separation
similar to the hyperfine splitting of the computing levels’
optical transitions. In EuCl3 · 6D2O, this is of the order of
50 MHz.

Estimating the number of satellite lines in the crystal sepa-
rated by this amount is more difficult, because the interaction
causing satellite structure in rare-earth crystals has not been
identified and its scaling with separation is unknown. Possible
interactions include electric dipole-dipole, electric multipole,
and superexchange. At nearest-neighbor distances where we
have measured interactions, the latter two are important, but
the dipole interaction will dominate at larger distances, and
thus is the most important interaction for the majority of
satellite lines in a single-instance system. We can roughly
estimate the number of resolvable lines by assuming that 10%
(1GHz) of the O(10 GHz) shift seen for nearest-neighbor
satellite lines in EuCl3 · 6D2O is due to an electric dipole-
dipole interaction. Since the dipole-dipole interaction decays
as 1

r3 , sites out to 20 Å will have satellite line shifts greater
than 50 MHz, corresponding to about 100 sites. The C2

symmetry of EuCl3 · 6D2O means these correspond to only
around 50 satellite lines, but all sites will be accessible in an
equivalent C1 crystal.

In a computer that size, every qubit will not have a
sufficient interaction with every other qubit to allow direct
two qubit gates. However, the qubits are still strongly in-
terconnected. For the interaction between two qubits to be
resolved, we require it to be larger than the optical Rabi
frequency. In single instance, a Rabi frequency of 1 MHz gives
low error gates, so we estimate that interactions of around
10 MHz are required. To work out how many ions have this
size interaction, we need to know how the optical frequency
shift interaction scales with distance. Interactions between

pairs of ions in EuCl3 · 6H2O ranging from 0.5-46 MHz have
been measured, but the separation of the pair could only be
determined for some cases [25]. For example, the 46 MHz
interaction was between ions with a separation no smaller than
7.9 Å, while a 1.7 MHz interaction was likely to be due to ions
separated by 30 Å. From these numbers, it is reasonable to
estimate that 10 MHz interactions are possible between ions
separated by around 10 Å, equating to ten qubits. Thus, every
qubit in a single-instance system would be well connected to
around ten others.

A fully scalable quantum computer can be created using
these single-instance spin clusters if strong coupling between
multiple spin clusters via an optical field can be achieved. A
path towards achieving this coupling is the approach of Zhong
et al. [36]: a photonic crystal resonator created in the surface
of a rare-earth crystal is used to generate a high coupling
strength between light and single rare-earth ions present in
the resonator.

V. CONCLUSION

We described a scheme for making small qubit systems
in stoichiometric rare-earth crystals using optical-frequency
addressed spin clusters created by doping the crystal with a
substitutional defect. In contrast to previous quantum com-
puting proposals using spin clusters, such as using NV-13C
clusters or doped rare-earth crystals, the cluster is formed
from host ions at nearest-neighbor separations, so each cluster
in the crystal is identical and the qubit-qubit interactions
used for computing gates are strong and homogeneous. The
scheme is applicable to both single-instance and ensemble
implementations, although at the moment detection of sin-
gle rare-earth ions is challenging. We discussed how small
ensemble quantum computers in this system might be used
to study the effect of error correlation on error correction
protocols. We also showed that ensemble qubit systems can
be used to perform linear processing of photonic states stored
as frequency-encoded dual-rail qubits across two ensemble
spin qubits in the system. Both single-qubit and two-qubit
operations on the photonic states can be achieved using SWAP

gates applied on pairs of ensemble qubits. This approach to
linear optics quantum computing has the advantage that it
avoids multiple recalls of the state from the quantum memory,
thus leading to a higher efficiency computation.
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