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Numerical study of Wigner negativity in one-dimensional steady-state resonance fluorescence
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In a numerical study, we investigate the steady-state generation of nonclassical states of light from a coherently
driven two-level atom in a one-dimensional waveguide. Specifically, we look for states with a negative Wigner
function, since such nonclassical states are a resource for quantum information processing applications, including
quantum computing. We find that a waveguide terminated by a mirror at the position of the atom can provide
Wigner-negative states, while an infinite waveguide yields strictly positive Wigner functions. Moreover, our
paper reveals a connection between the purity of a quantum state and its Wigner negativity. We also analyze the
effects of decoherence on the negativity of a state.
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I. INTRODUCTION

Besides discrete-variable qubit-based setups, continuous-
variable systems have emerged as a promising alternative
for quantum information processing applications such as
quantum cryptography, teleportation, and quantum comput-
ing [1,2]. While the first two applications can be performed
with Gaussian quantum states, quantum computing requires
non-Gaussian states—or, more specifically, quantum states
with a negative Wigner function—in order to gain an ad-
vantage over classical computing [3,4]. Well-known Wigner-
negative states include Fock states and Schrödinger’s cat
states. These can be created in cavities [5–8] and propagating
modes by controlled release [9–11]. Special effort has been
put into creation of the single-photon Fock state [12–14] due
to its usefulness for a multitude of quantum information appli-
cations, including quantum computing [15,16]. Single-photon
sources have been engineered for a variety of different plat-
forms [17–21]. Moreover, propagating pure superpositions
of vacuum, single-photon, and two-photon states have been
generated in superconducting circuits [22] and with quantum
dots [23]. All of these setups have in common that they
use pulsed excitation. We are instead interested in steady-
state generation of Wigner-negative states that result from a
continuous drive.

Although a method that generates steady-state Wigner-
negative states of light with the help of feedback has been
proposed [24], we wish to look at a much simpler system
that is already experimentally available: a coherently driven
two-level atom [25–27]. An excited two-level system is the
simplest model of a single-photon emitter. However, single-
photon states cannot be generated from it in the continuous
driving regime. Despite this, the resonance fluorescence emit-
ted by this simple system is well known to exhibit nonclassical
properties such as antibunching and squeezing [28–30]. Nev-
ertheless, a characterization of the radiation field in terms of
the Wigner function had not been performed until recently.
In a previous paper, we demonstrated numerically that for
certain parameter regimes the emission from the two-level
system in front of a mirror is characterized by a negative

Wigner function [31]. Thus, this is a potential implementa-
tion for continually generating possible resource states for
quantum computing. In optical setups, probabilistic methods
are commonly used to produce Wigner-negative states such
as single-photon-added thermal and coherent states [32,33] as
well as cat states [34]. These states are generated by photon
addition and subtraction, where the desired state is obtained
by postselection triggered by a photon-counting event. An ad-
vantage of our approach is that it deterministically generates
Wigner-negative states without the need for any heralding or
postselection.

In this paper, we study two possible configurations of one-
dimensional (1D) resonance fluorescence: a two-level atom
in a waveguide and a two-level atom in front of a mirror.
Here we elaborate on the numerical methods that allow us
to reconstruct the state of the emitted field. In addition, we
study the effects of additional decoherence channels on the
two-level system that are ubiquitous in experiments. This
setup has the benefit of being possible to be implemented
on a variety of platforms [25–27], but we focus here on a
circuit-QED implementation.

The paper is structured as follows. In Sec. I A we briefly
introduce the Wigner function and the measure of negativity.
After this, we explain the setup in Sec. I B. In Sec. II, we
describe our numerical methods: quantum trajectories and
maximum-likelihood estimation for state reconstruction. In
Sec. III we show the main result: conditions under which
Wigner negativity is observed. We then analyze the result in
terms of coherent reflection. We also investigate how decoher-
ence affects the negativity, and analyze the effect of the purity
of the state. Lastly, in Sec. IV, we summarize and conclude.

A. Quantum phase space and the Wigner function

The phase-space formulation of quantum mechanics offers
a framework where the equations of quantum-mechanical
systems can take the same form as classical equations of
motion. As such, the phase-space formulation provides
insights into the connection between classical and quantum
mechanics [35–37]. There is a correspondence between
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quantum operators and classical functions in phase
space [38,39]; a c-number function in phase space is related
to an operator in Hilbert space by the so-called Weyl corre-
spondence, and the function is called the Weyl symbol of the
operator [40,41].

In the phase-space formulation, a quantum state is repre-
sented by a quasiprobability distribution. It is referred to as a
quasiprobability distribution because according to the Heisen-
berg uncertainty principle it is not possible to define a joint
probability distribution at a point (x, p) in phase space, since
the corresponding operators x̂ and p̂ do not commute [35,42].
Unlike true probability distributions, which are always pos-
itive, quasiprobability distributions can be negative in parts
of phase space. This is indicative of nonclassicality [42,43].
The Wigner function, which is the Weyl symbol of the density
matrix, is such a quasiprobability distribution. We will use
it in this paper because its negativity has been shown to
be a resource for quantum computation [44–46]. In order to
quantify the resourcefulness of a particular state, Ref. [46]
defines a resource monotone W called the Wigner logarithmic
negativity (WLN):

W = ln

(∫
|W (x, p)|dxd p

)
. (1)

It has the property W > 0 when the Wigner function W (x, p)
has a negative part. In our previous paper [31], we used
the integrated negativity N = ∫

[|W (x, p)| − W (x, p)]dxd p,
which is related to the WLN by W = ln(N + 1). While it
is also a monotone, the WLN has the advantage of being
additive [46]. Although additivity is not directly relevant for
the purpose of this paper (any metric of Wigner negativity
would suffice), we will use the WLN for the possibility to
connect it to the resource theory.

B. Setup

In this setup, a two-level atom is driven by a coherent
field. A coherent state is Gaussian and is thus character-
ized by a positive Wigner function [47]. To get a Wigner-
negative state from a coherent input, a nonlinear element is
required [1]. Here the nonlinearity is provided by the two-
level atom. In order to utilize the nonlinearity of the atom
to create nonclassical states of light, strong coupling between
the electromagnetic field and the atom is needed, where the
coupling is strong in the sense that the radiative decay rate
into the desired mode is larger than other decay rates. One-
dimensional waveguides facilitate this kind of strong coupling
by confining the radiation energy in a small volume, and also
avoid spatial mode mismatch between incident and scattered
fields [26].

We look at two different setups: a two-level atom in an in-
finite one-dimensional waveguide, and a semi-infinite waveg-
uide terminated by a mirror. In our case, the distance between
the atom and the mirror is considered to be negligible. This, in
addition to neglecting effects from the finite size of the atom,
allows for a Markovian description [48,49]. The validity of the
Markovian approximation is also dependent on weak coupling
between the atom and the radiation field, in the sense that
the radiative decay rate and incident field amplitude must be
much smaller than the atom transition frequency [50]. This

FIG. 1. The two-level atom in the infinite waveguide is driven
from the left side of the waveguide with strength �. Photon emission
into the left occurs with rate γ1, and into the right with rate γ2. Only
the left-propagating radiation is detected.

condition can be fulfilled in the case of strong coupling in the
above sense.

The master equation for the Markovian dynamics of an
open quantum system ρ̂ is (with h̄ = 1) [50–52]

d ρ̂

dt
= −i[Ĥ , ρ̂] +

K∑
k=1

γkD[L̂k]ρ̂. (2)

The first term on the right-hand side of Eq. (2) corresponds to
unitary evolution according to the system Hamiltonian Ĥ , and
the second term describes dissipation of information into the
environment, with the superoperator D defined as

D[L̂]ρ̂ = L̂ρ̂L̂† − 1
2 L̂†L̂ρ̂ − 1

2 ρ̂L̂†L̂. (3)

In Eq. (2) there are in total K decay channels, and each
channel k is represented by an operator L̂k that describes a de-
coherence process. We will first only look at photon emission
into the waveguide, represented by the atom lowering operator
σ̂− [see Eq. (5)]. Later in Sec. III D we will also consider
dephasing as well as nonradiative losses.

The atom is driven on resonance by a coherent field from
one end of the waveguide. In the rotating frame of the atom,
the Hamiltonian then only consists of the drive term:

Ĥ = −i
√

γ1�(σ̂+ + σ̂−), (4)

where � is the drive strength, and
√

γ1 represents the coupling
to the waveguide via the channel k = 1. The atom will emit
radiation as a response to this drive.

1. Atom in an infinite one-dimensional waveguide

In our one-dimensional setup, the infinite waveguide en-
ables decay into left- and right-propagating modes, corre-
sponding to two independent decay channels. We assign the
left-going modes to channel k = 1 and right-going modes
to k = 2. Driving from the left (with a right-going mode),
we can consider the left-going photons as reflected and the
right-going photons as transmitted (see Fig. 1).
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FIG. 2. The two-level atom in the semi-infinite waveguide is
driven with strength �, and has a radiative decay rate γ . This setup
can also be seen as an atom in front of a mirror.

The master equation for a two-level atom in this setup is

d ρ̂

dt
= −i[Ĥ, ρ̂] + γ1D[σ̂−]ρ̂ + γ2D[σ̂−]ρ̂. (5)

We look at the case when the decay rates into left-going and
right-going modes are equal, that is, γ1 = γ2 = 0.5. However,
note that we only observe the left-going (reflected) field. In an
experimental setup, the waveguide can be considered infinite
when no reflection occurs when sending a signal into the open
waveguide.

2. Atom in a semi-infinite one-dimensional waveguide

We also consider a semi-infinite waveguide, ending with a
reflecting boundary condition at the position of the atom. This
is effectively an atom in front of a mirror, and consequently,
there is only one decay channel—the same as the driving
channel. See Fig. 2. The master equation is identical to Eq. (5)
but with decay rates γ2 = 0 and γ1 = 1.

In an experimental setting, the distance between the atom
and mirror can be considered negligible when γ1τ � 1, where
τ is the time it would take for light to travel from the atom to
the mirror and back.

C. Input-output formalism

The master equation (2) describes the state of the two-level
atom, but we are interested in the Wigner function of the state
of the radiation field. The input-output relation connects the
two systems [52,53]. In the infinite waveguide we have two
output field modes: the left-going âout,1 and the right-going
âout,2, as shown in Fig. 1. When driving from the left, the
input-output relations are

âout,1(t ) = √
γ1σ̂−(t ),

âout,2(t ) = âin(t ) + √
γ2σ̂−(t ). (6)

This gives a relation between the atomic lowering operator σ̂−
and the field operators âout,i.

By placing a mirror at the position of the atom, the left-
and right-propagating modes are no longer independent, but

coupled to each other by the input-output relation

âout(t ) = âin(t ) + √
γ σ̂−(t ), (7)

where we have removed the subscript because there is only
one decay channel. The input field corresponds to the coherent
drive, with 〈âin〉 = �.

II. METHOD

We wish to construct the Wigner function of the reflected
resonance fluorescence in steady state (ρ̇ = 0) in the above
described setups. As stated in the previous section, we have
indirect information about the state of the reflected field via
the input-output equations. From this, the state of the field can
be inferred by calculating an infinite hierarchy of time-ordered
field correlation functions. This is clearly impractical; instead
we follow a different approach, and implement one of the
commonly used methods for experimental tomography. There
are several ways to perform experimental Wigner tomogra-
phy; the Wigner function can be directly calculated from
measurements of parity [54–56], field correlations [57–59],
or field quadratures [60–62]. In the optical regime, the last
example corresponds to homodyne tomography.

In this section, we first introduce quantum trajectories
which allow us to simulate quadrature measurements (ho-
modyne detection) of the resonance fluorescence to obtain
artificial measurement data. We then explain how these data
are used to reconstruct the density matrix of the radiation
field. Subsequently, the Wigner function is calculated from the
density matrix.

A. Quantum trajectories

A quantum trajectory is the path followed by the state
of a quantum system in time. If the state is continuously
monitored, its time evolution will be conditioned on the
measurement result due to backaction. Because quantum-
mechanical measurements are inherently nondeterministic,
the system evolution is stochastic. For this reason, a stochastic
master equation (SME) is used to model the time evolution of
a quantum system subject to measurements [51].

1. Quadrature measurement simulations

In homodyne detection, the quadratures of an electromag-
netic field represented by the bosonic creation (annihilation)
operator Â† (Â) are measured continuously. For tomography
purposes, the relevant observable is the generalized quadra-
ture [63]

X̂θ = 1√
2

(Â†eiθ + Â e−iθ ) = X̂ cos θ + P̂ sin θ, (8)

where X̂ and P̂ are the canonically conjugate position and
momentum operators

X̂ = 1√
2

(Â† + Â), P̂ = i√
2

(Â† − Â), (9)

the corresponding Weyl symbols x and p span phase space.
The parameter θ selects which quadrature is measured, and
in experimental realizations its value is set by the phase of a
local oscillator [64].
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The numerical simulation of quadrature measurement was
performed by solving a SME for the evolution of the two-level
atom. The most general setup corresponds to a two-level atom
which decoheres through K channels represented by operators
L̂k [see the master equation (2)]. However, only one channel is
monitored in our setup. The conditional state ρ̂c which results
when only the first channel (k = 1) is observed is given by the
SME [51]:

d ρ̂c = −i[Ĥ, ρ̂c]dt +
K∑

k=1

γkD[L̂k]ρ̂cdt

+ √
γ1H[e−iθ L̂1]ρ̂cdW, (10)

where the measurement superoperator H is [65]

H[L̂]ρ̂ = L̂ρ̂ + ρ̂L̂† − 〈L̂ + L̂†〉ρ̂. (11)

The stochastic nature of the measurement is provided by the
Gaussian random variable dW which has variance dt and
ensemble average E[dW ] = 0. Note that the latter property
ensures that the ensemble average over trajectories corre-
sponds to the nonconditional master equation (2), and the
unconditional state ρ = E[ρ̂c] is the average of an ensemble
of conditional states for different trajectories. One solution of
the SME (10) corresponds to one quantum trajectory.

The simulated measurement signal associated with (10)
for L̂1 = σ̂−, corresponding to the photocurrent generated by
emission from the atom in optical homodyne detection, is

d j(t )dt = 1√
2

(√
γ1〈σ̂+eiθ + σ̂−e−iθ 〉dt + dW

)
. (12)

Knowing the drive field �, the input-output relation (7) can
be used together with Eq. (12) to obtain a measurement of the
full output field from both the drive and the atom:

1√
2

(√
γ1〈â†

oute
iθ + âoute

−iθ 〉dt + dW
)
. (13)

The deterministic part of (13) is directly proportional to the
generalized quadrature of the continuous field âout. We now
explain how a bosonic mode Â can be selected out of the
continuum of modes described by âout(t ).

2. Mode selection

Because the output field is not confined to a cavity, there
are no discrete eigenmodes; instead we have continuous-mode
field operators âout,k (t ) that obey the commutation relation
[âout,k (t ), a†

out,k′ (t ′)] = δkk′δ(t − t ′) [66]. To get a well-defined
state containing a finite number of photons, a continuous
mode must be filtered to create a wave packet [67]. A
mode function f (t ) defines the temporal profile of the wave
packet [68]. The creation operator for a photon wave packet
in a particular temporal mode f is

Â†
f =

∫ ∞

0
f (t )â†

out(t )dt . (14)

The mode function must be normalized, i.e.,
∫ ∞

0 | f (t )|2dt =
1, for the bosonic mode Â f to fulfill the commutation relation
[Â f , Â†

f ] = 1.
Our choice of mode function is based on the fact that we

monitor the steady-state output, and do not want to introduce

any time dependence. For this reason, we use a simple boxcar
filter:

f (t ) = 1√
T

[	(t − t0) − 	(t − t0 − T )], (15)

where 	(t ) is the Heaviside step function, T is the duration of
the measurement, and t0 is the time when the measurement
starts. The filter is constant 1/

√
T within the time interval

[t0, t0 + T ] and zero outside it. Because the boxcar filter (15)
is a real function, we can directly filter the photocurrent
j(t ) to obtain the quadratures (8) of A f . In the numerical
implementation, the filtering and integration simply amount
to to a summation over a subset of the time steps in the
simulation:

J =
∫

d j(t ) f (t ) →
n∑

i=n0

ji√
T

. (16)

We first let the system evolve without recording the signal
ji from time t = 0 to t0 where it has reached steady state.
With a time discretization dt , this corresponds to time step
n0 = t0/dt . After this, the system evolves until time t =
t0 + T while the signal is integrated, finishing at step n =
(t0 + T )/dt .

There is one integrated signal J per trajectory. To recon-
struct a quantum state, repeated measurements on a large
ensemble of identically prepared states must be performed.
This amounts to simulating multiple trajectories. The many
integrated photocurrents, which represent the quadrature val-
ues plus noise, are recorded and sorted into equally sized
bins to create a measurement histogram for each value of θ .
The histograms are then used for the maximum-likelihood
reconstruction of the density matrix.

B. Maximum-likelihood state reconstruction

For a system in state ρ̂, the measurement histogram of the
observable X̂θ approximates the probability

Pr(xθ ) = 〈xθ |ρ̂|xθ 〉 = Tr[
̂θ ρ̂] (17)

of detecting the associated eigenvalue xθ , defined by X̂θ |xθ 〉 =
xθ |xθ 〉 [51]. In the limit of an infinite number of measurements
(trajectories) the histogram is identical to (17). We have
also defined 
̂θ = |xθ 〉〈xθ |, which is the projector onto the
quadrature eigenstate |xθ 〉.

Our aim is to reconstruct the density matrix ρ̂ of the radi-
ation field in the Fock basis { |n〉}. In this basis, the projector

̂θ has matrix elements


θ
mn = 〈m|xθ 〉〈xθ |n〉 = ψ∗

m(xθ )ψm(xθ ), (18)

where ψn(xθ ) is the nth harmonic oscillator eigenfunction in
the position basis, multiplied by an additional phase factor
exp(−inθ ) [69]. For each θ , the quadrature X̂θ is a continuous
variable operator with eigenvalues on the real axis (xθ ∈ R).
In order to construct a measurement histogram it is necessary
to discretize a region of the real axis into a finite number of
bins. The probability of observing xθ in bin j is given by

Pr(xθ , j) = Tr[
̂θ, j ρ̂] (19)
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FIG. 3. Normalized histogram of the integrated signals from
1000 quantum trajectories of an initially excited two-level atom
by using Eq. (10) with zero drive. The dashed line corresponds to
the theoretical probability Pr(xθ ) = |ψ1(xθ )|2 for a field in a single-
photon state.

where the projector 
̂θ, j has Fock basis matrix elements
obtained by integrating (18) over histogram bin j:


θ, j
mn =

∫ xθ, j+1

xθ, j

ψm(xθ )∗ψn(xθ )dxθ . (20)

A measurement histogram contains nθ, j counts per bin j
for a particular phase θ . The corresponding normalized his-
togram is given by nθ, j/N , with N = ∑

j nθ, j the total number
of counts. As an example, in Fig. 3, we plot the normalized
histogram for a single-photon state ρ̂ = |1〉〈1|. This state is
spherically symmetric in phase space, which means that the
histogram is independent of θ . For a pure single-photon state,
the probability to observe quadrature xθ is Pr(xθ ) = |ψ1(xθ )|2,
the squared amplitude of the first excited harmonic oscillator
wave function. Figure 3 shows that the normalized measure-
ment histogram indeed approaches |ψ1(xθ )|2.

Since the state ρ̂ determines the measurement statistics
of 
̂θ , information about the underlying quantum state can
be extracted from quadrature measurement histograms. A
histogram is an approximation of Pr(xθ ), which is in fact a
projection of the integrated Wigner function on a plane in
phase space orthogonal to the measured quadrature. In other
words, the integral of the Wigner function over a certain
quadrature xθ+π/2 gives the probability distribution of measur-
ing the conjugate quadrature xθ [70]. The Wigner function is
the only quasiprobability distribution with this property [71].

However, directly calculating the Wigner function from
the histograms is fraught with numerical difficulties; even
small errors can lead to inaccurate and even unphysical
features of the corresponding density matrix: its diagonal
elements may be found to be negative, and it is not guar-
anteed to have trace 1 [72]. A more robust method is to
use maximum-likelihood estimation [73] to reconstruct the
density matrix, from which the Wigner function then can
be calculated. Maximum-likelihood estimation of a quantum
state is a method of statistical inference for finding the density
matrix ρ̂ that maximizes the likelihood that, given a particular

set of measurement histograms represented by nθ, j , the system
was prepared in state ρ̂ [74]. The likelihood functional to be
maximized is defined as

L(ρ̂ ) =
∏
j,θ

Tr[
̂θ, j ρ̂]nθ, j . (21)

Maximizing the likelihood (21) is equivalent to minimizing
the statistical distance between (normalized) measurement
data nθ, j and probabilities (19) predicted from the quantum
state ρ̂ [74].

The matrix elements of the projectors 
̂θ, j were obtained
by evaluating the integrals (20) numerically with the trape-
zoidal rule. These projectors, along with the histogram data
nθ, j , were used to reconstruct the maximum-likelihood den-
sity matrix with the iterative method presented in Ref. [69].
The initial density matrix was chosen to be the normal-
ized identity matrix, and we stopped the iterations when the
Frobenius norm ‖A‖F =

√
Tr(ÂÂ†) of the difference between

two consecutive density matrices was less than 10−6. To get
sufficient tomographic data, the phase angle θ was varied
between 0 and 90◦ [63], divided into 20 increments of 4.5◦.
We ran between 500 and 1000 trajectories per phase θ , and
used histograms with 100 bins over the range xθ ∈ [−5, 5],
which was suitable for the explored parameter regimes of
drive strength � and integration time T . A link to the code
used for the trajectory simulations and maximum-likelihood
estimations can be found in Ref. [75].

The Fock space must be truncated to a certain dimension
for the density-matrix reconstruction. For our simulation pa-
rameters, a maximum number of seven photons corresponding
to a Fock-space dimension of 8 was sufficient. When the
density matrix ρ̂ of the radiation field in the Fock basis has
been obtained, the corresponding Wigner function is calcu-
lated numerically as

W (x, p) =
∑
m,n

ρ̂mnWmn(x, p), (22)

where the expression for Wmn is given in Appendix A.

III. RESULTS AND DISCUSSION

In this section we present and explain the results of the
numerical study. First we present the main result—the absence
and presence of Wigner negativity in the resonance fluores-
cence for the infinite and semi-infinite waveguides, respec-
tively. We find the optimal drive strength � and integration
time T to maximize the WLN, and explain this value of � by
minimizing the coherent part of the resonance fluorescence.
We then describe how the purity of the state influences the
Wigner negativity. Finally, we look at the effects on the WLN
that come from adding additional decoherence channels due
to pure dephasing and nonradiative decay through coupling
between the atom and the environment.

A. Wigner negativity

1. Atom in an infinite one-dimensional waveguide

In this setup we observe no Wigner negativity for any
parameter settings. A way to understand this is that the pres-
ence of an unobserved decay channel leads to an additional
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admixture of vacuum into the state (the vacuum state is
Gaussian and has a positive Wigner function). Imagine we
place an excited two-level atom in a 1D waveguide and let
it decay. The atom relaxes to the ground state by emitting a
photon. If there is only one decay channel, this spontaneous
emission has a well-defined temporal profile: exponential
decay. Using this profile as the temporal mode function for the
homodyne mode selection allows reconstruction of the single
photon [59,76].

However, in the infinite waveguide, there are two decay
channels with decay rates γ1 and γ2. The probability to ob-
serve a single photon in decay channel 1 is ρ1 = γ1/(γ1 + γ2).
When monitoring only this end of the waveguide, regardless
of the choice of temporal mode function, the single-photon
state cannot be reconstructed. The reason for this is loss of
information due to the nonzero probability of decay into the
other end of the waveguide. In other words, the possibility
of decay into channel 2 will make the observed state a
statistical mixture of a single photon and vacuum, the latter
with probability ρ0 = γ2/(γ1 + γ2).

The Wigner function for a statistical mixture in the
{|0〉, |1〉} subspace is W = ρ0W0 + ρ1W1, where W0, W1 are
the Wigner functions for the vacuum and single-photon states,
respectively. Its analytical form is [77]

W (x, p) = 1

π
e−(x2+p2 )[ρ0 − ρ1 + 2ρ1(x2 + p2)]

= 1

π
e−(x2+p2 )[1 + 2ρ1(x2 + p2 − 1)], (23)

where ρ0 + ρ1 = 1 was used for the second equality. We can
see from Eq. (23) that the maximum negativity occurs at
the origin, and the condition for negativity to be present is
ρ1 > 0.5. In our setup, we have equal decay rates γ1 = γ2,
meaning there is an equal probability for the excited atom to
emit a photon into either end of the waveguide. This gives
gives ρ0 = ρ1 = 0.5 and the strict inequality is unfulfilled,
meaning that the Wigner function will always be non-negative
for an excited atom decaying into this infinite waveguide.

In the case of a continuous drive, in addition to the loss of
information into the unmonitored decay channel, there is an
additional vacuum contribution resulting from the drive itself.
An initially excited two-level atom emits a single photon
in a well-defined temporal profile (exponential decay). As
mentioned, this allows for perfect mode matching and thus re-
construction of the single-photon state. However, when driven
continuously, the atom is repeatedly excited and deexcited
through both spontaneous and stimulated emission. This adds
uncertainty in the time of photon emission such that there
is no single well-defined temporal mode function for emis-
sion into the waveguide. Failure to exactly mode match the
single-photon state leads to additional vacuum noise [72,78],
suggesting that the case with a continuous drive will produce
an observed quantum state with a larger vacuum contribution
than the case with the simply excited atom. This hints toward
only Wigner-positive states being attainable from this setup.

2. Atom in a semi-infinite one-dimensional waveguide

With the atom in a semi-infinite one-dimensional waveg-
uide, we observe Wigner negativity for a range of parameter

0.2 0.4 0.6 0.8 1.0
Ω

2

4

6

8

10

T

0.01

0.02

0.03

0.04

FIG. 4. The WLN as a function of drive strength � and integra-
tion time T . The distance between time points is 0.2, and for � the
spacing is 0.1. The unit is γ = 1. A Gaussian interpolation is used to
smoothen the data.

combinations (�, T ). Figure 4 shows a map of the WLN as a
function of (�, T ). The decay rate is fixed to γ = 1.

The maximum WLN occurs for T around 4 and � =
1/

√
8 
 0.35. The Wigner function for the corresponding

state is displayed in Fig. 5, where the negative part is clearly
visible. Why the particular integration time T = 4 is favorable
is not known to us, but the optimal drive strength � can be
understood in terms of coherent reflectance: the highest WLN
appears when the coherent reflectance is zero. This is further
explained in the following section.

B. Coherent reflectance

In classical radiation theory, when an atom is irradiated,
dipole oscillations are induced in the atom, which in turn

FIG. 5. Wigner function of the reconstructed state for T =
4, � = 1/

√
8 for the atom in a semi-infinite waveguide, with unit

γ = 1. This is the most negative state produced with this setup. The
density-matrix populations of this state are displayed in Fig. 7.
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reemits the light at the same frequency and phase as the
drive field. This is elastic and coherent scattering. In the
quantum theory, light scattered off a two-level atom con-
sists of two contributions. The first one is the coherently
scattered field, given by the average dipole moment 〈σ̂−〉,
which is proportional to the scattered field amplitude 〈âout〉,
but quantum fluctuations also have to be taken into account.
The second contribution, which is incoherent in the sense
that there is no fixed phase relation between the drive and
scattered field, comes from spontaneous emission which oc-
curs when the excited atom interacts with vacuum fluctuations
of the surrounding electromagnetic field [79]. To alleviate
the notation, we now drop the subscript for the output field
âout. The fluctuating field can be written as δâ = â − 〈â〉. The
number of incoherent photons ninc is then related to the fluc-
tuations by ninc = 〈δâ†δâ〉 = 〈â†â〉 − 〈â†〉〈â〉. When ninc = 0,
the first-order correlation factorizes: 〈â†â〉 = 〈â†〉〈â〉. This is
the definition of a first-order coherent field [67,80]. With this
definition we characterize the incoherent part of the emission
as the part of the emission which is not first-order coher-
ent. The coherent part of the system response corresponds
to the time-independent contribution from the steady-state
two-time correlation function 〈â†(t )â(0)〉, as calculated in
Ref. [31]. The same result can also be achieved without having
to calculate the two-time correlation; the field expectation
value 〈â〉 will suffice. To do this, we define the coherent
reflectance r.

Since we have continuous modes, the quantity we will look
at is the photon flux n̂(t ) = â†(t )â(t ), rather than the photon
number, but for simplicity we omit the time argument in the
following.

The total reflected power R is the ratio between the output
and input flux. When the input is a coherent field with mean
intensity �2, we have

R = 〈â†â〉
〈â†

inâin〉
= 〈â†â〉

�2
. (24)

We can split the output photon flux 〈â†â〉 into its incoherent
and coherent parts, as described above:

R = ninc + ncoh

�2
= ninc

�2
+ |〈â〉|2

�2
= ninc

�2
+ r2 (25)

where we define

r = |〈â〉|
�

(26)

as the coherent reflectance. If r = 0, which occurs when 〈â〉 =
0, the reflected field is entirely incoherent. We call the drive
strength � for which r = 0 the incoherent drive point. If r = 1,
the reflection is instead fully coherent.

To calculate the coherent reflectance, we utilize the input-
output relation (7) to get

r = |� + √
γ 〈σ̂−〉|

�
. (27)

Since we are interested in the steady state, we solve 〈σ̂−〉ss
from the equation 〈σ̇−〉 = Tr[σ̂−ρ̇] with ρ̇ = 0, using the

master equation (2). The result is

〈σ̂−〉 = − 2�/
√

γ

1 + 8�2γ
, (28)

and inserting this in Eq. (27) gives the coherent reflectance:

r =
∣∣∣∣1 − 2

8�2 + γ

∣∣∣∣. (29)

When r = 0, the coherent part of the reflected field is zero
due to destructive interference between the field reflected by
the atom and the field reflected by the mirror [81]. Solving for
the driving power where r = 0 gives � = γ /

√
8. With γ = 1,

this is approximately � 
 0.35. This coincides with the point
where we observe the largest negativity (see Sec. III A 2).
This means that by canceling the coherent response from
the system emission it is possible to maximize its negativity.
Having the largest negativity when the coherent reflectance r
is zero makes sense intuitively, since a coherent state has a
positive Wigner function.

In Appendix B the reader can find a comprehensive discus-
sion on what it means for the reconstructed state to be fully
incoherent as defined by 〈â〉 = 0.

C. Purity

The states that are created in our setup are generally
multiphoton states. For states of this kind, it is difficult to
determine under which conditions their corresponding Wigner
functions become negative. To understand the origin of nega-
tivity, we can restrict ourselves to the two-dimensional Fock
space spanned by {|0〉, |1〉}, which simplifies the analysis. For
states in this subspace, it is clear that the nonclassicality is
due to the single-photon contribution. Nevertheless, it should
be noted that the negativity of a state depends not only on the
populations but also on the coherences, i.e., the off-diagonal
elements in the density matrix. Here we show that the amount
of coherence determines the photon populations required for
the state to be Wigner negative, and hence the purity of the
state strongly influences the negativity.

Both the populations and the coherences of a state deter-
mine the purity. A general state in the subspace {|0〉, |1〉} is
described by a density matrix of the form

ρ =
( |α|2 f α∗β

f αβ∗ |β|2
)

, (30)

where the populations are |α|2 = ρ0 and |β|2 = ρ1, and ρ0 +
ρ1 = 1. The parameter f ∈ [0, 1] modulates the coherence
between the states |0〉 and |1〉. For f = 1, we have a pure
superposition of |0〉 and |1〉, while for 0 � f < 1 we have a
mixed state. For f = 1, the purity of the state is not affected by
the populations. However, this is not the case for f < 1 where
the purity varies with the photon content (see inset in Fig. 6).
The minimum purity of 0.5 is obtained by a maximally mixed
state: f = 0 and ρ0 = ρ1.

As an example of how coherences affect the photon content
needed to achieve Wigner negativity, we show the WLN for
different values of f in Fig. 6. In the figure it can be seen
that in order to get W > 0 with the statistical mixture given
by f = 0 we are required to have ρ1 > 0.5, which implies
ρ1 > ρ0. This was already discussed in Sec. III A 1. On the
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FIG. 6. Integrated negativity of a pure state (dashed line) and two
different statistical mixtures of |0〉 and |1〉 (dotted and solid line) as
a function of the single-photon probability ρ1. The negativities only
coincide when the state is a vacuum or single-photon state with pu-
rity 1. Larger values of f require a smaller single-photon population
in order for the state to be Wigner negative. Inset: The purity of the
same states as a function of the single-photon probability ρ1.

other hand, for a pure state there is no such restriction,
and the Wigner function becomes negative already with a
minuscule single-photon population. All other states with 0 <

f < 1 lie between the curves for the pure state and statistical
mixture.

We can use this to understand our results. With the optimal
drive strength � = 1/

√
8, consider T = 1.8, which is the

integration time for which Wigner negativity starts to become
noticeable (in the sense that the WLN reaches a value over
0.0001). As can be seen in Fig. 7, the two-photon contribution
is negligible for this state, which means our previous argument
can be applied. For this state, the vacuum population is larger
than the single-photon population, which is ρ1 = 0.4. From
the reconstructed density-matrix elements we can calculate
f = |ρ01|/√ρ0ρ1 ≈ 0.76, which is consistent with observing
negativity for ρ1 < 0.5. However, for this value of f neg-
ativity should start to be discernible already for ρ1 = 0.3
according to the theoretical line in Fig. 6. This discrepancy
could be attributed to variations in the reconstructed density
matrices (see Appendix C).

In Fig. 7 we also plot the populations of the most Wigner-
negative state we observed, obtained with the integration time
T = 4. It is a multiphoton state; the single-photon population
is the dominant one, but there is also a non-negligible two-
photon population, demonstrating that this setup can provide
Wigner-negative states outside of the {|0〉, |1〉} subspace. The
purity is slightly decreasing with the time T . This can be
seen for different drive strengths in Fig. 1 in the Supplemental
Material of [31].

Purity is central for understanding the reduction in negativ-
ity that occurs when a dephasing channel is added, as will be
explained in the following section.

FIG. 7. The diagonal elements of the density matrix for the
reconstructed states with � = 1/

√
8 in the semi-infinite waveguide.

T = 1.8 is the integration time for which negativity is no longer
negligible. The purity of this state is 0.78. Integration time T = 4
gives the state with maximum observed negativity. The purity of this
state is 0.76. The unit is γ = 1. Inset: Wigner function for T = 1.8.
The Wigner function for T = 4 is shown in Fig. 5.

D. Additional decoherence channels

Since we only observe Wigner negativity in the semi-
infinite transmission line, we restrict ourselves to this setup
from here on. So far, the only decay channel in this system has
been decay into the monitored waveguide. However, in realis-
tic systems there are always other, unwanted loss mechanisms
that affect the emission into the monitored channel. Since de-
coherence is the process that transforms a quantum state into
a classical state [82,83], it can be expected that it will reduce
the Wigner negativity. In this section we investigate the effects
of two additional unmonitored decoherence channels, pure
dephasing and nonradiative decay. We explore the effect these
decay channels have on the negativity at the drive strength
� = 1/

√
8 that is optimal without decoherence, and relate

the results to decoherence rates in a realistic superconducting
device.

1. Pure dephasing

We calculate the coherent reflectance with dephasing
present in the system. Again solving for the steady state, but
now with the master equation

ρ̇ = −i[H, ρ] + γD[σ̂−]ρ + �φ

2
D[σz]ρ, (31)

where �φ is the pure dephasing rate, we get (setting γ = 1)

〈σ̂−〉 = −2�

8�2 + 2�φ + 1
. (32)

Using the input-output relation (7) we get

r = |〈a〉|
�

=
∣∣∣∣1 − 2

8�2 + 2�φ + 1

∣∣∣∣. (33)

Plotting Eq. (33) for different dephasing rates in Fig. 8, we
see that dephasing shifts the incoherent point towards lower
values of �.
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FIG. 8. Coherent reflectance r as a function of drive strength
� for three different dephasing rates �φ (in units of γ = 1), from
Eq. (33). The zoom-in in the inset shows that the coherent reflectance
is zero at different drive strengths for different dephasing rates.

In our numerical experiments, the effect of pure dephasing
is reduced negativity for the emitted field, as can be seen
in Fig. 9 for a fixed drive strength. After the analysis in
Sec. III B, it would seem natural to assume that the reduction
in negativity observed in Fig. 9 is due to decreased inco-
herent emission, since the incoherent point is shifted when
dephasing is introduced. However, this is not the case, as we
did not see improvement in negativity when driving at the
new incoherent points (not shown). The reason for this is
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FIG. 9. The WLN for different integration times and fixed � =
1/

√
8, with different dephasing rates �φ , in units of γ = 1. It is clear

the WLN decreases with increasing dephasing rate. In this plot, each
data point is an average over 50 reconstructions. See Appendix C for
a discussion of this.
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FIG. 10. Simulation results for fixed T = 4 (unit γ = 1). The
purity of the atom decreases with increased dephasing rate �φ , with
subsequent reduction of purity for the emitted radiation as well. The
purity is also highly dependent on the drive strength.

that the introduction of pure dephasing only affects the off-
diagonal elements (coherences) in the atom density matrix,
decreasing the purity. This translates into reduced coherences
in the radiation field density matrix (see Fig. 10), while the
populations are kept intact. Again looking at the example of
the two-dimensional Fock subspace, loss of coherence means
that a larger single-photon population is required for the state
to be Wigner negative, as shown in Sec. III C, but with a fixed
drive strength the single-photon population is fixed, so the
negativity of the state is diminished.

2. Decoherence in a superconducting device

To conclude, we will discuss a realistic implementation in
a circuit-QED setup [84,85]. We consider a transmon qubit
coupled to the end of a 1D transmission line. Along with pure
dephasing, in an experimental setup there will also be losses
due to nonradiative decay. Nonradiative losses correspond to
an unmonitored decay channel, and as we saw in Sec. III A 1,
this results in a reduced Wigner negativity in the monitored
decay channel. Additionally, as seen in the previous Sec. III D,
the effect of dephasing is also reduced negativity in the ob-
served state. Nevertheless, if the dephasing rate �φ and decay
rate �n of the unmonitored channel are small compared to
the radiative decay rate (�φ, �n � γ ), Wigner negativity can
still be preserved. Fortunately, in a superconducting device,
the ratio of the dephasing and nonradiative decay rates to the
radiative decay rate can be very small [86]. We consider a
sample device with measured decay rates

�n + 2�φ = 89 kHz, (34)

and radiative decay rate γ = 1 MHz. However, devices can
be manufactured with a radiative decay rate up to 20 MHz
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FIG. 11. The WLN for different integration times and fixed � =
1/

√
8 (in units of γ , see legend), with both nonradiative decay

and dephasing according to the relation (34). The solid lines show
radiative decay rate γ = 1 MHz, and the dashed lines show γ =
20 MHz. The gray dotted line shows the WLN without the additional
decoherence. With γ = 20 MHz, the decoherence decay rates are
comparatively very small and thus barely affect the WLN.

while keeping the relation (34); this would result in barely
any reduction of negativity compared to the ideal case with no
unwanted decay channels. Figure 11 shows the WLN for dif-
ferent rates of both these nonradiative decay processes, con-
strained to satisfy (34). Even for the smaller value of γ , some
negativity is still present. This suggests that Wigner-negative
states from one-dimensional resonance fluorescence can pos-
sibly be generated in an experimental circuit-QED setup.

IV. CONCLUSIONS

In this paper, we have numerically studied the steady-state
resonance fluorescence from a resonantly driven two-level
system in a one-dimensional waveguide, with the purpose of
generating quantum states that are nonclassical in the sense
that they have a negative Wigner function.

The quantum state of the two-level system was evolved in
time by solving the stochastic master equation for homodyne
detection. After steady state had been reached, the homodyne
measurement results of the output resonance fluorescence
were recorded for a time T , and maximum-likelihood es-
timation was used to reconstruct the density matrix of the
output field. From the density matrix, the Wigner function
of the resonance fluorescence was calculated. Recently, an
alternative formalism for the study of filtered propagating
modes was introduced [87]. We have confirmed our results
with this method.

Because quantum states with a negative Wigner function
have been identified as a necessary resource to achieve a

quantum speedup for continuous variable quantum comput-
ing [3,4], we investigated in which parameter regimes Wigner-
negative states can be generated. For our two setups, we found
that producing states belonging to this class is only possible
with the semi-infinite waveguide. In particular, maximum
negativity is achieved when the coherent response from the
system is entirely suppressed. On the other hand, with an in-
finite waveguide we only observed positive Wigner functions,
due to the contribution of vacuum that appears when only
monitoring one side of the transmission line.

We showed that the purity of the state affects the negativity.
A state with high purity can exhibit Wigner negativity even
when having a large vacuum contribution that would render a
mixed state positive. Furthermore, we examined the effects of
decoherence—specifically, pure dephasing and nonradiative
decay. While decoherence in general reduces the negativity,
we found that if the decoherence rates are much smaller than
the radiative decay rate, which is realistic for superconducting
devices, the impact on negativity can be negligible.

This setup is appealing due to its simplicity, with resonance
fluorescence having already been observed experimentally
with trapped ions [25], superconducting circuits [26], and
quantum dots [27]. However, while the setup can generate
Wigner-negative states, it is not yet clear how to utilize them
for quantum information processing. Together with Gaussian
operations which are relatively easy to implement, an addi-
tional non-Gaussian operation is required for universal quan-
tum computation [1]. This type of operation can be created
by non-Gaussian, or Wigner-negative, states via gate telepor-
tation. There are known protocols to implement the lowest-
order non-Gaussian gate, the cubic phase gate, by producing
resource states such as the cubic phase state [88–90]. The
challenge remains to design a protocol that can generate
a useful non-Gaussian operation from our type of state.
Another possibility is that the states could be used for re-
source concentration, where less resourceful non-Gaussian
states are used to produce more resourceful outputs by only
Gaussian operations [46]. For further work, it would also be
of interest to investigate whether it is possible to optimize
the temporal mode filter function to maximize the Wigner
negativity.
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APPENDIX A: WIGNER FUNCTION IN THE FOCK BASIS

For a state

ρ =
∑
nm

ρnm|n〉〈m| (A1)

where |n〉 is a Fock basis state, the corresponding Wigner
function can be expressed as

W (x, p) =
∑
mn

ρmnWmn(x, p), (A2)
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where the matrix elements Wmn are given by

Wmn = 1

π
e−(x2+p2 )(−1)m

√
2n−m

m!

n!
(x − ip)n−mLn−m

m (2x2 + 2p2), n � m,

Wmn = 1

π
e−(x2+p2 )(−1)n

√
2m−n

n!

m!
(x + ip)m−nLm−n

n (2x2 + 2p2), n < m. (A3)

APPENDIX B: COHERENCE, INCOHERENCE,
AND PHASE SPACE

We would like to clear up confusion that could potentially
arise from using the descriptions “coherent” and “incoher-
ent” in different contexts. There are two properties that are
commonly referred to as “quantum coherence.” For general
quantum states, what is called quantum coherence is phase
information encoded by the off-diagonal elements of the
density matrix. In the field of quantum optics, the concept
of coherence introduced by Glauber [91,92] is related to the
classical possibility of producing interference fringes when
two fields are superimposed [80]. There are different orders of
this quantum optical coherence: first-order coherence, second-
order coherence, and so on. In particular, a state is nth-order
coherent when its nth-order correlation function factorizes.
Quantum coherence of both kinds is linked to the possibility
of interference, but of probability amplitudes instead of field
amplitudes as in the classical setting. We have used both
definitions of coherence: in Sec. III B we used first-order
coherence of the resonance fluorescence, and in Sec. III C and
forward we used quantum coherence between Fock states.

For a state carrying no phase information, for instance
a Fock state, the Wigner function is symmetric in phase
space. With our setup at the incoherent drive point, all of
the emitted radiation is incoherent in the sense that there is
no phase relation between the average emitted field and the
drive. Despite this, the observed states are not symmetric in
phase space (as seen in Fig. 5). This is because while there
is no phase relation between the average field and the drive
there can still be correlations between subsequently emitted
photons. The second-order correlation function g(2)(τ ) de-
scribes correlations between photons. When g(2)(τ ) = 1 the
photon emissions are uncorrelated. While the g(2) function
for resonance fluorescence stabilizes at 1 for some τ ∗ >

0, resonance fluorescence exhibits antibunching of photons,
as indicated by g(2)(0) = 0 [28,93]. Consequently, there are
correlations between photons emitted with a time difference
shorter than τ ∗, and thus it is natural that the final state
measured over a time T � τ ∗ contains coherences.

Coherent displacement

For the results so far, we have simulated detection of the
atomic emission only, i.e., ignored the reflected drive field
since it only shifts the Wigner function in phase space without
affecting the negativity (shown in Ref. [31]). In this section we
include the drive, and also allow it to be complex by adding
a phase: � = |�|eiϕ , such that with γ = 1 the Hamiltonian in
Eq. (4) becomes Ĥ = −i(�σ̂+ + �∗σ̂−).

While the maximally negative state is not symmetric in
phase space, it is centered around the origin. This is because

〈Â f 〉 = 0 at the incoherent drive point. In fact, all states are
displaced from the origin by

� =
√

2〈Â f 〉 =
√

2T

(
|�| − 2|�|

1 + 8|�|2
)

, (B1)

where the
√

2 is due to the normalization chosen for the
quadratures in (9), and the factor of

√
T comes from inte-

grating (14) over our choice of filter function (15). In the

FIG. 12. States displaced from the origin on a line in phase space
given by the phase ϕ = 5π/4 of the driving field, in the direction
given by the sign of 〈Â f 〉 in (B1). The lengths of the arrows are
given by �. (a) Reconstructed state for T = 100 and � = 0.05. It has
fidelity 0.95 with a coherent state with the same number of photons.
(b) Reconstructed state for T = 30 and � = 0.5. It has fidelity 0.18
with a coherent state with the same number of photons.
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very weak driving regime, the atom scatters essentially all
of the incoming field coherently (see Fig. 8). A coherent
state |α〉 has |α|2 photons and is displaced from the origin
by

√
2|α|. The number of photons sent by the drive field to be

reflected during a time T is T �2. When reflected coherently,
the observed state is expected to be displaced by

√
2T |�|.

This is confirmed by simulations, and also by taking the limit
of � � 1 in Eq. (B1), which gives � = −√

2T �. For a real
drive � which we used before, the state is shifted in the
negative x direction. The direction is determined by the phase
ϕ of the driving field. In Fig. 12, the phase is ϕ = 5π/4.
Figure 12(a) shows the displacement of a reflected approxi-
mately coherent state, and Fig. 12(b) shows the same type of
displacement for an example state that is not coherent, visu-
alizing that the displacement of any type of state is given by
Eq. (B1).

APPENDIX C: PRECISION OF THE
MAXIMUM-LIKELIHOOD RECONSTRUCTION

The fact that outcomes of quantum-mechanical measure-
ments are inherently random, combined with only having a fi-
nite number of measurements, induce a statistical uncertainty
in the result of the maximum-likelihood state reconstruc-
tion. Quantifying the uncertainty for quantum tomography
is not straightforward and there are many theoretical ap-
proaches [94–99]. In practice, the simplest way is to use the
bootstrapping method: generating an ensemble of simulation
results with the same parameter settings and reporting the
variation of the reconstructed density matrices [100]. Here
we do this for the maximally negative state at the incoherent
point, reconstructed 80 times. We also compare the spread in
the results for 500 vs 1000 simulation trajectories, and 20 vs
40 tomography angles.

Figure 13 shows a boxplot of the pairwise fidelities be-
tween all 80 states. Using 1000 trajectories in the simulations
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FIG. 13. Pairwise fidelities between 80 reconstructions from the
atom in the semi-infinite waveguide at the incoherent point. The box
shows the quartiles of the dataset while the whiskers extend to show
the rest of the distribution. The horizontal line indicates the median.
The histogram of the leftmost box (500 trajectories and 20 angles)
can be seen in Fig. 14.
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FIG. 14. Pairwise fidelities between reconstructed states from 80
simulation runs with the same parameters: 500 trajectories and 20
tomography angles, with � = 1/

√
8 and T = 4.

clearly reduces the variance compared to 500 trajectories.
There is, however, no clear difference between using 20 and
40 angles for the tomography.

The distribution of pairwise fidelities for the 80 simulations
with 500 trajectories and 20 angles can be seen in Fig. 14.
The pairs are composed of all 3160 combinations of the 80
states.

The data of WLN for Figs. 9–11 are averages of the results
from the 80 reconstructions. A single dataset only produced a
very noisy curve, and even with averaging there are irregular-
ities. The variation of the WLN is displayed in Fig. 15. Since
the mean WLN is very small, the relative variance is large.
In order to find what creates the variation in the WLN we
look at the properties that have been established in Sec. III to
influence it: purity and single-photon population of the state.
Figure 16(a) shows a boxplot of the distribution of purities,
and Fig. 16(b) shows a scatterplot containing the purity of the
state and the corresponding WNL. There is visually no clear

500 1000
Trajectories

0.00

0.02

0.04

0.06

W
L
N

Angles
20

40

FIG. 15. Wigner logarithmic negativity for 80 reconstructions
from the atom in the semi-infinite waveguide at the incoherent point.
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FIG. 16. Boxplot showing the variation in the purity of recon-
structed states, and a scatterplot that shows no clear correlation
between the purity and the WLN. (a) Variations in the purity of
80 reconstructed states. The box shows the quartiles of the dataset
while the whiskers extend to show the rest of the distribution. The
horizontal line indicates the median. (b) Scatterplot of the Wigner
logarithmic negativity and the purity of the state, for 1000 trajectories
and 20 angles. The Pearson correlation coefficient is −0.2.

correlation. The variation in the single-photon population ρ1

is seen in Fig. 17(a). There is an obvious correlation between

FIG. 17. Boxplot of the variation in single-photon content ρ1,
and a scatterplot that displays a linear correlation between ρ1 and
the WLN. (a) Variations in the single-photon population of 80 states
reconstructed with identical parameters. (b) Scatterplot of the Wigner
logarithmic negativity and the single-photon population, for 1000
trajectories and 20 angles. There is a clear correlation, and the
Pearson correlation coefficient is 0.85.

ρ1 and the WLN, shown in the scatterplot of Fig. 17(b), which
is consistent with the results in previous sections.

[1] S. Lloyd and S. L. Braunstein, Phys. Rev. Lett. 82, 1784
(1999).

[2] U. L. Andersen, G. Leuchs, and C. Silberhorn, Laser Photonics
Rev. 4, 337 (2009).

[3] A. Mari and J. Eisert, Phys. Rev. Lett. 109, 230503 (2012).
[4] V. Veitch, N. Wiebe, C. Ferrie, and J. Emerson, New J. Phys.

15, 013037 (2013).
[5] M. Hofheinz, E. M. Weig, M. Ansmann, R. C. Bialczak, E.

Lucero, M. Neeley, A. D. O’Connell, H. Wang, J. M. Martinis,
and A. N. Cleland, Nature (London) 454, 310 (2008).

[6] M. Hofheinz, H. Wang, M. Ansmann, R. C. Bialczak, E.
Lucero, M. Neeley, A. D. O’Connell, D. Sank, J. Wenner, J. M.
Martinis, and A. N. Cleland, Nature (London) 459, 546 (2009).

[7] Z. Leghtas, S. Touzard, I. M. Pop, A. Kou, B. Vlastakis, A.
Petrenko, K. M. Sliwa, A. Narla, S. Shankar, M. J. Hatridge,
M. Reagor, L. Frunzio, R. J. Schoelkopf, M. Mirrahimi, and
M. H. Devoret, Science 347, 853 (2015).

[8] S. Touzard, A. Grimm, Z. Leghtas, S. O. Mundhada, P.
Reinhold, C. Axline, M. Reagor, K. Chou, J. Blumoff, K. M.
Sliwa, S. Shankar, L. Frunzio, R. J. Schoelkopf, M. Mirrahimi,
and M. H. Devoret, Phys. Rev. X 8, 021005 (2018).

[9] W. Pfaff, C. J. Axline, L. D. Burkhart, U. Vool, P. Reinhold, L.
Frunzio, L. Jiang, M. H. Devoret, and R. J. Schoelkopf, Nat.
Phys. 13, 882 (2017).

[10] J.-i. Yoshikawa, K. Makino, S. Kurata, P. van Loock, and
A. Furusawa, Phys. Rev. X 3, 041028 (2013).

063808-13

https://doi.org/10.1103/PhysRevLett.82.1784
https://doi.org/10.1103/PhysRevLett.82.1784
https://doi.org/10.1103/PhysRevLett.82.1784
https://doi.org/10.1103/PhysRevLett.82.1784
https://doi.org/10.1002/lpor.200910010
https://doi.org/10.1002/lpor.200910010
https://doi.org/10.1002/lpor.200910010
https://doi.org/10.1002/lpor.200910010
https://doi.org/10.1103/PhysRevLett.109.230503
https://doi.org/10.1103/PhysRevLett.109.230503
https://doi.org/10.1103/PhysRevLett.109.230503
https://doi.org/10.1103/PhysRevLett.109.230503
https://doi.org/10.1088/1367-2630/15/1/013037
https://doi.org/10.1088/1367-2630/15/1/013037
https://doi.org/10.1088/1367-2630/15/1/013037
https://doi.org/10.1088/1367-2630/15/1/013037
https://doi.org/10.1038/nature07136
https://doi.org/10.1038/nature07136
https://doi.org/10.1038/nature07136
https://doi.org/10.1038/nature07136
https://doi.org/10.1038/nature08005
https://doi.org/10.1038/nature08005
https://doi.org/10.1038/nature08005
https://doi.org/10.1038/nature08005
https://doi.org/10.1126/science.aaa2085
https://doi.org/10.1126/science.aaa2085
https://doi.org/10.1126/science.aaa2085
https://doi.org/10.1126/science.aaa2085
https://doi.org/10.1103/PhysRevX.8.021005
https://doi.org/10.1103/PhysRevX.8.021005
https://doi.org/10.1103/PhysRevX.8.021005
https://doi.org/10.1103/PhysRevX.8.021005
https://doi.org/10.1038/nphys4143
https://doi.org/10.1038/nphys4143
https://doi.org/10.1038/nphys4143
https://doi.org/10.1038/nphys4143
https://doi.org/10.1103/PhysRevX.3.041028
https://doi.org/10.1103/PhysRevX.3.041028
https://doi.org/10.1103/PhysRevX.3.041028
https://doi.org/10.1103/PhysRevX.3.041028


INGRID STRANDBERG et al. PHYSICAL REVIEW A 100, 063808 (2019)

[11] H. Goto, Z. Lin, T. Yamamoto, and Y. Nakamura, Phys. Rev.
A 99, 023838 (2019).

[12] B. Lounis and M. Orrit, Rep. Prog. Phys. 68, 1129 (2005).
[13] M. D. Eisaman, J. Fan, A. Migdall, and S. V. Polyakov, Rev.

Sci. Instrum. 82, 071101 (2011).
[14] C. J. Chunnilall, I. P. Degiovanni, S. Kück, I. Müller, and A. G.

Sinclair, Opt. Eng. 53, 081910 (2014).
[15] E. Knill, R. Laflamme, and G. J. Milburn, Nature (London)

409, 46 (2001).
[16] N. Yoran and B. Reznik, Phys. Rev. Lett. 91, 037903 (2003).
[17] P. Senellart, G. Solomon, and A. White, Nat. Nanotechnol. 12,

1026 (2017).
[18] X. He, H. Htoon, S. K. Doorn, W. H. P. Pernice, F. Pyatkov,

R. Krupke, A. Jeantet, Y. Chassagneux, and C. Voisin, Nat.
Mater. 17, 663 (2018).

[19] B. Darquié, M. P. A. Jones, J. Dingjan, J. Beugnon, S.
Bergamini, Y. Sortais, G. Messin, A. Browaeys, and P.
Grangier, Science 309, 454 (2005).

[20] I. Aharonovich, S. Castelletto, D. A. Simpson, C.-H. Su, A. D.
Greentree, and S. Prawer, Rep. Prog. Phys. 74, 076501 (2011).

[21] P. Forn-Díaz, C. W. Warren, C. W. S. Chang, A. M. Vadiraj,
and C. M. Wilson, Phys. Rev. Appl. 8, 054015 (2017).

[22] C. Eichler, D. Bozyigit, and A. Wallraff, Phys. Rev. A 86,
032106 (2012).

[23] J. C. Loredo, C. Antón, B. Reznychenko, P. Hilaire, A.
Harouri, C. Millet, H. Ollivier, N. Somaschi, L. De Santis, A.
Lemaître, I. Sagnes, L. Lanco, A. Auffèves, O. Krebs, and P.
Senellart, Nat. Photon. 13, 803 (2019).

[24] C. Joana, P. van Loock, H. Deng, and T. Byrnes, Phys. Rev. A
94, 063802 (2016).

[25] J. T. Höffges, H. W. Baldauf, T. Eichler, S. R. Helmfrid, and
H. Walther, Adv. Quantum Chem. 30, 65 (1998).

[26] O. Astafiev, A. M. Zagoskin, A. A. Abdumalikov, Y. A.
Pashkin, T. Yamamoto, K. Inomata, Y. Nakamura, and J. S.
Tsai, Science 327, 840 (2010).

[27] A. Muller, E. B. Flagg, P. Bianucci, X. Y. Wang, D. G. Deppe,
W. Ma, J. Zhang, G. J. Salamo, M. Xiao, and C. K. Shih, Phys.
Rev. Lett. 99, 187402 (2007).

[28] H. J. Kimble, M. Dagenais, and L. Mandel, Phys. Rev. Lett.
39, 691 (1977).

[29] R. Loudon, Opt. Commun. 49, 24 (1984).
[30] C. H. H. Schulte, J. Hansom, A. E. Jones, C. Matthiesen, C.

Le Gall, and M. Atatüre, Nature (London) 525, 222 (2015).
[31] F. Quijandría, I. Strandberg, and G. Johansson, Phys. Rev. Lett.

121, 263603 (2018).
[32] A. Zavatta, V. Parigi, and M. Bellini, Phys. Rev. A 75, 052106

(2007).
[33] M. Barbieri, N. Spagnolo, M. G. Genoni, F. Ferreyrol, R.

Blandino, M. G. A. Paris, P. Grangier, and R. Tualle-Brouri,
Phys. Rev. A 82, 063833 (2010).

[34] T. Serikawa, J.-i. Yoshikawa, S. Takeda, H. Yonezawa, T. C.
Ralph, E. H. Huntington, and A. Furusawa, Phys. Rev. Lett.
121, 143602 (2018).

[35] M. Hillery, R. F. O’Connell, M. O. Scully, and E. P. Wigner,
Phys. Rep. 106, 121 (1984).

[36] M. V. Berry, Phil. Trans. R. Soc. A 287, 237 (1977).
[37] E. J. Heller, J. Chem. Phys. 65, 1289 (1976).
[38] J. E. Moyal, Math. Proc. Cambridge Philos. Soc. 45, 99

(1949).
[39] A. Polkovnikov, Ann. Phys. (NY) 325, 1790 (2010).

[40] H. Weyl, Z. Phys. 46, 1 (1927).
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