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Excited-state electronic coherence in vinyl bromide ions
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We have performed time-dependent density functional theory calculations on the molecule vinyl bromide
under ionization by a laser and have found long-lived coherent oscillations in the electron density created by a
superposition of orbitals. The superposition of the molecular orbitals is quite pronounced for some intensities
and is compared to varied alignments and strengths of the exciting laser. The coherence between the orbitals is
also shown to be strongly dependent upon atomic motion.
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I. INTRODUCTION

The rapid development of ultrafast laser pulses has enabled
the investigation of coherent electron excitations and charge
migration dynamics [1–8]. Coherence is best described by us-
ing the density matrix formalism which is a very powerful tool
to study the statistical distribution of quantum states of a sys-
tem. Coherence between quantum states is characterized by
nonzero off-diagonal elements of the density matrix. Coherent
states [9], especially those with a long lifetime, play a very
important role in many physical processes, including energy
transfer [10], photosynthesis [11,12], quantum computation
[13,14], observation of electron dynamics [5], high harmonics
interferometry [15], and charge migration [1].

Ultrashort laser pulses can generate coherent vibrational
[16,17] or electronic wave packets [5,18]. Coherent electron
motion has been intensively studied in atoms [5,19], for
example, strong coherence is observed between 3P0

2 -3P0
0 of

Xe2+ [18] showing the possibility for selective preparation
of coherent electron dynamics. This electron dynamics is
much faster than the nuclear motion and it may be used
to steer charge migration [20] and the accompanying bond
rearrangement processes in molecules.
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Coherent state preparation by strong-field ionization has
been studied theoretically for atoms [21,22] and molecules
[2,23–28]. Time-dependent multichannel theory has been
used [22,29] to study the coherence of quantum states after
strong-field ionization in noble-gas atoms. Small molecules,
where the nuclear motion becomes important, have also been
studied [27,30]. Theoretical studies envisioning the possibil-
ity of probing coherent states in complex molecules have
also been pursued [23,24,31]. The multiconfigurational time-
dependent Hartree (MCTDH) method [27] and the time-
dependent density functional theory (TDDFT) [23,24,31] are
the most popular computational approaches to study the elec-
tron dynamics after ionization. The MCTDH method uses full
nuclear quantum dynamics, but it is limited by the compu-
tational cost and the requirement of an a priori knowledge
of the potential-energy surfaces. In TDDFT, the electrons are
treated quantum mechanically, but the nuclei follow classical
trajectories based on the Ehrenfest dynamics.

The role of nuclear dynamics in the electronic decoher-
ence has received particular attention in theoretical studies
[22,27,28,32]. First it was assumed that the nuclear motion
is slow and can be neglected, but later it was realized that [33]
the charge migration can induce an ultrafast nuclear response.
The question then is how long the electronic coherence can
survive the effect of the nuclear motion. Polyatomic molecules
(e.g., paraxylene and phenylalenine) were studied in a full
quantum mechanical treatment of electron and nuclear dy-
namics [27,28] and it was found that the electronic coherence
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is dephased on a timescale of a few femtoseconds. A recent
full quantum dynamical study [26] simulated the charge mi-
gration in propiolic acid, showing charge oscillation between
the carbon triple bond and the carbonyl oxygen lasting for
about 10 fs before decaying due to the nuclear motion.

In this work, we will investigate a different candidate
for a molecule where electronic coherence can persist for
long timescales. Vinyl bromide, C2H3Br, ion has several
low-lying electronically excited states, providing access to
both electronic and vibrational coherent dynamics following
strong-field ionization. The molecule has two distinct parts,
i.e., the bromine atom and the carbon-hydrogen (ethylenyl)
fragment, and the molecular orbitals can be localized on either
part. The coherent excitation of these orbitals leads to charge
migration between the two parts of the molecule forming
coherent oscillations of the electron density.

Time-dependent density functional theory calculations will
be used [34] to study the ionization and the subsequent elec-
tron and nuclear dynamics of the molecule caused by a short,
strong laser pulse. The nuclear motion will be described using
the Ehrenfest dynamics. The full quantum nuclear dynamics
used in the MCTDH method is limited to a short timescale
and, in this work, we would like to simulate the system up
to few-hundred femtoseconds. Unlike previous works that
studied the dynamics after ionization, we use a laser field to
ionize the molecule and the system with multiple partially
ionized orbitals is studied. To study the effect of laser pa-
rameters, several different wavelengths, pulse fields, and laser
polarization alignments will be used.

II. COMPUTATIONAL DETAILS

The electron dynamics is described in the framework of
TDDFT [34] using a real-space grid with real-time propa-
gation. This formalism was previously used by our group
to describe Coulomb explosion of molecules [35–37], elec-
tron dynamics in graphene and silicon subject to intense
laser pulses [38–40], and high-energy irradiation of materials
[41,42].

At the beginning of the TDDFT calculations, the system
is initialized by calculating the ground state by a density
functional theory calculation. After that, the time-dependent
Kohn-Sham orbitals, ψk (r, t ), are determined by solving the
time-dependent Kohn-Sham equation,

ih̄
∂ψk (r, t )

∂t
= Hψk (r, t ), (1)

where k is a quantum number labeling the orbital. The Hamil-
tonian is given by

H = − h̄2

2m
∇2

r + VH[ρ](r, t ) + VXC[ρ](r, t ) + Vext (r, t ), (2)

where ρ denotes the electron density, which is defined by a
sum over all occupied orbitals,

ρ(r, t ) =
∞∑

k=1

ok|ψk (r, t )|2. (3)

The factor of ok is the occupation of the orbital (typically 2),
VH is the Hartree potential, defined by

VH(r, t ) =
∫

dr′ ρ(r′, t )

|r − r′| , (4)

and VXC is the exchange-correlation potential. This functional
was approximated by the adiabatic local-density approxima-
tion (ALDA) with the parametrization of Perdew and Zunger
[43]. The last term in Eq. (2), Vext, is the external potential,
which includes the implicitly time-dependent potential due
to the ions, Vion, and the explicitly time-dependent potential
due to the electric field of the laser, Vlaser. Vion is a sum
of norm-conserving pseudopotentials of the form given by
Troullier and Martins [44] centered at each ion.

Vlaser is described using the dipole approximation, Vlaser =
r · E(t ), with the time-dependent electric field given by

E(t ) = Emax exp

[
− (t − t0)2

2a2

]
k̂ sin[ω(t − t0)]. (5)

The parameters a, t0, and Emax define the width, initial position
of the center, and the maximum amplitude of the Gaussian
envelope, ω describes the frequency of the laser, and k̂ is the
direction of the electric field.

In our calculations, the time-dependent orbitals are propa-
gated using a fourth-order Taylor expansion of the propagator
[45–49], so that the propagation of the Kohn-Sham orbitals
over a very short time step, δt , is given by

ψk (r, tq + δt ) ≈
4∑

n=0

1

n!

[
− iδt

h̄
H (r, tq )

]n

ψk (r, tq ). (6)

The operator is applied for N time steps until the final time,
tfinal = Nδt , is obtained. While the Taylor propagation is not
unconditionally stable, for time steps chosen to be suitably
small, the propagation is very accurate. The advantage of the
Taylor propagation is that its simple form only requires the
repeated action of the Hamiltonian on the wave function. A
review and comparison of the advantages and disadvantages
of different time-propagating schemes in TDDFT can be
found in Ref. [50].

In real-space TDDFT, the Kohn-Sham orbitals are rep-
resented at discrete points in real space. In practice, these
discrete points are organized in a uniform rectangular grid and
the accuracy of the simulations are controlled by adjusting
a single parameter: the grid spacing. At the walls of the
simulation cell, we enforce the boundary condition that the
Kohn-Sham orbitals are zero at the walls. When a strong laser
field is applied, ionization may occur and the zero-boundary
condition can lead to an unphysical reflection of the wave
function off the walls of the simulation cell. To prevent this
reflection, we implemented the complex absorbing potential
(CAP) of Ref. [51].

As the molecule is ionized by the laser field, electron
density will travel to the edge of the simulation box where
it is absorbed by the CAP. The total electron number,

N (t ) =
∫

V
ρ(r, t )d3x, (7)
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FIG. 1. Isosurfaces of � values of 0.02 and −0.02 of the nine occupied and the lowest two unoccupied molecular orbitals of the vinyl
bromide electronic ground state as a neutral molecule. On the first (lowest energy) orbital (upper left corner), the molecule lies in the xy plane
and the atoms are numbered. This numbering will be used to define the relative motion between nuclei. Atomic positions, x and y axes, and
system origin are shown on the bottom right. Note that orbitals 7, 9, and 10 are rotated about the x axis to show the node in the molecular
plane.

where V is the volume of the simulation box, will therefore
diverge from the initial electron number, N (0). We interpret
N (0) − N (t ) as the total ionization of the molecule.

The motion of the nuclei in the simulations is treated clas-
sically based on the Ehrenfest theorem. The quantum forces
on the nuclei, which are due to the electrons, are given by
the derivatives of the expectation value of the total electronic
energy with respect to the ionic positions. These forces are
then fed into Newton’s Second Law, giving

Mi
d2Ri

dt2
= ZiElaser (t ) +

Nions∑
j �=i

ZiZ j (Ri − R j )

|Ri − R j |3

−∇Ri

∫
Vion(r, Ri )ρ(r, t )dr, (8)

where Mi and Zi are the mass and pseudocharge (valence) of
the ith ion, respectively, and Nions is the total number of ions.

The computational results presented in the next section use
the following parameters. The rectangular box is given by
Lx = Ly = Lz = 24.24 Å. The grid spacing is 0.24 Å in each
direction. The CAP is nonzero in a region that is 5 Å from the
walls of the simulation cell. The time step for the propagation
of the wave function is δt = 0.001 fs. The equation of the
nuclear motion [Eq. (8)] is solved with the Verlet algorithm
with time step 0.004 fs. These parameters lead to very well-
converged results.

The molecule is placed in the simulation box, as shown
in Fig. 1. Figure 1 also shows the orbital densities of the
occupied and the lowest two unoccupied orbitals.

To describe the coherence between the molecular elec-
tronic orbitals, we have defined the overlaps,

ci j (t ) = 〈ψi(t )|ψ j (0)〉, (9)

where ψi(t ) is the ith molecular orbital at time t and ψ j (0) is
the ground-state Kohn-Sham orbital, which is the orbital that
has been used to initialize the wave function. If a state i is
a coherent superposition of two states j and k, then its time
dependence can be described as

ψi(t ) = ci j (t )ψ j (0) + cik (t )ψk (0). (10)

In general,

ψi(t ) =
∑

j

ci j (t )ψ j (0), (11)

where the summation is over the occupied and unoccupied
states. In the present work, we only calculate the occupied
ground-state orbitals and two of the lowest unoccupied or-
bitals, so Eq. (11) is not used to represent the wave func-
tion, and ψi(t ) is calculated by direct time propagation. The
charge migration and coherence of the electronic states have
often been described by superpositions such as in Eq. (10)
[24,25,52–55].

We also define the sum of squares of the inner product,

Ci =
∑

j∈occupied

|ci j (t )|2, (12)

which shows what percentage of a given time-dependent wave
function remains in the subspace spanned by the ground-state
orbitals.
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TABLE I. The ground-state orbital energies for vinyl bromide
with the expectation values of x and y in units of Å. Orbital 8 (the
HOMO-1) is located more on the bromine atom since the Br atom
is towards the positive x axis, and orbital 9 (the HOMO) is located
more on the C atoms. The orbitals are numbered by energy and the
HOMO-X notation is also given.

Orbital E (eV) 〈x〉 〈y〉
1 (HOMO-8) −21.28 0.0092 0.0965
2 (HOMO-7) −18.52 −1.1888 0.0172
3 (HOMO-6) −14.29 −1.3195 0.1999
4 (HOMO-5) −11.96 −1.5283 0.1604
5 (HOMO-4) −10.97 −1.2103 −0.1617
6 (HOMO-3) −9.12 −1.1686 −0.0119
7 (HOMO-2) −8.72 −0.4755 0.1313
8 (HOMO-1) −7.16 0.576 0.0021
9 (HOMO) −6.49 −0.474 −0.0431
10 (LUMO) −1.75 −1.4494 0.0201
11 (LUMO+1) −1.06 0.3173 0.0199

Other quantities can also be used to describe coherence.
Reference [23], for example, used the instantaneous ground-
state Kohn-Sham orbitals (states obtained by diagonalizing
the Kohn-Sham matrix at the same time frame) in place of
ψk (0) in Eq. (9). This only requires a diagonalization in
their basis-function-based approach, but it would be very time
consuming in our real-space basis case.

One should carefully interpret the results of the TDDFT
calculations. Charge transfer and charge oscillations can be
accurately describe by TDDFT provided that suitable ex-
change correlations are used, but for other quantities TDDFT
may perform less reliably. Recent reviews on charge transfer
and excitations [56–58] emphasize the challenges and limita-
tions of applications of TDDFT.

III. RESULTS AND DISCUSSION

We will label orbitals by numbers from lowest energy
to highest energy in ascending order. This is different from
the highest occupied molecular orbital minus X (HOMO-X)
notation that is typically used because we want to avoid labels
such as HOMO-8, etc., especially in figures. Refer to Table I
for the labeling of the orbitals in HOMO-X notation.

A. Laser fields and ionization

To study the dependence of the results on laser parameters
[see Eq. (5)], three different laser pulses are used in the
calculations:

(A) Emax = 1.4 V/Å with wavelength 124 nm in the x
direction, with parameters of a = 1.38 fs and t0 = 9 fs. This
corresponds approximately to a pulse intensity of 2.6 ×
1013 W/cm2 and a pulse duration of 4.5 fs. See Fig. 2(a) for
the amplitude of the laser as a function of time.

(B) Emax = 1.5 V/Å with wavelength 124 nm in the z
direction, with parameters of a = 1.38 fs and t0 = 9 fs. This
corresponds approximately to a pulse intensity of 3.0 ×
1013 W/cm2 and a pulse duration of 4.5 fs.
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FIG. 2. (a) Laser pulse amplitude as a function of time. (b) The
C1-H1 bond length. (c) Time-dependent dipole moments (in units
of eÅ) for laser (A). The black, red, and green lines show the time
dependence of the dipole moments in the x, y, and z directions.

(C) Emax = 5 V/Å with wavelength 790 nm in the x di-
rection, with parameters of a = 1.38 fs and t0 = 9 fs. This
corresponds approximately to a pulse intensity of 3.3 ×
1014 W/cm2 and a pulse duration of 4.5 fs.

The ionization energies of orbitals 9, 8, and 7 (the HOMO,
HOMO-1, and HOMO-2 states) are experimentally deter-
mined to be around 10 eV [59], corresponding to photons
of wavelength 124 nm, and that motivated the choice of
the laser wavelength in the first two cases. Considering that
TDDFT calculations using ALDA typically underestimate the
ionization energies, this wavelength is just an approximation
to the optimal one.

The third wavelength corresponds to the experimentally
available Ti:sapphire laser. The pulse width and field strength
were chosen to be short enough to not significantly interfere
with the dynamics of the nuclei, but be strong enough to cause
ionization.

The ionization during laser pulse (A) removes slightly less
(5%) than two electrons from the molecule [see Fig. 3(c)].
By increasing the field strength to 1.5 eV, two electrons are
removed but the molecule dissociates. Most of the ionization
occurs during the interaction with the laser. Laser pulse (A)
ionizes all orbitals, but most electron density is removed from
orbital 8 [see Fig. 3(b)] and the next most ionized are orbitals
9 and 6. The orbital ionization mostly follows the orbital
energy order, with a notable exception of orbitals 7 and 9.
Laser (A) is parallel to the plane of the molecule and more
easily removes electrons from orbital 8 (the HOMO-1 level)
due to the symmetry of that orbital (see Fig. 1). During the
laser pulse, orbitals 8 and 9 change order, and orbital 8 is
slightly less bound than orbital 9, but later orbital 9 switches
back to be the highest-energy orbital [Fig. 3(a)].

Figure 3(d) shows the bond lengths between the atoms as
a function of time for laser (A). The bond lengths increase
during the stage of strong ionization and continue to oscillate
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FIG. 3. (a) Orbital energies, (b) orbital occupation, (c) number of electrons, and (d) bond length between the atoms as a function of time
for laser (A). (a) The HOMO is the highest curve (orbital 9) followed by the HOMO-1 (orbital 8), and so on. (b) The orbital indices are shown.

afterwards. This figure and later figures show that the ampli-
tude of oscillation depends on the ionization, in particular it
depends from which orbitals the electron density is removed.

The general behavior of orbital energies,

〈ψk (t )|H |ψk (t )〉, (13)

as a function of time, shown in Fig. 3(a), is governed by two
factors. The long-term oscillations are due to the vibrational
motion of the atoms. The period of these oscillations is very
close to the period of the bond oscillations [Fig. 3(d)]. The
short-term oscillations, which look like spikes on Fig. 3(a),
are due to the laser excitation and the subsequent interaction
between the electrons. Initially, the energy starts to oscillate
due to the laser field and the period of oscillation is about
the period of the laser, 0.4 fs. As the electrons interact, the
oscillation becomes irregular and the minimum and maximum
of the amplitude of oscillations follow each other on a roughly
0.1 fs timescale. This rapid oscillation will also show up in the
time dependence of the overlaps, as we will show later.

Laser (B) is directed perpendicular to the molecular plane
and mostly interacts with orbitals 9 and 7 (see Fig. 1). Con-
sequently, it mostly ionizes these orbitals. As Fig. 5(c) shows,
one electron is removed from the molecule, ionizing, only to
some extent, orbital 7 and, to a lesser extent, orbital 8. The
ionization of other states is minimal in this case [see Fig. 5(b)].

Calculations have also been performed using an exciting
laser pulse more akin to those routinely used for experiments
[laser (C)]. The results for these simulations can be seen in

Fig. 6. Two electrons are removed from the molecule and
ionization occurs from more orbitals than the other laser
pulses, with orbitals 9, 6, 7, 4, 5, and 8 all being ionized to
some extent.

B. Dipole moment

The time-dependent dipole moment of the vinyl bromide
molecule subject to a laser pulse (A) is shown in Fig. 2(c). The
ionization removes electrons from different orbitals, which
are centered and localized at different atoms, changing the
electron distribution of the molecule.

The initial change in dipole moment is due to the laser field
drawing some electron density away from their ground-state
distribution and then from the ionization caused by removing
electron density from the orbitals. Table I shows the expec-
tation value of the position operator for different orbitals in
the ground state. From these values, one can estimate how the
ionization of a given orbital contributes to the initial change in
the dipole moment. Positive 〈x〉 values indicate that the orbital
is localized more on the Br atom and negative values mean
localization on the other side of the molecule (see Fig. 1 for
the origin of the coordinate system).

During and immediately following the excitation by laser
(A), there is a shift in the electron density towards the Br
atom since orbital 8 was ionized most and it was located
more on the Br atom. The Br atom is located in the positive
x direction, which registers as a decrease in the x component
of the dipole moment. The z component of the dipole moment
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FIG. 4. Squared inner products as a function of time for laser (A). (a) |c1k (t )|2, k = 1 cyan line (starting in the left upper corner), k = 2
magenta line (starting at left bottom corner), and C1 maroon line. (b) |c4k (t )|2, k = 3 brown line, k = 4 orange line (starting at the left upper
corner), k = 5 green line (stating at the left bottom), and C4 maroon line (upper curve). (c) |c8k (t )|2, k = 6 red line (starting at the left bottom),
k = 8 blue line, and C8 maroon line (upper curve). (d) |c9k (t )|2, k = 7 violet line (lowest curve), k = 9 black line, and C9 maroon line (upper
curve). (e) Fixed nuclei: |c4k (t )|2, k = 3 brown line (lower curve), k = 4 orange line, k = 5 green line, and C4 maroon line (upper curve).
(f) Fixed nuclei: |c8k (t )|2, k = 6 red line, k = 8 blue line (lower curve), and C8 maroon line (upper curve).

is zero because laser (A) does not excite the system in that
direction. The x and y components of the dipole moment settle
into a periodic oscillation after the excitation from the laser.
These oscillations correspond directly to the vibrations of the
atoms. The period of the change in the dipole moment matches
with the stretching of atom H1 [see Fig. 2(b)].

After ionization of the asymmetric molecule occurs, the
electron distribution around the molecule will change, caused
by the dissipation of electronic energy into nuclear motion.
This relaxation will also redistribute the electron density
back towards regions of the molecule from which ionization
affected the electron density the most.

The time-dependent dipole oscillations are very similar
for the three lasers and the other results are not shown
here.

C. Electronic coherence

To study the coherence in the electronic dynamics after
ionization, we have calculated the time-dependent projections
defined in Eq. (9). Figure 4 shows selected squared inner prod-
ucts for laser (A), elucidating pronounced coherence between
various electronic states. We note that we have carried out
calculations for C2H4 for laser (A) and no significant coherent
superposition was found, and the molecular states maintain
their character. In the case of C2H4, the amplitudes of the
squared inner products remain below 0.05 and the nuclear

motion has no noticeable effect. This shows the important role
of asymmetry due to the replacement of a H atom with a Br
atom in vinyl bromide. The bromine atom is much larger than
a H atom, and there are orbitals that are more localized around
the bromine atom, as compared to the delocalized orbitals in
C2H2.

Figure 4 shows four coherent superpositions. The first
[Fig. 4(a)] is between orbital 1 and 2. These two orbitals are
very similar (see Fig. 1); the only difference is the nodal plane
perpendicular to the C-Br axis in the case of orbital 2. These
are the lowest-lying states close in energy and crossing each
other’s energy curve [Fig. 3(a)] several times.

Orbitals 3, 4, and 5 are grouped together closely in energy
[Fig. 3(a)], crossing in energy frequently. Figure 4(b) shows
the superposition of these three states (see Fig. 1 for their
shape). Orbitals 3 and 4 are similar, with two hydrogens and
the Br atom connected by the same phase. Orbital 5 is different
from orbitals 3 and 4, having a nodal plane between the C and
Br atoms.

The remaining four states, i.e., orbitals 6–9, are close in en-
ergy after ionization, but their orbitals densities are different.
The coherence between orbitals 6 and 8 and between orbitals
7 and 9 is shown in Figs. 4(c) and 4(d), respectively. The
shape of orbitals 7 and 9 (see Fig. 1) is distinctively different
from other orbitals having the xy plane as a nodal plane. The
difference between orbitals 7 and 9 is that orbital 9 has a nodal
plane between the C and Br atoms.
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FIG. 5. (a) Orbital energies, (b) orbital occupation, (c) number of electrons, and (d) bond length between the atoms. (e) Squared inner
products |c7k (t )|2, k = 7 violet line (starting at the left upper corner), k = 9 black line (starting at the left bottom), k = 6 red line, and C7

maroon line (upper curve). (f) Squared inner products for fixed nuclei|c7k (t )|2, k = 7 violet line, k = 9 black line, and C7 maroon line, as a
function of time for laser (B). (a) The HOMO is the highest curve (orbital 9) followed by the HOMO-1 (orbital 8), and so on. (b) The indices
are shown for orbitals 7–9, and the rest of the orbitals follow the order 1–6 starting from the top.

As the nodal plane of orbitals 7 and 9 is parallel to the
laser field, these orbitals are less ionized than the orbitals
with similar energies and the laser couples them to a lesser
degree, leading to smaller coherence than in the other cases
[Fig. 4(d)]. By increasing the strength of laser (A), these
orbitals will be more ionized, leading to an increase of the
C-Br bond length and much stronger coherence between
orbitals 7 and 9. But a stronger field will eventually cause the
dissociation of the molecule.

By using a perpendicular laser field [laser (B)], the most
pronounced coherence is between states 7 and 9 (see Fig. 5).
This is expected because these two states have a nodal plane
perpendicular to the direction of the laser. After about one-
hundred fs, a third state, j = 6, also becomes important.
Orbital 6 has a nodal plane on the bromine atom and is
also localized more on the ethylenyl part, so its mixing with
orbitals 7 and 9 gives them some polarization either towards
or away from the bromine atom.

We have repeated the calculation for laser pulse (C), which
has a longer wavelength, and we have to use a stronger electric
field to remove two electrons. As shown in Fig. 6, this stronger
pulse ionizes the orbitals more abruptly than the 124 nm
pulses. The orbital ionization is also significantly changed;
the HOMO orbital is ionized the most and the electron loss
of HOMO-1 is much less. The most pronounced coherence
occurs between orbitals 7 and 9.

Next we investigate what happens if we instantaneously
remove one electron from orbital 9 (the HOMO) or from
orbital 8 (the HOMO-1). Note that the molecular plane is
a nodal plane of orbital 9 (see Fig. 1), and both orbitals 8
and 9 have a nodal plane perpendicular to the C-Br axis,
with similar (but 90 degrees rotated) electron density on the
Br. Removing an electron corresponds to a very short, well-
designed laser pulse that acts so quickly that the rest of the
system has no time to react and remains frozen. Figure 7
shows that removing an electron from orbital 9 (the HOMO)
causes strong vibration between C and Br, while removing
an electron from orbital 8 (the HOMO-1) leads to almost no
vibration between C and Br.

Removing an electron from orbital 9 (the HOMO) excites
a coherent electronic oscillation between orbitals 1 and 2.
Other lower orbitals up to orbital 6 show slight coupling; the
coherence between higher-lying orbitals is not significant.

Removing an electron from orbital 8 (the HOMO-1) gen-
erates coherent states for both the lower- and the higher-lying
orbitals. Figure 7(d) shows the time evolution of the inner
product for orbital 7 into a superposition of states 7 and 9. The
coherent states formed by lower-lying orbitals are somewhat
similar to those that laser (A) produced (see Fig. 4). This is
reasonable because laser (A) mainly ionizes orbital 8. For
example, the coherence between states 1 and 2 after removing
orbital 8 [Fig. 8(a)] is very much the same as the effect of
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FIG. 6. (a) Orbital energies, (b) orbital occupation, (c) number of electrons, and (d) bond length between the atoms. (e) Squared inner
products |c7k (t )|2, k = 7 violet line, k = 9 black line (starting at left bottom), and C7 maroon line (upper curve). (f) Squared inner products for
fixed nuclei|c7k (t )|2, k = 7 violet line, k = 9 black line, and C7 maroon line, as a function of time for laser (C). (a) The HOMO is the highest
curve (orbital 9) followed by the HOMO-1 (orbital 8), and so on. (b) The orbitals follow the order 1, 2, 3, 8, 5, 4, 7, 6, 9 starting from the top.
Orbitals 1 and 2 are not ionized and are on top of each other.

laser (A) in Fig. 4(a). The coherence between orbitals 6 and
8 [Fig. 8(b)] is not exactly the same as Fig. 4(c), but there
is some similarity at least in the strong coupling between the
same states.

To explore the effect of nuclear motion, we have also per-
formed calculations for fixed nuclei. Comparing the ionization
for fixed and moving nuclei, we have found that the nuclear
motion hardly affects the ionization. This is reasonable as the
duration of the ionizing field is very short.

Figure 4 shows the squared inner products for laser (A),
from two separate calculations, i.e., one with nuclear motion
and one without nuclear motion, where the laser excites the
electron dynamics only. In these cases, we also see complex
coherent oscillations between different states. Comparing the
moving and the fixed nuclei case, we can conclude that the
nuclear motion has a profound effect on the coherence since
the squared inner products and the nature of the curves is
completely different.

As we have mentioned before, for an x-direction laser field,
the correlation between orbitals 9 and 7 (the HOMO and
HOMO-2) is very sensitive to the C-Br bond length. This is
further corroborated with the fixed nuclei study: there are no
coherent oscillations between these two states if the nuclear
motion is not allowed [the result is not shown; the C79(t ) is
zero].

It is particularly interesting to compare the moving and
fixed nuclei case for the perpendicular field [see Figs. 5(e)
and 5(f)]. The two correlations start out almost identically
during the expansion of the C-Br bond (up to about 35 fs), but
then when the C-Br distance starts to decrease and continues
to vibrate, the squared inner products deviate significantly.
The electronic coherence for the fixed nuclei case diminishes,
while nuclear motion causes a coherence with a third orbital.

In the case of laser pulse (C), as Figs. 6(e) and 6(f) show,
the coherence between orbitals 7 and 9 is only slightly affected
by the nuclear motion. This is quite the opposite of what we
have observed in the case of laser (A), where the coherence
was caused by the nuclear motion. Note, however, that in
this case, the HOMO (orbital 9) and not the HOMO-1 orbital
was ionized most, the C1-C2 motion is smoother and more
sinusoidal, and the amplitude of the C-H motions is smaller in
the case of laser (C) than in the case of the other x-direction
excitation, laser (A).

One can also visualize the electronic coherence by taking
snapshots of the electron dynamics. Figure 9 shows snapshots
of charge density and the change in the charge density on
a 0.5 fs timescale. The density oscillates rapidly around the
bromine and between the carbon atoms. The timescale of
this charge migration is very short, so it corresponds to a
sharp change in the inner products. This sudden change of
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the inner product explains the rapid oscillations in Figs. 4–8.
Also shown in Fig. 9 is the current density, which helps the
interpretation of the change in charge density, proving that the
density oscillates around the bromine atom.

At a later time (see Fig. 10), quite a different picture
emerges. The density fluctuations are not as centered around
the Br atom, though they are still present around the Br. At

this time, the density fluctuates around the carbon-hydrogen
bonds. Also, at some points in time, the regions of posi-
tive and negative flux become larger and more delocalized.
The density fluctuations around the H atoms are mostly
due to the nuclear motion. The bond length rapidly changes
(about 0.05–0.15 Å/fs) even on the subfemtosecond time
frame.
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FIG. 8. Squared inner products when one electron is instantaneously removed from orbital 8 (the HOMO-1). (a) |c1k (t )|2, k = 1 cyan line,
k = 2 magenta line (starting at left bottom), and C1 maroon line (upper curve). (b) |c6k (t )|2, k = 6 red line (starting at left top), k = 4 orange
line (light gray), k = 8 blue line (starting at left bottom), and C6 maroon line (upper curve).
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FIG. 9. Snapshots of the electron density isosurfaces (blue with values of 0.5, 0.05, and 0.005) at 52 fs and the subsequent change to the
density at 52.5, 53, and 53.5 fs (green with values of 0.1 and 0.033 and red with values of −0.033 and −0.1). Red values indicate areas where
electron density has decreased and green values indicate areas where electron density has increased. The electron current density at each point
is also shown.

IV. SUMMARY

Short-time oscillations due to electron dynamics and nu-
clear motion have been studied in the molecule vinyl bromide
with TDDFT. Vinyl bromide is an ideal system for the study
of electron coherence because the molecule has two distinct
portions, i.e., the bromide atom and the carbon-hydrogen part
(ethylenyl fragment), with ground-state orbitals that tend to
localize more on one or the other. Instantaneously removing
an electron from a given orbital causes electron density rear-
rangement and coherent oscillations in some orbitals, but not
in others.

The common property of these coherent oscillations is the
presence of short-time oscillations, i.e., tens of attoseconds,
superposed on a longer-range (tens of fs) oscillation. The
longer oscillation period can be explained by the energy
difference (1 eV corresponds to 4 fs) between the orbitals.
The short-time oscillations are due to the laser excitation of
the orbitals and initially follow the period of the laser. The
interaction between the electrons couples the oscillations and
short-time irregular beats appear.

Different laser parameters and alignments produced coher-
ent oscillations, but the details of the electron and nuclear

dynamics is very sensitive to the laser. A slight change in the
laser intensity can change the bond length and lead to disso-
ciation, and the nuclear motion can destroy or induce electron
coherence. A different alignment or different wavelength can
significantly change the ionization of a given orbital compared
to others, irrespective of the ground-state energies.

Despite the fact that different orbitals are ionized to differ-
ent extents and the ionization is followed by a large-amplitude
nuclear vibrational motion, the ground-state molecular or-
bitals preserve their character and the excitation leads to
coherence between specific states only. By choosing a laser
alignment depending on the symmetry of the molecular states,
specific orbitals can be ionized, which may lead to controlled
generation of coherent excitation in molecules.

Comparing the coherence calculated with and without nu-
clear motion, one can see that the main effect of the nuclear
dynamics is the enhancement of coherence. The nuclear mo-
tion changes the overlap between the ground state with the
time-propagated molecular orbitals increasing and decreasing
the coupling between them. This leads to higher-amplitude
oscillation in the occupation of the coupled states. The cal-
culations also show that nuclear motion modulates the dipole

FIG. 10. Snapshots of the electron density isosurfaces (blue with values of 0.5, 0.05, and 0.005) at 121 fs and the subsequent change to the
density (green with values of 0.1 and 0.033 and red with values of −0.033 and −0.1) at 0.5 fs increments.
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moment and the time dependence of the energy, but the effect
of nuclear motion is less noticeable on the coherent oscillation
since the time dependence of the oscillations is very similar
in the moving and frozen nuclei case. The strong effect of
nuclear motion on electron coherence and charge transfer was
also shown by a combined experimental and theoretical study
[60] of a prototypical artificial light-harvesting system.

Over time, the electronic excitation is expected to de-
cay into nuclear motion and possibly fragmentation of the
molecule. In the case of ionization of vinyl bromide, the oc-
cupied and the lowest unoccupied molecular orbital (LUMO)
states are energetically well separated. The excitation couples
certain occupied molecular orbitals and the decay to nuclear
motion is slow. This maintains a long-lived coherence be-
tween electronic states, making the vinyl bromide a good
candidate for experimental studies of electronic coherence in
molecules.

Ehrenfest dynamics, combined with TDDFT or other ap-
proaches to describe the electronic motion, is often used

to describe the ultrafast dynamics in molecules [2,33,52–
55,61]. Ehrenfest dynamics has recently been extended to
fully quantum nuclear motion [32,32]. This, along with other
emerging quantum nuclear calculations [27,28], will allow the
evaluation of the influence of the nuclear quantum nature on
the electronic coherence. The charge oscillation of the excited
states in vinyl bromide ions is mainly due to the superposi-
tion of the localized orbitals of the bromine and ethylenyl
fragments, and the study of the effect of quantum nuclear
dynamics would be very interesting for the full assessment
of the coherence. Such a study, however, is computationally
not feasible yet in the TDDFT framework.
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