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Effect of resonant coherent excitation on the electronic stopping of slow channeled ions
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We calculated the nonlinear screening and the electronic stopping of energetic helium ions in a III-V
compound semiconductor at low speeds below stopping maximum under channeling conditions. For the range
of velocity considered, it is found the energy loss of the intruding ions show pronounced dependence on the
electronic screening from the induced charge. Different with the prevalent scenario described by free-electron
gas model that the induced charge distribution lags behind the projectile forming the so-called wake potential. We
found through real-time time-dependent density functional theory that the induced charge by the channeling ion
keeps oscillating back and front when channeling through the zinc-blende crystalline GaN, which is interpreted
as a consequence of temporally oscillating Coulomb field arising from the periodical atomic arrangement along
ion trajectory. When one of the frequencies coincides with the transition energy of the ionic charge, it would
be resonantly excited by the oscillating field, which further gives rise to a depletion in electronic screening by
bound electrons to the ion, resulting in odd enhanced stopping trend at narrow velocity windows.
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I. INTRODUCTION

When ions propagate through solid matter they gradually
deposit kinetic energy by electronic excitations and by col-
lisions with lattice atoms; the energy losses per units path
length are quantitatively defined as electronic stopping Se and
nuclear stopping Sn, respectively. For fast ions with velocity
wildly above Thomas-Fermi speed vF = Z2/3

1 v0, where Z1 is
the atomic number of the projectile and v0 the Bohr speed,
the ionic charge is well stripped and the theories of Bethe
and Bloch [1,2] make a sound description of the energy-loss
process. For slow projectile ions with kinetic energy of several
hundred keV/u and below, the projectile ion is only partially
stripped, and it is surrounded by a cloud of polarized charge
[3]. One must account for the perturbation introduced in the
host medium by the intruding ion and the chemical aspect
of the energy loss such as the effective charge [4–7] and the
charge transfer [8–11] between the projectile and host atoms.

Detailed quantitative knowledge of energy dissipation pro-
cesses is of central significance to understand the damage
produced in materials when exposed to ion radiation, such
as hydrogen ions impinging on the inner wall of a controlled
thermonuclear reactor. The global stopping maximum, which
is a balance between the charge state of the penetrating ion and
the interaction cross sections between ion and target electrons,
occurs shortly before the ion stops eventually [12]. Hence,
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charged particles moving with low velocity is of special
significance [13]. Stopping power of slow ions with kinetic
energy below and 25 keV/u(v � v0 = c/137) is currently a
subject of intensive research. In such regime, the electronic
energy loss is predominantly arising from interaction with
valence electrons [14]. The simplest model that can reason-
ably characterize the energy loss of ions to the electronic
system is that an ion moves in free-electron gas (FEG). In
this formalism, Fermi and Teller [15] and consecutive studies
[16,17] predicted that electronic stopping Se ∝v for a slow
projectile traversing a metallic medium. The existing data
tabulations [18] basically confirm this prediction.

Channeling is a limiting case that simplifies the study of
electronic energy loss. Since energetic ions impinging on a
surface and aligned with low-index crystallographic axes or
planes can penetrate considerable distances without under-
going direct collision with a host nucleus, the vast majority
of kinetic energy is essentially dissipated electronically [19].
In 1978, Datz et al. [20] observed resonant peaks in the
probability of excitation processes for swift channeling ions
with energies above 1.5 MeV/u in silver and gold crystals.
Such resonances were predicted by Okorokov [21] to occur
when the potential sensed by the channeling ion, periodic in
time and space, stimulates electronic transitions between its
core states, resulting in the presence of inner-shell vacancies
on the projectile ions [22,23]. The situations for slow ions
are much more complicated, since characteristic excitation
energies lie within the valence band of the ion, charge transfer,
and screening effect of bound charge are hence revelent. These
resonant excitations are interesting electronic structure related
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aspects of channeling, which cannot be predicted within the
standard framework of ions traveling through free-electron
gas.

Energy loss of heavy ions in an electron gas are known
to have a strong dependence on electronic screening [3],
which correlates with its effective charge [24–26]. This is
challenging, to what extent the charge state due to partial
neutralization of the penetrating ion affects the energy loss
process, which is related closely with the charge transfer
dynamics. Early theoretical efforts on heavy-ion stopping date
back to Bohr [27] who pointed out the importance of screen-
ing due to projectile electron in the slowing down of fission
fragments. Subsequently, the role of the projectile charge and
charge exchange in conjunction with stopping phenomena
were discussed in detail by Bohr and Lindhard [28].

The presence of density-functional theory (DFT) allows
the calculation of the energy dissipation, electron density
fluctuation, induced screened potential, in a self-consistent
way. Based on the FEG models, the pioneering calculations
of the stopping power in this formalism were performed by
Echenique, Nieminen, and Ritchie for hydrogen and helium
[29], and later were extended to ions with higher charges
[30]. Furthermore, beyond the FEG approximation, recent
development of DFT [31–33] explicitly takes into account
the effects of inhomogeneity in electron density due to the
underlying lattice structure, band structure, and band gap.

In this work, we demonstrate through time-dependent
density-functional theory (TDDFT) that the electronic screen-
ing by the induced charge affects the energy loss of the
slow channeling helium ions, which are partially neutralized
in a nontrivial manner: Se shows a specific dependence on
the charge state of the projectile. We also report a velocity-
dependent charge-resonance phenomenon namely excitation
of valence electrons on the channeled ion by the periodical
field from an array of the atomic planes. Such work is largely
inspired by the similar results reported by Mason and Race
et al. [19,34], which are mainly achieved under the framework
of tight-binding model. These modes of resonant excitation
can only be activated at narrow windows when the frequencies
at which the channeled ion moves from interstitial point to
equivalent interstitial point, correspond to transition energies
of bound states charge on the channeling ion. The charge
resonance significantly affect the charge state of the projectile,
which furthermore leads to counterintuitive Se versus the
velocity at narrow windows.

This paper is outlined as follows. In Sec. II, we briefly
introduce the theoretical framework and the computational
details. Results are presented and discussed in Sec. III, where
we concentrate on the following three parts: we first discuss
in detail the effect of induced charge on Se in Sec. III A; then
we demonstrate in Sec. III B a charge-resonance phenomenon
induced by the periodical field from atomic planes; in the
end, we make analysis of the direction-dependence of charge-
resonance in Sec. III C. Conclusions are drawn in Sec. IV.

II. MODEL AND METHODS

We characterize the collision of intruding ions with the host
nuclei and electrons by using the Ehrenfest coupled electron-
ion dynamics [35–38]. In this model, the ions are treated as

point particles, evolution of electrons are performed quan-
tum mechanically following the time-dependent Schrödinger
equation, [atomic units (a.u.) are used]

i
∂�(x, t )

∂t
= Ĥe(�r, �R(t ))�(x, t ), (1)

where �(x, t ) is the many–body electron wave function in
the time domain, for which we define x ≡ {x j}N

j=1 (N is the
number of electrons of the system), with x j ≡ (�r j, σ j ), here
the coordinates �r j and the spin σ j of the jth electron are
implicitly taken into account. Ĥe(�r, �R(t )) is the electronic
Hamiltonian, which depends implicitly on time through its
parametrization in terms of the electronic distribution �r and
ionic coordinates �R(t ) ≡ { �R1(t ), . . . , �RM (t )} (M is the number
of nuclei of the system); thus, it basically consists of the
kinetic energy of electrons, the electron-electron potential,
and the electron-nuclei potential, which can be expressed as

Ĥe(�r, �R(t )) = −
N∑
j

1

2
∇2

j +
∑
i< j

1

|�ri − �r j | −
∑

iI

ZI

| �RI − �ri|
.

(2)

The ions in turn evolve according to Newton’s laws under
pairwise repulsive forces and Hellmann-Feynman forces due
to the electronic system

MI
d2 �RI (t )

dt2
= −

∫
�∗(x, t )[∇I Ĥe(�r, �R(t ))]�(x, t )dx

−∇I

∑
I �=J

ZI ZJ

| �RI (t ) − �RJ (t )| , (3)

where MI and ZI denote the mass and charge of the Ith
nuclei, respectively, and �RI (t ) describes the corresponding
ionic position vector.

The coupled differential Eqs. (1) and (3) define Ehrenfest
coupled electron-ion dynamics. To solve Eq. (3) for the mo-
tion of the nuclei, one has to obtain knowledge of �(x, t ),
which typically leads the problem to be intractable. In view
of this, we write the forces that act on each nucleus in terms
of the electronic density n(�r, t ). Consequently, Eq. (3) can be
rewritten as

MI
d2 �RI (t )

dt2
= −

∫
n(�r, t )[∇I Ĥe(�r, �R(t ))]d�r

−∇I

∑
I �=J

ZI ZJ

| �RI (t ) − �RJ (t )| , (4)

where the instantaneous density n(�r, t ) is given by the sum of
all individual electronic orbitals, i.e.,

n(�r, t ) =
occ∑
i=1

|ϕi(�r, t )|2, (5)

with ϕi(�r, t ) being occupied orbital for the ith electron.
Similarly, to obtain n(�r, t ) explicitly, instead of solving

Eq. (1), we make use of the corresponding time-dependent
density-functional theory with Kohn-Sham (KS) scheme,
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which provides an exact description of n(�r, t ),

i
∂ϕi(�r, t )

∂t
=

[
−1

2
∇2 −

∑
I

ZI

| �RI (t ) − �r|

+
∫

n(�r′, t )

|�r − �r′|d �r′ + Vxc(�r′, t )

]
ϕi(�r, t ), (6)

where Vxc is the time-dependent exchange-correlation poten-
tial, which is initially a functional of the density n(�r′, t ′)
at all points �r′ and at all times t ′ < t . Since the adiabatic
approximation is exploited in this work, the memory effects
of Vxc are not taken into account, Vxc is only a functional of
n(�r′, t ) at the current time t . The other three terms on the
right-hand side of Eq. (6) are, in order, the electronic kinetic,
the electron-nucleus potential, and the Hartree potential. The
above Ehrenfest coupled electron-ion dynamics combined
with time-dependent density-functional theory is known as
ED-TDDFT. In the present work, only valence electrons of the
projectile and host atoms (1s for helium atom, 4sp for gallium,
and 2sp for nitrogen) are explicitly included, the coupling of
valence electrons to ionic cores is described by using norm-
conserving Troullier-Martins (TM) pseudopotentials [39].

In ED-TDDFT, both the transitions between electronic
adiabatic states and the coupling of adiabatic states with
the nuclei trajectories are taken into accountant [40]. It thus
allows ab initio molecular dynamics simulation for excited
electronic states and makes possible the study of electron
transfer between the projectile ion and the host atoms during
the collision [41]. In this model, the potential energy and
force acting upon the ions are calculated on the fly as the
simulation proceeds. Note that ED-TDDFT only promises
accuracy for the ion-to-electron energy transfer, the inverse
process is poorly described [38]. However, such failure of
Ehrenfest dynamics can only make very marginal effect to our
results. Since the collision in the present work is completed
within a few femtoseconds, much lower than the timescale of
electron-phonon coupling that is picoseconds level [42].

The simulations were carried out by using the OCTOPUS

ab initio real-space code [43,44] and employing the adi-
abatic local-density approximation with Perdew-Wang ana-
lytic parametrization [45] for the time-dependent exchange-
correlation potential. There is no basis set in the present work,
the external potential, electronic density, and KS orbitals are
discretized in a set of mesh grid points with a uniform spacing
of 0.18 Å along the three spatial coordinates in the simulation
box. A small time step of 0.001 fs is adopted to ensure
the stability of the time-dependent computations. Simulations
with smaller time steps and grid spacings give essentially the
same results.

The host crystalline thin film is isolate atom cluster, and no
periodic boundary condition is employed in this work. At the
initial stage of simulations, a ground-state DFT calculation is
preformed to obtain the converged ground state of the host
atom cluster. Then the intruding helium ion are channeled
from a point 3 Å above the thin film with given descending
velocities along the negative z direction. Ionic motion of target
atoms is neglected by fixing the host ions in the equilibrium
positions as they are expected to play only a marginal role
under the well-channeling conditions [46]. Calculations with

FIG. 1. (a) The evolution the total system energy when a helium
ion with velocity of 0.36 a.u. is traversing the GaN thin film with
thickness of 46 Å. The projectile ion moves from z = 23 to −23 Å
in the 〈100〉 channel along the main axis. (b) The number of induced
charge when the ion is moving through the GaN thin film. The
oscillations reflect the periodicity of the lattice. After the ion passing
several lattice planes, it reaches charge equilibrium state. The vertical
blue dashed line shows the position where the projectile reaches
equilibrium state. The red dashed lines in (a) and (b) are linear
fits to the total system energy and induced charge number after
the ion reaches equilibrium state, respectively. The Se is extracted
from the slope of the fit to the total system energy after the ion
reaches equilibrium state. The induced charge number in (b) is
obtained by integrating the balance values between the perturbed
and nonperturbed electron density in spheres with radius of 1.26 Å
around the flying projectile. The inset shows the sketch of the crystal
and projectile at the very beginning of the collision, the gray and
green balls denote nitrogen nuclei and gallium nuclei, respectively.

relaxed host atoms will not significantly increase the amount
of computation, but preserving strict translational symmetry
of the atomic arrangement makes the Coulomb field exerted
on the channeling ion by the lattice layers strictly periodic in
time and space. The key quantity of interest Se is extracted
from the change of the total system energy over the distance
after the projectile ions reach equilibrium states in the thin
film.

Figure 1 presents position-resolved total system energy and
the number of induced charge by a helium projectile moving
through the calculation crystalline thin film. In the present
work, the induced charge within a small region is deemed as
the summation of instantaneous bound states charge captured
by the initially bare projectile ion and the continuum states
charge of the target attracted by the partially neutralized
ion, it is obtained by integrating the balance values between
the ground state and time-dependent calculation in a sphere
with radius of 1.26 Å around the moving projectile. Such
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FIG. 2. Electronic stopping power (black open squares) for ax-
ially channeled helium ions as a function of velocity along 〈100〉
direction, together with the SRIM-2013 predictions (red dashed line).
Se shows local peaks at about 0.15 and 0.30 a.u.. The black solid line
is drawn to guide the eye.

integral radius is carefully chosen, and it is a tradeoff between
computational accuracy and phenomenal sensitivity.

III. RESULTS AND DISCUSSION

A. Nonlinear Se in 〈100〉 channel

We present in Fig. 2 the simulated Se results for the
motion of helium ions with velocity of 0.07–1.0 a.u. along the
midaxis of 〈100〉 channel in GaN thin film. Also shown are
the predictions from the SRIM-2013 database. The calculated
data are extracted without the presence of preequilibrium
contributions to the stopping of ions in conducting solids.
To allow time for the intruding ion getting fully equilibrated
during passage through the crystal, which may take several
femtoseconds [47], a relatively thick 6×6×26 Å3 calculation
box, containing a fcc-structured 2×2×12 conventional cell
comprising 192 Ga and 192 N atoms is employed. The lattice
parameter exploited in this work is 3.985 Å.

As can be seen in Fig. 2, only qualitative agreement
between the calculated results and the SRIM predictions can
be achieved, which can be justified by the fact that, SRIM
does not explicitly account for any special information of the
channeling conditions studied in the present calculations, be it
either the ordered lattice structure of the target material, or the
local electronic structure [6,48]. The most striking feature of
Fig. 2 is that Se shows two distinctly different trends. Velocity
proportionality is valid for relatively high-velocity regime
(v > 0.33 a.u.). While for the velocity range below, local
peaks appear at around v = 0.15 and 0.30 a.u., such character
is obviously inconsistent with the velocity-proportionality
assumption.

We have found through direct simulation that Se responds
readily to the charge state of the projectile, which has been
reported to have a tremendous effect on the electronic energy
loss [24,26,49]. In a simple intuitive picture: the screening
charge around the ion keep it from rubbing the host electrons

FIG. 3. The position-resolved induced charge of axially chan-
neled helium ions with velocities of 0.21, 0.30, 0.32, and 0.6 a.u.
along the trajectory in GaN thin film, respectively. The channeling
ions move from z = 23 to −23 Å along the 〈100〉 direction. Except
for v = 0.3 a.u., there are marked charge accumulations around the
moving ions at initial stage, then the charge reach steady states after
the ions travel certain distance.

directly, which leads to a reduction of the Coulomb interaction
between the projectile and the host electrons.

The position-resolved induced charge number by projectile
ions are presented in Fig. 3. The ions move from z = 23
to −23 Å in the crystalline channel. As can be seen, it contin-
ues to oscillate with the changing atomic environment along
the ion’s path, after a passage of several atom planes, it does
so around a mean value that depends on the ion’s velocity.
For projectile with velocity of 0.21 a.u., it reaches equilibrium
state after traveling about 8 lattice atom planes at z = 6 Å.
For projectile with velocity of 0.6 a.u., it reaches equilibrium
state after penetrating about 6 lattice atom planes at z = 12 Å.
For projectile with velocity of 0.32 a.u., which is close to
the stopping peak at 0.30 a.u., equilibrium state is achieved
after a passage of 18 lattice atom planes at z = −14 Å.
While for projectile with velocity of 0.30 a.u., which is the
velocity corresponding to a stopping peak, it seems the charge
accumulation process is suppressed dramatically and no new
equilibrium state accompanied by an increase of average
induced charge is found. Basically, it is difficult to achieve
charge equilibrium state with enhanced negative charge at or
around the velocities corresponding to local stopping peak.
The reason for such phenomenon shall be demonstrated in the
following part.

In addition to the instantaneous induced charge, we also
monitor the forces acting on the ions. Figure 4 presents
the position-resolved forces along the movement direction
on the channeling ions with different velocity. According to
Eq. (4), it depends on pairwise repulsive forces and Hellmann-
Feynman forces due to the electronic system. To show a more
general trend, the average values of adjacent peaks and valleys
are also presented. For projectile velocity at 0.3 a.u., which
is the velocity corresponding to a local stopping peak, the
average forces on the projectile almost keep constant. For
projectiles with other velocities, the general trend is that, the
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FIG. 4. The blue dashed lines show the instantaneous forces
experienced by the axially channelled helium ion with different
velocities along the motion direction. The red dots show the average
values of adjacent peaks and valleys. The channeling ions move from
z = 23 to −23 Å along the 〈100〉 direction. The red lines are drawn
to guide the eye.

average forces keep falling until they reach steady states at
certain points after the ions traveling several atom layers.

Another finding in Fig. 4 is that, due to the relatively low
charge accumulation around the projectile at the initial stage
of the channeling (as shown in Fig. 3), the average forces on
the projectile increase with ion speed for the range of velocity
considered, which is consistent with the prediction by FEG
model [15]. The final average forces, however, are signifi-
cantly affected by the charge accumulation. For instance, the
final average force on 0.32 a.u. projectile is lower than that on
0.30 a.u. one, which is contrary to the prediction by the FEG
model.

In general, the instantaneous forces demonstrated in Fig. 4
show an inverse trend with induced charge number presented
in Fig. 3, and the two parameters reach steady values simulta-
neously. The average forces inserted on the projectile drop sig-
nificantly as the induced charge increases, and the reduction
of average induced charge is associated with an increase in the
instantaneous force, indicating a direct correlation between
the charge accumulation around the penetrating ion and the
stopping.

In order to make sense the nonlinear Se illustrated in Fig. 2,
we demonstrate in Fig. 5 the effective charge of equilibrium
states for projectiles with different velocity. These are nothing
but the average values of induced charge over trajectories
after they reach equilibrium states. Effective charge can be
regarded as the average value around which the induced
charge oscillates. Inverse traits between Figs. 2 and 5 in
velocity regime below 0.33 a.u. can be found: there are valleys
of effective charge at around 0.15 and 0.30 a.u., and two steep
slopes follow closely the valleys. The effective charge reaches
relative steady state at velocity regime above 0.33 a.u., and
no nonlinear Se occurs in this regime. The synchronous and
inverse trend of effective charge and Se suggests the nonlinear
phenomenon at relatively low-velocity regime in Fig. 2 is
caused by the odd effective charge behavior.

FIG. 5. Velocity-resolved average induced charge for axially
channelled helium ions at steady states. See more details in the text.
The line is drawn to guide the eye.

B. Resonant coherent excitation

The change of average induced charge in Fig. 5 indicates
the change of bound charge states on the moving ions, its
formation is accompanied by charge transfer, which is subject
to a variety of mechanisms. In addition to the direct transitions
such as excitation, ionization, and capture [50], the Auger
process between the host atoms and ions also plays an im-
portant role, where an electron jumps from the valence band
of the host atom to an ion bound state and vice versa. The
energy released in such transition is balanced by an electronic
excitation in the medium or on the projectile [51]. Another
pronounced mechanism is the resonance process, in which
an ion moving through the lattice feels a time-dependent
potential with characteristic frequency depending on the ion
velocity and lattice layer spacing, which may result in a
transition of electron between the bound level of the ion and
conduction band of the target [52,53].

The steep reduction of effective charge within a narrow
window (e.g., around 0.3 a.u.) shown in Fig. 5 implies reso-
nance excitation is of significance in this regime. Such process
is associated with a net positive charging of the channeling
ion, which keeps the initially bare projectile from reaching a
equilibrium state with enhanced negative charge. The valleys
of effective charge at around v = 0.15 and 0.3 a.u. in Fig. 5
are interpreted as results of the competition between the
resonance excitation and other charge exchange processes.
Moreover, the width of the resonance velocity regime is as-
sociated with the number of effective interactions with charge
states on the penetrating ion.

The scenario describes that when swift atoms or ions are
channeled through a crystal foil, they feel a superposition of
periodic perturbation generated by a periodic lattice struc-
ture in the crystal. The influence of periodic perturbation on
the electronic transitions can be quantitatively evaluated by
the resonance energy h̄ω, where the resulting frequency is
determined by the impact velocity and the spacing (denoted
by d) between tetrahedral points in the channel, i.e., ω =
2kπ |v|/d , where k is an integer, v is the projectile velocity.
When the energy difference between two electronic states,
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FIG. 6. One period of the charge oscillation for the channeling
ion with velocity of 0.3 a.u.. The ion is traveling right to left along
the main axis of 〈100〉 channel. (a) At t = 5.83 fs, the present distri-
bution is generally a sphere; (b) at t = 5.93 fs, the shape of charge
distribution has changed into ellipsoid; (c) at t = 6.03 fs, the shape
of charge distribution is recovering to sphere; (d) at t = 6.13 fs,
the shape of charge distribution has turned into sphere, and some
charge have been left behind.

either both are on the channeling ion or one be the conduc-
tion band state of the host medium, matches with one of
resulting frequencies, the ionic charge is resonant-coherently
excited. Such a resonant excitation is referred to as resonant
coherent excitation (RCE) [54]. This process depends both on
the energy states of the projectile and on discrete periodic na-
ture of the atomic lattice. Thus, RCE can occur only when the
quantum character of the electrons and the atomic structure of
the host lattice are treated explicitly.

Due to the space-periodic potential from lattice atoms, the
induced charge distribution around a channeling ion is differ-
ent from the description in linear response models [16,55,56]
that the induced charges lag behind the projectile and form the
wake potential. In this work, the screening charges around the
penetrating ion are found to keep oscillating back and front
when it is moving along the 〈100〉 midaxis of the zinc-blende
crystalline GaN.

We present in Fig. 6 the snapshots of charge oscillation
process for helium ion penetrating a host cluster with 384
atoms. At t = 5.83 fs, the projectile in Fig. 6(a) moves and
squeezes the electrons in the front, which looks like the image
of a flying bullet shoving the air, the present screening charge
distribution is generally spherical. Shortly thereafter, at t =
5.93 fs, the charge distribution shown in Fig. 6(b) around the
projectile has been pulled into an ellipsoid by the potential
from lattice atoms. Subsequently, when the time comes to
t = 6.03 fs, the charge distribution in Fig. 6(c) begins to
recover. Eventually, at t = 6.13 fs, the charge distribution in
Fig. 6(d) has returned to sphere and some charge has been
left behind. The charge oscillation period for v = 0.3 a.u. is
0.30 fs, equaling to the time for the projectile flying through
a periodic repeat distance, which verifies the existence of
space-periodic potential from lattice atoms.

In order to demonstrate the effect of resonance excitation
on the bound states charge of the projectile more directly, we

FIG. 7. The instantaneous PDOS on the projectiles with veloci-
ties of 0.15, 0.20, 0.24, 0.30, and 0.60 a.u., respectively, the Fermi
energies are set to zero.

calculate the projected density of states (PDOS) on the 1s
orbital of the projectile. To show the derivation completely,
we also give the definition of the density of states (DOS)

ρ(ε) =
occ∑

i

〈ϕi|ϕi〉δ(ε − εi ), (7)

where εi is the eigenvalue of the eigenstate ϕi. Inserting a
complete orthonormal basis,

1 =
∑

j

| j〉〈 j|, (8)

this can be rewritten as

ρ(ε) =
∑

j

ρ j (ε), (9)

where ρ j (ε) is the PDOS on the j orbital, with

ρ j (ε) =
∑

i

〈ϕi| j〉〈 j|ϕi〉δ(ε − εi ). (10)

Energy integrating of the PDOS below Fermi energy multi-
plied by a occupation number per state gives the number of
bound electrons on the j orbital of the projectile.

Given that PDOS calculation is very computation con-
suming, we performed such calculations in a 2×2×8 con-
ventional cell with 256 host atoms, much smaller than the
one used in the above subsection with 384 host atoms. The
PDOS on projectile with different velocities at z = −14 Å are
demonstrated in Fig. 7. The ions move from z = 15 to −15 Å
along 〈100〉 main axis in the crystalline channel. As can be
seen the amplitudes of the PDOS for v = 0.15 and 0.30 a.u.
are dramatically lower than that of the other velocities. The
result shows that due to the effect of RCE, the number of
bound states charge on the projectile is greatly suppressed.

We also integrate the PDOS of the 1s state of projectile
over energy below Fermi energy to obtain the charge captured
to the bound states of the projectile, which is the balance of
RCE and other charge transfer processes. Figure 8 presents the
change of the bound states charge on projectile with different
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FIG. 8. The position-resolved bound states charge captured by
the projectile obtained by integrating the PODS on the He-1s state of
the projectiles with velocities of 0.15, 0.20, 0.24, 0.30, and 0.60 a.u.,
respectively.

velocities along the trajectory of 〈100〉 main axis. Consistent
with the character of PDOS, the amplitudes of the bound
states charge for v = 0.15 and 0.30 a.u. are significantly
lower than that of the other velocities. A common feature for
v = 0.20, 0.24, and 0.6 a.u. is that the drastic charge capture
and loss process occurs alternatively until the projectiles reach
charge equilibrium states. The difference is that, the charge
capture and loss behavior of the projectile after it reach charge
equilibrium state is relatively mild for v = 0.60 a.u., while it
is quite intense for v = 0.20 and 0.24 a.u.. Such result can be
interpreted as a consequence of longer interaction time with
neighboring host atoms for projectiles with lower velocities.

To demonstrate the velocity-resolved electronic screening
by bound states charge on the projectile, we present in Fig. 9

FIG. 9. (a) Electronic stopping power for helium moves in clus-
ter with 256 atoms. (b) Velocity-resolved average captured charge for
axially channelled helium ions at steady states. See more details in
the text. The lines are drawn to guide the eye.

the average charge captured by the projectiles over the last
4 Å ionic range in crystal, i.e., from z = −11 to z = −15 Å.
For comparison, the corresponding electronic stopping power
is also demonstrated. Similar trend of bound states charge ver-
sus velocity with the induced charge shown in Fig. 5 is found,
there are valleys for the bound states charge at v = 0.15
and 0.30 a.u.. However, the amplitude of bound states charge
is much lower than that of induced charge in the valley,
suggesting considerable number of target continuum states
charges are polarized around the highly stripped ions. It is
to be noted that, although the bound states charge relative
with the RCE more directly, both the screening effects by
the captured charge and by the target continuum states charge
contribute to the electronic stopping, since the calculations of
Hellman-Feynman force in Eq. (4) do not distinguish between
an electron belonging to the projectile or target atoms. The
induced charge (both electrons captured or just attracted by
the projectile) is more suitable to reflect the screening effect
on the projectile nucleus, instead of just the bound states
charge, which can also be inferred by the fact that the veloc-
ities corresponding to minimum value of bound states charge
and the maximum value of the stopping power are not fully
overlap in Fig. 9.

Similar resonance phenomenon was reported by Mason
and Race et al. [19,34]. Using time-dependent tight-binding
model, they observed a resonant charging phenomenon in the
valence electron states for self-irradiated copper, and they
found an enhancement of negative charge on the channeling
ion for projectiles at narrow velocity window. Such result
was interpreted as a consequence of the resonant excitation
of electrons in delocalized states near the Fermi energy onto
the defect states highly localized on the channeling ion during
passage through the host matter. This conclusion was also
verified by their DFT calculation, where a sharp peak for the
local DOS on the projectile above Fermi energy was found.
In present work, similar phenomenon is reproduced. We find
DOS peaks of the ion-solid system above Fermi energy for
projectiles traveling with velocity 0.2 � v � 0.37 a.u.. Such
velocity regime just corresponds to the charge valley in Fig. 9,
which suggests the peaks of DOS above Fermi energy in
present work are also caused by resonant excitations. The
DOS of the ion solid for projectile with velocity of 0.21, 0.30,
0.35, and 0.37 a.u. at z = −14 Å is presented in Fig. 10,
the bulk GaN DOS are also shown for comparison. For
v = 0.21 a.u. and v = 0.35 a.u., the resonance peak appears
at around E = 3 eV. The amplitude of resonance peak reaches
its maximum at v = 0.30 a.u.. For v = 0.37 a.u., i.e., the very
edge of the charge valley in Fig. 9, the amplitude of resonance
peak almost disappears. The amplitude of resonance peak
reflects the strength of the resonance, and the trend of which is
in consistent with the velocity-resolved captured charge valley
shown in Fig. 9.

The different charge change at resonance velocity window
in Mason and Race’s work and the present work resides in
the specific electronic structures. There are unoccupied states
lying above the Fermi energy on the projectile in their work,
which leads to an enhancement in negative charge when the
resonance happens. While, in the present work, the PDOS
on the projectile completely lies below Fermi energy, the
resonance mainly results in an excitation of charge from
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FIG. 10. The density of states of the ion solid for projectile
with velocity of 0.21, 0.30, 0.35, and 0.37 a.u. at z = −14 Å, the
Fermi energies are set to zero. The bulk GaN density of states is
also shown for comparison, the amplitude of the resonance peaks
appear with varied degrees for different velocities. Such calculations
are performed with the host cluster including 256 atoms, The ions
move from z = 15 to −15 Å along 〈100〉 main axis in the crystalline
channel. See text for more information.

occupied states of the projectile onto the conduction band
of the ion-solid system, accompanying by a depletion in the
negative charge on the projectile.

C. Direction dependence of resonant coherent excitation

In order to make a further exploration of space-periodic
potential by an array of the atomic planes, we investigate the
Se and effective charge of helium ion moving along the main
axis of 〈110〉 channel, for which the distance between lattice
planes along the ion trajectory is different from that of 〈100〉
channel. An off-center channeling parallel to 〈100〉 axis is also
investigated.

Figure 11 presents the Se and average induced charge of
helium ion implanted along the main axis of 〈110〉 channel. It
demonstrates in Fig. 11(a) a qualitatively similar behavior as
the axial channeling along the 〈100〉 direction, the nonlinear
Se in low-velocity regime also appears, there are local peaks
at about v = 0.22 and 0.44 a.u., respectively. The effective
charge in Fig. 11(b) also shows local valleys at around
v = 0.22 and 0.44 a.u., which additionally reflects the Se has
a direct relation with effective charge, and 0.22 and 0.44 a.u.
are characteristic velocities of RCE that excite the ionic
charge effectively under 〈110〉 axial-channeling condition. It
is noteworthy that the velocities corresponding to Se peaks in
〈110〉 channel are about

√
2 times of the velocities in 〈100〉

channel, the ratio of the spacing along 〈110〉 row and 〈100〉
row is also

√
2, which furthermore suggests the existence of

the aforementioned quantitative space-periodic potential.
We present in Figs. 12, the Se and effective charge of

helium ion implanted along a trajectory parallel to 〈100〉 axis
with a/8 (a denotes lattice parameter) displacement from
channel center, respectively. As can be seen, valley of the
average induced charge is found only at about v = 0.15 a.u..

FIG. 11. The Se (a) and effective charge (b) of helium ion trav-
eling along the midaxis of 〈110〉 channel. The black lines are drawn
to guide the eye. The vertical dashed lines at v = 0.22 and 0.44 a.u.
show the velocities at which the local peaks of Se and the local valleys
of effective charge occur. The black dot in penal (a) shows the top
view of the projectile ion trajectory, the black arrow line in (b) shows
the side view of the projectile ion trajectory.

According to the interpretations in Ref. [54], lowering the
impact parameter would increase charge capture cross sec-
tions. Projectile ions, which have been coherently excited and
ionized will immediately capture an electron and rejoin the

FIG. 12. The Se (a) and effective charge (b) of helium ion
implanted along the 〈100〉 direction with a/8 displacement in x
direction from main axis. The black lines are drawn to guide the eye.
The blue dashed arrow line and the black solid arrow line in inset
of (b) denote the 〈100〉 axis and the ion trajectory of the off-center
channeling, respectively.
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FIG. 13. The instantaneous DOS of ion-solid for projectile with
velocity of 0.30 a.u. at z = 14 Å for the center channeling and off-
center channeling cases respectively, the Fermi energy is set to zero.
Such calculations are performed with the host cluster including 256
atoms. The ions move from z = 15 to −15 Å along 〈100〉 main axis
in the crystalline channel.

equilibrium states. Especially for projectile with high velocity,
more free conducting electrons are available to be captured
due to the greater perturbation to the host atoms.

In order to verify the above statement, we present in
Figs. 13 and 14 the DOS of ion solid and the PDOS on the
1s state of the projectile for off-center channeling trajectory
with velocity of 0.3 a.u., respectively, the corresponding plots
for projectile moving along the 〈100〉 axis are also shown for
comparison. As can be seen, the resonance peak at conduction
band also appears for the off-center channeling at around
E = 4.3 eV, which means there is RCE in such condition.
However, the amplitude of the PDOS for off-center channel-

FIG. 14. The instantaneous PDOS on the 1s state of helium
projectile with velocity of 0.30 a.u. at z = 14 Å for the center
channeling and off-center channeling cases, respectively, the Fermi
energy is set to zero. Such calculations are performed with the host
cluster including 256 atoms. The ions move from z = 15 to −15 Å
along 〈100〉 main axis in the crystalline channel.

ing is much higher than that of center channeling, suggesting
other capture and loss processes are dominant under the
off-center channeling condition, and the effect of RCE is
concealed.

IV. CONCLUSIONS

We report theoretical study from first principles the nona-
diabatic interaction of slow helium ions with zinc-blende GaN
cluster under channeling conditions. It is found electronic
energy loss is quite sensitive to charge states of the projectile.
Our TDDFT calculations show that the periodic lattice atoms
have a nontrivial influence on the effective charge of the low-
velocity projectile through RCE at narrow windows, which
furthermore results in the change of the slope for electronic
stopping versus velocity. We have also shown the charge
oscillation of the channeling ion and the direction dependence
of RCE.

Our work has unveiled one of the most fundamental con-
sequences of the nonadiabaticity of the channeling interaction
of ion solid. RCE is expected to be of significance in evalu-
ating the stopping of slow heavy ions channeling interaction
problems. The direction dependence of RCE and the resulting
charge oscillation indicates the nonlinear stopping in this
work is in correlation with the lattice atom distribution, which
is beyond the frame of free electron gas and linear response
approximations that treat the electronic structure of lattice
atom implicitly. We have also found such RCE phenomenon
in other crystals with Fm-3m group structure, such as TiN,
AlN, and MgO. A common feature for these crystals including
the GaN in the present work and Cu in Mason and Race’s
works [19,34] is that the layers of the lattice are highly
translational symmetric. The corresponding results will be
released in our future work.

As far as we know, prior works about RCE are mainly focus
on the high-energy regime corresponding to core electron
transition, which mainly results in the excitation of inner-shell
electron on the projectile, both the excitations and deexcita-
tions process are relevant. In the present work, effect of RCE
mainly resides in the excitation of valence charge from the
projectile charge to the conduction band of target continuum
states. The deexcitations may only be of minor significance, so
our results are not adversely affected by the fact that Ehrenfest
dynamics falls to handle spontaneous phonon emission. We
hope this work may stimulate further experimental and the-
oretical work on resonant coherent excitation of the valence
charge on the projectile with low velocity.
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