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Direct determination of the energy of the first excited fine-structure level in Ba6+
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We present an experimental observation of the visible magnetic dipole transition between the fine structure
levels in the ground term of Ba6+ (5s 25p2: 3P0 − 3P1) with a compact electron beam ion trap. The wave number
in vacuum of the transition is determined to be 15505.506(37) cm−1 by simultaneously observing the reference
lines of neutral Ne. The present measurement reduces the uncertainty in the previously reported value obtained
from observation of the electric dipole transitions to the ground terms in the extreme ultraviolet range [Phys. Scr.
46, 403 (1992)].
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I. INTRODUCTION

Visible transitions of highly charged ions (HCIs) can be
used in various applications. For instance, observation and
analysis of visible emissions from highly charged W ions in
ITER plasma are considered to be useful for understanding
the plasma condition [1]. Spectroscopic studies of highly
charged W ions have thus been widely performed to expand
the reference data for the ITER plasma diagnosis [2–4]. On the
other hand, experimental spectral data of visible transitions in
highly charged Fe ions have been applied to the studies of the
solar corona [5,6]. In addition, precision measurements of vis-
ible transitions in highly charged ions can provide important
benchmarks for theoretical studies, such as the verification of
QED effects [7], many-body recoil effects [8], and g-factor
calculations of HCIs [9].

In recent years, several visible transitions in HCIs have
also attracted attention as a candidate for a new type of
atomic clock that can evaluate fundamental physics [10,11].
Since transitions in HCIs are relatively insensitive to external
perturbation fields compared to those in neutral and singly
ionized atoms, it is possible to construct an optical atomic
clock with an accuracy higher than current optical clocks.
Additionally, HCI clock transitions have the potential to re-
veal possible time variation of the fine-structure constant α

as the strong relativistic effect brought about by the huge
effective nuclear charge in HCIs gives high sensitivity to
the variation of α. Recently, Schmöger et al. demonstrated
Coulomb crystallization of highly charged Ar ions in a linear
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radio-frequency (rf) trap with the aim towards the precision
spectroscopy of HCIs [12,13]. Their successful results accel-
erated the realization of high-precision laser spectroscopy of
HCIs. To date, several experimental and theoretical efforts
have been made to use 4 f -5s transitions in heavy HCIs that
fall in the optical range for electron shelving laser spec-
troscopy or quantum logic spectroscopy [14–19]. However,
such laser spectroscopy schemes are not easy due to the com-
plicated energy levels arising from open 4 f shell structures.
Alternatively, we recently proposed to use magnetic dipole
(M1) transitions between the fine-structure splitting in the
ground term for simplified Doppler-free spectroscopy using
direct observation of laser-induced fluorescence (LIF) [20].
However, such transitions with small Einstein A coefficient
are not easy to observe by LIF, because of the small number
of fluorescence photons. Therefore, the transition wavelength
has to be determined as accurately as possible in advance for
searching the resonant wavelength with laser spectroscopy.
Some transition energies of these candidates have already
been predicted theoretically [14,21–23], and some of them
have been identified experimentally [3,7,19,20,24]. In par-
ticular, ions having no hyperfine structure, such as Ar13+,
Ba6+, Ba7+, Ba11+, Ce9+, W7+, W13+, W27+, and Er21+,
are promising candidates, because a closed optical transition
cycle can be maintained with only one laser.

According to the above-mentioned motivations, we have
studied visible transitions in HCIs with a compact electron
beam ion trap (EBIT) called CoBIT [25]. In our previous
experiments [3,4,19,26], we used reference spectra from stan-
dard light sources placed at the outside of CoBIT for the
wavelength determinations of the observed HCI transitions.
The Ne lamp spectra were measured before and after the
observation of HCI transitions, and they were adopted for the
wavelength determinations only when no drift was observed.
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Nevertheless, we had to adopt large systematic uncertainties,
which were typically about 2.0 cm−1, in consideration of the
differences in the light source position and the measurement
timing. In order to reduce the systematic uncertainty, it is
desirable to simultaneously observe an objective HCI line and
well-known reference lines emitted from the same position.
Such a calibration method has been applied for a few EBIT
measurements so far [27]. For example, in the precision wave-
length measurement of Ar13+, well-known neutral Ar and Ar+

transitions were simultaneously observed by introducing three
times the usual amount of Ar gas [7,27,28]. Recently, in the
visible spectroscopy of Ba7+, we demonstrated calibration
with well-known Ar+ transitions simultaneously excited in
CoBIT [20].

Here we report the direct observation and wavelength de-
termination of the visible M1 transition between the ground-
term fine-structure levels of Ba6+ using CoBIT with a visible
spectrometer. For accurate wavelength calibration, we uti-
lized simultaneously emitted reference lines from introduced
neutral Ne.

II. EXPERIMENT

In the present experiments, highly charged Ba ions were
generated with CoBIT [25]. The details of CoBIT with a
visible spectrometer are described in a previous paper [26].
Briefly, CoBIT consists of three elements: an electron gun,
a drift tube (DT) surrounded by a high-critical-temperature
superconducting coil, and an electron collector. The DT is
further divided into three parts (DT1, DT2, DT3) for form
an axial trapping potential. The electrons emitted from the
electron gun pass through the inside of the DT and reach the
electron collector. In the DT, the electron beam is compressed
by the axial magnetic field (Typ. 0.08 T) produced by the
coil. The space charge of the electron beam forms the trap
potential in the radial direction. Highly charged ions are
generated by the successive ionization of the trapped ions. The
electron beam energy is determined by the potential difference
between the cathode of the electron gun and the trap region.

The background gas pressure of the CoBIT chamber was
about 1 × 10−8 Pa throughout the present measurements.
Ba was introduced by the evaporation of the cathode ma-
terial (BaO) of the electron gun, following our previous
papers [26,29]. In order to observe emission from neutral
Ne simultaneously, Ne gas was separately introduced into
the trap region through a variable leak valve. The Ne gas
pressure was monitored with a cold cathode gauge (Pfeiffer
vacuum IKR270) located at the outside of the DT and the
measured pressure was calibrated by the sensitivity factor of
Ne (×4.1).

Visible emission spectra were observed with a Peltier-
cooled, back illuminated charge coupled device (CCD) cam-
era (Andor iDus 416) connected to a Czerny-Turner type
visible spectrometer (Jobin Yvon HR320) with a 1200 gr/mm
grating blazed at 400 nm. The exposure time was typically
10 min per one measurement. The background measurements
were performed under the electron-beam off condition be-
forehand in order to distinguish the emission spectra from
the background structure of the stray light from the cathode.
The wavelengths of the observed spectra were calibrated

FIG. 1. (a) Introduced Ne gas pressure dependence of visible
emission spectra of Ba6+ and Ne. The introduced Ne gas pressure
measured in the room temperature region of the CoBIT chamber
are shown under each spectrum. The emission peaks of the neutral
Ne atoms and the Ba6+ ions are indicated by the red arrows and the
blue arrows, respectively. (b) External Ne lamp spectrum observed
before the measurement of (a).

by Ne emission spectra whose wavelengths are accurately
known [30] as described in detail below.

III. RESULTS AND DISCUSSION

Figure 1(a) shows the visible emission spectra of Ba6+ and
Ne at several different Ne gas pressures after the subtraction
of the background structures. These spectra were observed at
an electron beam energy of 70 eV. The wavelength scale was
calibrated with the Ne lamp spectrum shown in Fig. 1(b). In
the condition without Ne gas loading, an emission line due
to Ba was observed around 645 nm. We assigned this peak
as the M1 transition between fine-structure levels (J = 0–1)
in the ground term (3P) of Ba6+ by comparison with the
energy levels determined from the previous observations of
the electric dipole transitions to the ground terms in the
extreme ultraviolet (EUV) range [31]. As Ne gas pressure
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FIG. 2. Comparison of the peak position between the external
Ne lamp (red) and the internal emission from the CoBIT trap region
for the neutral Ne line at 610 nm. The corresponding wave number
calibrated by the Ne lamp spectrum is indicated on the upper side of
the graph. The left vertical axis is for the external lamp (red) and the
right axis for the internal emission (blue).

increases, the intensity of the Ba6+ peak decreases possibly
due to charge exchange reactions between the trapped Ba
ions and introduced Ne. On the other hand, emission lines of
neutral Ne increased with the Ne gas pressure. The accurate
wavelengths of these Ne lines are already well known and
compiled in the NIST database [32]. The uncertainty of these
wavelengths is 0.1 ppm or less; thus, these Ne peaks are
suitable for the precise wavelength calibration of the Ba6+

transition. The appropriate gas pressure where the Ne refer-
ence peaks and the Ba6+ peak can be simultaneously observed
was experimentally determined to be 2 × 10−6 Pa.

The advantages of this calibration method are summarized
as follows. First, the systematic uncertainties caused by a
difference in the position between the trapped HCIs and the
reference source are eliminated. Second, it is not necessary to
consider the thermal and mechanical drifts due to the differ-
ence in the measurement timing between the calibration lines
and the objective line. Figure 2 shows the Ne emission line
at 610 nm obtained from the internal source and the external
lamp source. As seen in this example, the difference in the
peak position can sometimes be as large as about one column,
which corresponds to about 1 cm−1 while the difference was
confirmed to be typically much smaller than this example.

Figure 3 shows the typical spectrum with Ba6+ and neutral
Ne lines without background subtraction. The horizontal and
vertical axes are the column position on the CCD sensor and
the number of electron counts created in the CCD sensor at
each column position, respectively. Although a large back-
ground structure appeared due to the stray light from the
cathode, we confirmed that there was no peculiar structure
around the Ba6+ and reference Ne peaks. The wavelength of

FIG. 3. Typical visible emission spectrum of Ba6+ and neutral
Ne without background subtraction as a function of column num-
ber. The corresponding wave number was scaled by the Ne lamp
spectrum.

the Ba6+ line was determined by the following procedure.
All analyses were performed based on the wave number in
vacuum. First, the relative column position of each peak was
determined from peak fitting. A Gaussian function with a
linear background was fitted to each observed peak weighted
by the inverse of the number of electron counts. The peak
shift and broadening due to Zeeman, Stark, and collisional
effects were estimated to be negligibly small compared with
the uncertainty caused by the optical system in the present
experimental conditions. In order to take correlations between
every peak into account, all the fitting functions were fitted
to all peaks at the same time. The peak position parameter
in each Gaussian function was described as a relative column
position with respect to the Ba6+ peak position. Figure 4(a)
shows the relative column position of the Ne lines as a
function of the wave number in vacuum. The wave numbers
of the Ne peaks were quoted from the literature [30]. Since
wavelength-dispersive spectrometers generally have a nonlin-
earity between the position of dispersed light and the wave-
length, an empirically determined cubic polynomial [solid line
in Fig. 4(a)] was used as a fitting function [7,33]. The relative
position uncertainties of the calibration peaks were included
as weights for the fitting. The wave number of the Ba6+ transi-
tion was obtained by calculating the wave number (x axis) on
the calibration curve at the position where the column position
(y axis) is 0. Figure 4(b) shows the deviation of the Ne peak
positions from the fitted calibration of Fig. 4(a) as a function
of wave number. The error bars represent the peak fitting error
of relative column position. The solid blue lines indicate the
confidence interval (1σ ). We adopt the confidence interval at
the origin of the column position as the uncertainty of one
measurement. Typically, the full-width-at-half-maximum and
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FIG. 4. (a) Relation between the literature values [30] of the
observed Ne peak wave numbers and the relative column position
in the CCD sensor with respect the Ba6+ peak. The blue line is
the calibration curve obtained by fitting with a cubic polynomial
function. (b) Residual plots of each calibration Ne line from the
calibration curve. The right vertical axis shows the corresponding
wave number. The interval between the blue lines shows the range-
of-confidence interval (1σ ) of the calibration curve.

the uncertainty obtained by this method were 6 cm−1 and
0.04 cm−1, respectively, for the Ba6+ line.

We repeated this measurement 22 times and obtained the
results as shown in Fig. 5(a). The renormalized error bars
(1σ ), which were estimated to fit to the dispersion of the
data, are shown in the figure because the uncertainty of each
measurement estimated from the confidence interval of the
calibration curve was smaller than the dispersion of the data
set. The weighted average and the standard error of the data
set shown in Fig. 5(a) are 15505.492 cm−1 and 0.010 cm−1,
respectively. In order to evaluate the systematic uncertainty,
we determined the wave number of the well-known neutral
Ne line indicated by “No. 2” in Fig. 3 using other calibration
lines. Figure 5(b) shows the wave number of the Ne line No. 2,
which was determined using the same data set. The literature
value of this Ne line is shown as the solid purple line [30]. As
seen in the figure, the deviation between the experimental and
literature values is larger than the standard error, which indi-
cates that systematic errors exist in the present measurements.
In the present experiment, the error factors derived from the
difference in the emission source position or the measure-
ment timing should have been eliminated by simultaneously
observing the reference Ne lines from CoBIT. Therefore, we
consider that the deviation was caused by the invalidity of
the use of a polynomial function for the conversion from
column position to wave number. As the Ne line No. 2 is
the closest to the Ba6+ line, we consider that the systematic
uncertainty of the Ba6+ peak can be reasonably evaluated
by that of the Ne line No. 2. The systematic uncertainty

FIG. 5. Experimental wave number (in vacuum) for (a) 3P0-3P1

in Ba6+ determined with the seven calibration lines in Fig. 3, and for
(b) the Ne No. 2 line in Fig. 3 determined with the six calibration
lines without No. 2 (see text for details). The black solid line is the
weighted average of this data set. The blue dashed lines show the
range of the standard error. The purple solid line is the literature
value [30].

was thus estimated to be 0.025 cm−1 from the difference
between the measured [the black line in Fig. 5(b)] and the
literature [the purple line in Fig. 5(b)] values. The calibration
curve used in the wave number determination of the Ne No.
2 line gives 15505.506(12) cm−1 for the Ba6+ line, which
is slightly different from the value [15505.492(10) cm−1]
obtained by the calibration curve including the Ne No. 2
line as a reference. However, since the difference is smaller
than the estimated systematic uncertainty, we finally adopt
the value obtained with the calibration curve used in the
wave number determination of the Ne No. 2 line as listed
in Table I. The uncertainty in the present work is given by
the sum of the standard error and the systematic uncertainty.
The previous theoretical study by Safronova et al. [21] was
carried out by the combined approach of the configuration
interaction (CI) method and the linearized coupled-cluster
(CC) method. The experimental value by Tauheed et al. [31]
was indirectly obtained from the observations of the electric
dipole transitions to the ground terms in the EUV range. The
uncertainty of the previous experiment was not given in the
original paper, but the NIST database tabulates this value as
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TABLE I. Summary of the present work and the previous studies.
The wave number k in vacuum of the transition between the fine
structure splitting of 5s 25p2 3P0-3P1 in Ba6+ is given.

Th. or Expt. k [cm−1] Uncertainty

Safronova [21] Th. 15425
Tauheed [31,32] Expt. (indirect) 15506.6 0.8
This work Expt. (direct) 15505.506 0.037

15506.6 ± 0.8 cm−1. The present and the previous values
show reasonable agreement considering the errors represent
1σ , but the uncertainty has been much reduced by a factor
larger than 20.

IV. SUMMARY AND OUTLOOK

In summary, we observed the visible emission spectra of
trapped Ba6+ ions with a compact electron beam ion trap.
We demonstrated the wavelength calibration with neutral
Ne lines simultaneously observed with the objective Ba6+

line by introducing Ne buffer gas. The wavelength of the

magnetic dipole transitions between the ground-term fine-
structure levels of Ba6+ was thus precisely determined. The
present measurement successfully reduced the uncertainty in
the energy of the first excited fine structure level, which was
previously determined from the observation of the electric
dipole transitions to the ground state in the EUV range.

The wavelength of the Ba6+ line determined in the present
study is also useful for our next experiment. Recently, we
started to develop an experimental setup for HCI clocks in
RIKEN and plan to perform Doppler-free spectroscopy of
cold Ba HCIs using a sympathetic cooling method with laser
cooled Be+ ions [34]. Ba6+ is a candidate for the first target
in this experiment. We are preparing a laser based on the
wavelength measured in this paper to observe laser-induced
fluorescence from sympathetically crystallized Ba6+ ions.
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