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Non-Markovian pure dephasing in a dielectric excited by a few-cycle laser pulse
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We develop the theory of pure dephasing in a solid exposed to an ultrashort laser pulse beyond the commonly
used Markov approximation. This approach takes into account the finite cutoff energy of the bath and can
be applied to both many-particle and phonon environments. With numerical simulations performed with
the time-dependent Hartree-Fock equations, we investigate how the excitation probability and high-harmonic
generation are described by different models of decoherence. It is shown that the time-dependent rates allow for
temporally high dephasing to successfully reproduce the main features of high-harmonics spectrum and avoid
an overestimation of the charge carrier population after the pulse, which is a common problem of the Markov
approximation.
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I. INTRODUCTION

Recent progress in the synthesis of laser waveforms in
the IR and visible domains [1–3] have stimulated experi-
mental and theoretical investigations of strong-field phenom-
ena and quantum control in wide band-gap insulators [4,5],
two-dimensional [6–8], and nanostructured materials [9,10].
The majority of modern theoretical treatments of these sys-
tems are employing the Markov approximation describing
the relaxation phenomena by constant times T1 and T2. This
approach was successfully applied in the recent studies of high
harmonic generation (HHG) in solids [5,11–14] and provided
experimental methods allowing for a distinction of the inter-
and intraband components of polarization via analysis of the
spectrum, waveform, and group delay of the emitted radiation.
Notably, the HHG measurements in thin films of fused silica
have shown that the group delay and scaling of the cutoff in
high-frequency plateaus with the field amplitude demonstrate
the features of an intraband current [13,15], whereas the
measurements in a semiconductor (GaSe) demonstrate the
leading role of interband transitions and their interference
[16,17].

The state-of-the-art quantum-mechanical models signifi-
cantly overestimate the interband polarization and require
very short dephasing time T2 ≈ 0.4–4 fs for reproducing the
experimental data in SiO2 [13,15] and ZnO [11,12]. On the
other hand, this assumption is incompatible with simulations
of carrier-envelope-phase (CEP) control of the current in
dielectrics and semiconductors [4,18,19] and the dynamic
Franz-Keldysh effect [20–22], where ultrafast dephasing was
not required for reaching an agreement with experiment.

The recent multiscale ab initio simulations of HHG in a
diamond [23] considered additional averaging by intensity
distribution in the laser beam spot and emphasized the role
of propagation effects in the buildup of a smooth harmonic
spectrum. Nevertheless, these additional considerations still
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cannot reproduce the absence of a group delay dispersion
in the emitted radiation [13,15], which is peculiar to the
intraband current, and simulations with insufficiently high
decoherence rates still predict the dominant contribution of
interband polarization in the high-frequency plateaus of the
spectrum [24]. On one hand, assumption of ultrafast scatter-
ing times ∼0.1–4 fs previously reported in the semiclassical
simulations of a high-field transport in SiO2 [25,26] and fully
microscopic simulations of nonlinear spectroscopy in semi-
conductors [27,28] increases the intraband component of the
current density and reproduces both the high-energy plateaus
of experimental HHG spectra and group delay [5,13,15,29].
On the other hand, as will be shown below, an ultrafast de-
phasing rate results in the overestimated spectral broadening
and wrong scaling of the carrier population with the field
intensity due to the opening of an artificial single-photon
excitation channel. The recently reported experimental results
on the optically controlled current suggest that the total charge
induced by the laser pulse in a circuit scales close to the
perturbative result at low intensity scales when the system is
still in the multiphoton regime [4,19]. Thus a more appropriate
model of dephasing in dielectrics needs to be developed.

In this work, we theoretically investigate pure dephasing
in a dielectric beyond the Markov approximation [30–33].
Starting from the model Hamiltonian, we derive the non-
Markovian semiconductor Bloch equations. We show that it is
possible to introduce the time-dependent dephasing rate with a
slowly varying envelope accounting for a nontrivial bath spec-
tral function. Both phonon and many-particle environments
are analyzed in the framework of the harmonic-oscillator
model, where the finite spectral cutoff energy is taken into
account. Strong dependence of the dephasing rate on the
cutoff energy explains why the phonon bath is approximately
Markovian even on a few-femtosecond time scale and why
the many-particle environment features a temporally high
dephasing rate, which has not been observed in the Markovian
limit. These results are illustrated by numerical simulations in
both independent-particle and time-dependent Hartree-Fock
approximations. It is shown that the time-dependent rate given

2469-9926/2019/100(4)/043839(10) 043839-1 ©2019 American Physical Society

https://orcid.org/0000-0002-6495-3375
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.100.043839&domain=pdf&date_stamp=2019-10-29
https://doi.org/10.1103/PhysRevA.100.043839


STANISLAV YU. KRUCHININ PHYSICAL REVIEW A 100, 043839 (2019)

0

4

6

8

10

14

16

 A    M  K   

En
er

gy
 (e

V
)

QP
gE

gE

exE

FIG. 1. Band structure of α-SiO2 in the self-consistent quasiparticle GW approximation (solid lines) and the fat band plot (circles)
calculated from the Bethe-Salpeter equation (BSE) implemented in the VASP code [39,40]. Circle size is proportional to the squared modulus
of the exciton wave-function expansion coefficient and shows which electron-hole pairs contribute to the 1S excitonic state. In this simulation,
we used the �-centered grid of 13×13×13 k points and interpolated energy bands with the WANNIER90 program [41].

by the excitation-induced dephasing with the envelope of
harmonic oscillator improves the field amplitude scaling of
excitation probability and produces high-harmonic spectra in
a good agreement with experimental data.

II. APPROXIMATIONS AND APPLICABILITY LIMITS

We start from a discussion of material parameters in
dielectrics and semiconductors to validate the standard ap-
proximations applied in simulations of ultrafast spectroscopy.
Figure 1 shows the state-of-the-art ab initio simulation of
α-SiO2 band structure in the self-consistent quasiparticle
GW approximation. The circles show relative contributions
of the Bloch orbitals to the excitonic 1S state determined
from the solution of the Bethe-Salpeter equations. The direct
quasiparticle band gap at the � point is EQP

g = 10.1 eV,
and the optical band gap Eg = 8.9 eV is shifted from it by
the exciton binding energy Eex = 1.2 eV. Remarkably, the
exciton binding energy in α-SiO2 is by two to three orders of
magnitude larger than that in the commonly studied semicon-

ductors, e.g., EGaAs
ex = 4 meV [34] and ESi

ex = 15 meV [35].
The value of Eex = 1.2 eV is larger than the Rabi frequency
ωmax

R = F0 maxk |ξnm(k)| ≈ 0.74 eV, even at the field ampli-
tude of F0 = 2 V/Å close to the damage threshold, where
maxk |ξnm,k| ≈ 0.37 Å [36]. Therefore, electron-electron in-
teraction plays a significant role in electron dynamics of the
wide band-gap dielectrics, even though the excitonic peaks are
broadened and not visible in the absorption spectrum at high
intensities. This statement is also true for some other wide
band-gap materials, e.g., CaF2 [37,38], where the exciton
binding energy is also ∼1 eV.

For convenience, we summarized the characteristic time
scales of the laser-matter interaction problem for a rep-
resentative material (α quartz) and applicability conditions
of the relevant approximations in Tables I and II, re-
spectively. The temporal change of adiabatic eigenen-
ergies and eigenstates are described by the parameters
τAE ≡ 2π/ max | 1

EnK(t )

d
dt EnK(t )| and τAS ≡ 2π/max|〈unK(t )|

d
dt |umK(t )〉|=2π/maxk|F0 · ξnm,K(t )|, respectively, K(t ) = k +

TABLE I. Characteristic time scales of the field-matter interaction in the Houston basis and their typical values for phonon (ph) and
many-particle environments (mp). The parameters are estimated for α-SiO2 (Eg = 8.9 eV, Eex = 1.2 eV, εLO = 150 meV) and VIS/NIR laser
pulses in the wavelength range 400–2500 nm with the field amplitude F0 = 1 V/Å.

Time scale Denotation Values

Optical cycle T0 = 2π/ω0 1.4–8.4 fs
Pulse duration τL 0.7–40 fs
Elapsed time tmax ∼τL

Minimal band gap τg = 2π/(Eg + Up) 0.23–0.46 fs
Change of adiabatic energies τAE �0.1 fs
Change of adiabatic states τAS 1–8 fs
Minimal relaxation time τrelax �27.6 fs (ph), ∼3.5 fs (mp)
Bath correlation decay time τcorr ∼10 fs (ph), ∼2 fs (mp)

043839-2



NON-MARKOVIAN PURE DEPHASING IN A DIELECTRIC … PHYSICAL REVIEW A 100, 043839 (2019)

TABLE II. Summary of approximations applicability for the bath
of phonons and many-particle correlations.

Applicability

Approximation Condition ph mp

Weak coupling (Born) τcorr � τrelax Yes Yes
Secular τg � τrelax; τg � τAE, τAS Yes Partial
Instantaneous eigenbasis τcorr � τAE, τAS Yes Partial
Markov τcorr � tmax Partial No

A(t ) is the time-dependent crystal momentum given by the
acceleration theorem [42], A(t ) = − ∫ t

0 dt ′F(t ′) is the vector
potential, and ξnm,k = 〈unk|i∂k|umk〉 is the matrix element of a
coordinate operator in the crystal momentum representation.
Our ab initio simulations show that, in α-SiO2 and other
dielectrics with large effective masses of carriers, the matrix
elements ξnm,k are slowly varying functions of k, and thus
τAE � τAS. In the materials with small effective masses of
electrons in the conduction band, e.g., GaAs [43], the optical
matrix element changes more rapidly with k than the band
energies, so the opposite situation (τAE 	 τAS) might be
realized as well.

III. NON-MARKOVIAN MASTER EQUATIONS

If the system’s evolution time is much longer than the
correlation decay time, the scattering events can be viewed
as instantaneous in comparison to evolution time, which leads
to the Markov approximation with constant dephasing rates
∝ 1/T2. As shown in the previous section (see Table II), the
many-particle environment does not satisfy this condition,
since the correlation decay time is comparable to the evolution
time τcorr � tmax. The fat band plot in Fig. 1 shows that the
1S excitonic state is formed primarily by the Bloch orbitals
at k = 0 and suggests that it is possible to adiabatically
separate the Hilbert space. The fast-evolving single-particle
states participate in the intraband motion and dynamic Bloch
oscillations, while the slow carriers stay in the middle of BZ
and form the many-particle states.

The full Hamiltonian is written as

H (t ) = HS + HB + HSB(t ), (1)

where HS(t ) ≡ H0 + HL(t ),

H0 =
∑
n,k

Enka†
nkank

is the Hamiltonian of the single-particle states occupying the
Bloch state at the band n and crystal momentum k, ank and
a†

nk are their ladder operators, HL(t ) is the nonadiabatic part
of interaction with an external field responsible for interband
transitions, and

HB =
∑
p,q

εpqb†
pqbpq

is the bath Hamiltonian, where the ladder operators b†
pq and

bpq satisfy the Bose commutation rules in the cases of phonons
and many-particle states including an even number of carriers
(excitons) and the Fermi commutation rules for an odd num-
ber of carriers (defects with trapped charge carriers, trions).
The bath states are described by the quantum number p and
quasimomentum q. For simplicity of notation, we describe
them by a single index α ≡ {p, q}.

In the case of fast system and slow environment, the model
Hamiltonian of system-bath interaction can be written as
follows:

HSB(t ) =
∑
n,k

∑
α

Snk,α (t )Bα (t ), (2)

where

Snk,α (t ) ≡ fnk,α (t )√
2

a†
nkank, (3a)

Bα (t ) ≡ gαb†
α + g∗

αbα (3b)

are the operators acting only on the system and bath states,
gα is the amplitude of system-bath interaction determined by
intrinsic bath properties, and fnk,α (t ) is the time-dependent
part of the interaction amplitude depending on the rapidly
changing parameters, e.g., charge carrier density or kinetic
energy.

To obtain the equations of motion beyond the Markov
approximation, we employ the time-convolutionless (TCL)
projection operator technique [30,31,44], which yields the
following equation for the reduced density matrix in the
interaction representation:

d

dt
ρS(t ) = −

∫ t

0
dt1 TrB[HSB(t ), [HSB(t1), ρS(t ) ⊗ ρB]]. (4)

Substituting (2) into (4) and replacing the t1 with τ = t − t1
in the integrand, one obtains

d

dt
ρ̃S(t ) =

∑
n,m,k

∑
α,β

∫ �t

0
dτ {Cαβ (τ )[̃Smk,β (t − τ )̃ρS(t ), S̃†

nk,α
(t )] + C∗

αβ (τ )[̃S†
nk,α

(t ), ρ̃S(t )̃Smk,β (t − τ )]}, (5)

where �t = t − t0 is the time elapsed since the initial time t0, Cαβ (τ ) ≡ TrB[B̃α (τ )B̃β (0)ρB(0)] is the bath correlation function,
and B̃α (τ ) = gαb†

αeiωατ .
In the Markov approximation, one assumes that the bath correlation function Cαβ decays much faster than �t , which allows

extending the integration limit to infinity (�t → ∞). We set t0 = 0 and keep the finite limit of integration over τ to consider
the non-Markovian case. Equation (5) is time-local only in terms of the density matrix ρS(t ), but it is not in the Lindblad form
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because the convolution between Cαβ (τ ) and S̃mk,β (t − τ ) is still required. As shown below, in the case of pure dephasing, it can
be reduced to the Lindblad form.

Following [44], we rewrite S̃mk(t − τ ) as

S̃mk,β (t − τ ) = U †
S (t, t0)US(t, t − τ )Smk,β (t0)U †

S (t, t − τ )US(t, t0),

where the evolution operator is separated in two parts.
The part describing the evolution from t − τ to t can be approximated as

US(t, t − τ ) ≈ exp [−iHS(t )τ ]. (6)

Assuming the completeness of the instantaneous eigenbasis, one can decompose the operator S̃β (t ) into summation over all
instantaneous Bohr frequencies ω(t ) in the system:

S̃mk,β (t ) =
∑
ω(t )

S̃mk,β (ω(t )). (7)

This leads to the following approximations for the systems

S̃mk,β (t − τ ) ≈
∑
ω(t )

eiω(t )τ S̃mk,β (ω(t ), t ) (8)

and relaxation operators

R[ρS(t )] =
∑
n,m,k

∑
α,β

∑
ω(t )

γαβ (ω(t ), t ){Smk,β (ω(t ), t )ρSS†
nk,α

(ω(t ), t ) − S†
nk,β

(ω(t ), t )Smk,α (ω(t ), t )ρS} + H.c. (9)

Here, the convolution between Cαβ (τ ) and S̃mk,β (t − τ ) is
represented by the sum∫ t

0
dτ Cαβ (τ )̃Smk,β (t − τ ) =

∑
ω(t )

γαβ (ω(t ), t )̃Smk(ω(t ), t )

and

γαβ (ω(t ), t ) =
∫ t

0
Cαβ (τ )eiω(t )τ dτ

is the spectral correlation tensor connected with the correla-
tion function via the finite Fourier transform.

Pure dephasing is dominated by elastic collisions de-
scribed by energy-conserving terms with zero Bohr frequen-
cies ω(t ) = 0. Then from (8) it follows that S̃nk,α (t − τ ) ≈
S̃nk,α (0, t ), the relaxation superoperator (9) takes the Lindblad
form, and the spectral correlation tensor is connected with the
correlation function simply via time integration

γαβ (0, t ) =
∫ t

0
Cαβ (τ ) dτ.

We neglect the nondiagonal elements of the correlation
function and use a single index to enumerate the diagonal
ones: Cα ≡ Cαα . Transforming Eq. (5) back from the inter-
action to the Schrödinger picture and using the definitions (3),
we obtain the master equation in the Redfield form:

d

dt
ρnm,k(t ) = −i[HS, ρ]nm,k − γ

(α)
nm,k(t )ρnm,k(t ), (10)

where

γ
(α)

nm,k(t ) = 1

2
[γnk,α (t ) + γmk,α (t )],

γnk,α (t ) = 4| fnk,α (t )|2 Re
∫ t

0
Cα (τ ) dτ, n �= m (11)

is the time-dependent pure dephasing rate.

Thus the pure dephasing rate can be written as a product of
the slowly varying envelope Gα (t ) ≡ Re

∫ t
0 Cα (τ ) dτ depend-

ing on the bath correlation function, and the rapidly varying
function F (α)

nm,k(t ) ≡ 2{| fnk,α (t )|2 + | fmk,α (t )|2},
γ

(α)
nm,k(t ) = Gα (t )F (α)

nm,k(t ). (12)

Evolution of a quasiparticle interacting with an environment
according to master equation (10) can be described by the
effective non-Hermitian Hamiltonian

Heff (t ) = H0 − i

2
γnk(t ),

where the electron energies Enk are replaced by the complex-
valued time-dependent quasiparticle energies Enk(t ).

Considering the field-matter interaction in the length
gauge, one obtains the system of partial differential equations
known as the semiconductor Bloch equations [16,45]. Fur-
thermore, applying the method of characteristics [46] to the
partial differential equations, one derives the Bloch accelera-
tion theorem ∂t K(t ) = −F(t ) and the following system of or-
dinary differential equations similar to those in Refs. [47–49]:

ρ̇nm,K (t ) = i
∗
nm,K (t )[ρnn,K (t ) − ρmm,K (t )]

− i
∑

l �=n,m

[
∗
nl,K (t )ρlm,K − 
lm(t )ρnl,K (t )], (13a)

ρ̇nn,K (t ) = i
∑
l �=n


nl,K (t )ρnl,K (t ) + c.c., (13b)

where


nm,K (t ) = F(t ) · ξnm,K exp[iφnm,K (t )] (14)

is the matrix element of the field-matter interaction,

φnm,K (t ) =
∫ t

t0

�nm,K (t1) dt1 (15)
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is the change of a total quantum phase between the Houston
states in the bands n and m, �nm,K (t ) = EnK (t ) − E∗

mK (t ),

EnK (t ) = E ′
nK (t ) − i

2
γnK (t ) (16)

is the quasiparticle energy describing the electron interacting
with an environment, and E ′

nK (t ) = EnK + F(t ) · ξnn,K are the
modified band energies accounting for the geometric phase
contribution.

Including the Coulomb interaction between electrons and
keeping only the first-order terms, one obtains the well-known
semiconductor Bloch equations [50] or the unscreened time-
dependent Hartree-Fock approximation. The semiconductor
Bloch equations have the same form as (13), where the
quasiparticle energies EnK and the interband matrix elements
of field-matter interaction 
nm,K are renormalized by the
Coulomb potential Vq = 1/q2 [45,50,51]

ETDHF
nK (t ) = E ′

nK (t ) + �TDHF
nn,K (t ) − i

γnK (t )

2
, (17)


TDHF
nm,K (t ) = [

F(t ) · ξnm,K − �TDHF
nm,K (t )

]
exp

[
iφTDHF

nm,K (t )
]
,

(18)

�TDHF
nm,K (t ) = −

∑
q �=K

V|K−q|ρnm,q(t ). (19)

Note that the diagonal matrix elements of the self-energy
�TDHF

nn,K (t ) are real-valued quantities. The imaginary part of
quasiparticle energy describing the damping of single-particle
states due to interaction with the many-particle environment
appears only in the higher-order approximations, e.g., the GW
or coupled clusters, which are very computationally expensive
and currently applicable for real-time simulations of simple
atomic systems [52]. Therefore, a reasonable non-Markovian
model for γnK (t ) is still required to describe pure dephasing.

IV. BATH OF HARMONIC OSCILLATORS

As was originally demonstrated by Feynman [53],
Caldeira, and Leggett [54], the interaction with any structured
environment can be rigorously mapped onto a bath of har-
monic oscillators if the interaction is sufficiently weak and
perturbation theory is applicable. In this model, the bath is
characterized by the spectral function

J (ω) =
∑

α

|gα|2δ(ω − ωα )

describing the distribution of oscillator’s energy levels and
their coupling to the system.

To simplify further analysis, we assume the ohmic spectral
density with an exponential cutoff [32,55]

J (ω) = J0ω e−ω/ωc (20)

allowing for analytical expressions of both the correlation
function and relaxation rate. Here, J0 = γ0/ωc is a dimension-
less constant, γ0 is the dephasing rate amplitude, and ωc is the
cutoff energy. For the many-particle environment, the cutoff is
defined by the exciton binding energy Eex and, for the phonon
environment, it is given by the highest phonon energy εLO.

If the bath is in thermal equilibrium before interaction
with the system and approaches it afterward, its correlation

function is given by (Ref. [55], p. 181)

C(t, T )

= 1

2π

∫ ∞

−∞
J (ω)

[
cos(ωt ) coth

(
ω

2kBT

)
−i sin(ωt )

]
dω,

(21)

where the factor

coth

(
ω

2kBT

)
= 1 + 2N (ω, T ), N (ω, T ) = 1

eω/kBT − 1

appears due to the Bose-Einstein population distribution
N (ω, T ). Here, the spectral function is extended to negative
frequencies as J (−ω) = −J (ω).

To make the integration in (21) analytical, we assume
that the thermal energy kBTα of the environment is much
smaller than the cutoff frequency ωc. For α-SiO2 at the room
temperature (T = 300 K, kBT ≈ 25 meV), this condition is
fully satisfied for both phonon (ELO ≈ 150 meV) and many-
particle environments (Eex ≈ 1.2 eV). Thus the dephasing rate
envelope in the harmonic-oscillator model is given by the
following expression:

G(t, T ) ≈ γ0

{
2ωct

1 + (ωct )2
+ 1

ωct
[πtkBT coth(πtkBT ) − 1]

}
.

(22)

In general, the dephasing rate envelope in the harmonic-
oscillator model is determined by two contributions: the first
term of (22) describes quantum vacuum fluctuations and the
second term corresponds to thermal fluctuations. Both of them
strongly depend on the cutoff energy.

Figures 2(a) and 2(c) show the dephasing rate envelopes
calculated according to (22) for the cutoff given by the LO
phonon and exciton binding energies, respectively. In the
short-time regime t � 1/ωc, the main contribution is given
by the quantum vacuum fluctuations. At times longer than
the thermal correlation time τtherm = 1/(kBT ) = 25.46 fs, the
contribution of thermal fluctuation term becomes dominant
and the quantum fluctuations vanish. This effect is much more
prominent for larger cutoff energies.

Figures 2(b) and 2(d) compare time evolution of the rate
envelopes for three different temperatures and two cutoffs.
In the long-time limit (t → ∞), the bath becomes com-
pletely thermalized and the dephasing rate envelope reaches
its Markovian limit, G(M)(T ) = γ0πkBT/ωc. For the phonon
bath, it is comparable to the peak value due to initial quantum
fluctuations, but for the many-particle bath, it is smaller by
more than an order of magnitude, as shown in Fig. 2(d).
This property explains why the phonon bath is approximately
Markovian even on a few-femtosecond time scale. To repro-
duce this behavior of the many-particle environment within
the Markov approximation, one has to assume very short
dephasing times T2, which was done in previous simulations
of high-harmonics spectroscopy [5,12,13].

Figures 3(a) and 3(b) compare the time dependencies of the
quantum vacuum fluctuation terms, where the cutoff is deter-
mined by an exciton binding energy of a dielectric α-SiO2 and
two semiconductors (Si and GaAs). As shown in Fig. 3(b),
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FIG. 2. (a), (c) Time dependence of contributions from the quantum vacuum (dashed curve) and thermal fluctuations (dotted curve)
to the full dephasing rate envelope Gα (t, T ) (solid curve) at T = 300 K for the spectral function cutoffs ωc = ε

α-SiO2
LO = 150 meV and

ωc = Eα-SiO2
ex = 1.2 eV, respectively. (b), (d) Dephasing rates of the baths with phononic and excitonic cutoffs at three different temperatures.

the time-dependent dephasing rate can be characterized by
the buildup τb and decay τd times at which it increases
and decreases by e times, respectively. Large exciton bind-
ing energy in a dielectric results in ultrafast dynamics with
τ

α-SiO2
b = 0.44 fs and τ

α-SiO2
d = 2.33 fs. For semiconductors,

the bath evolves on a much slower time scale: τ Si
b = 35.52

fs, τ Si
d = 186.32 fs and τGaAs

b = 133.19 fs, τGaAs
d = 698.68

fs. To the best of our knowledge, these parameters were
not measured experimentally and thus present an interest for
further experimental investigations.

In the previous works on semiconductors exposed to ter-
ahertz laser pulses [56–58], the experimentally measured de-
phasing rate was well described within the excitation-induced
dephasing (EID) model, where the scattering rate is inversely
proportional to the mean interparticle distance r(t ) = ρ−1/3(t )

γ EID
nm,k(t ) = γ0 + γ1ρ

1/3(t ). (23)

Here, ρ(t ) is the density of excited charge carriers, γ0 is the
dephasing rate accounting for level broadening due to intrinsic
lattice defects and frozen phonons, and γ1 is the dephasing
rate due to electron-electron scattering.

Equation (23) provides a good fit of experimentally ob-
served dephasing rate in semiconductors excited by THz
pulses and resembles other theoretical results, such as the
Kohn-Sham-Gáspárd exchange potential VKSG ∝ ρ1/3(t ) [59],
p. 76, and the retarded self-energy of a charge carrier in a
quasiequilibrium electron-hole plasma �r (t ) ∝ ρ1/3(t ) [50],
p. 156. The EID model can be obtained as a particular case of
Eq. (11), where F (ph)

nm,k(t ) = 1, F (mp)
nm,k (t ) = ρ1/3(t ), and Cα (t ) =

γαδ(t ).
In Fig. 4, we compare the Markovian and excitation-

induced dephasing models with a constant (EID) and
harmonic-oscillator envelopes (HOEID). The switch-on time
for the many-particle environment is synchronized with the
main optical cycle of the laser pulse, where the majority

FIG. 3. Comparison of the quantum vacuum fluctuation terms Gmp(t, 0) on the linear (a) and logarithmic (b) time axes. The spectral cutoff
ωc is given by the exciton binding energies of three representative materials: Eα-SiO2

ex = 1.2 eV, ESi
ex = 15 meV, and EGaAs

ex = 4 meV. Here, τb

and τd are the buildup and decay times of the dephasing rate, respectively.
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FIG. 4. Dephasing rates of the Markovian (short-dashed line),
EID (dashed curve), and HOEID (solid curve) models with the
amplitude of γ0 = 0.25 fs−1.

of charge carriers is excited, and response to the electric
field becomes significantly nonlinear. As one can see from
Eqs. (13), the band populations are determined by the inte-
gral of dephasing rate. The HOEID model has the smallest
area under the rate curve, which should result in the lowest
excitation probability, while allowing for a temporally high
dephasing rate. This hypothesis will be numerically tested in
the next section.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we present the numerical simulations for
a bulk α-SiO2 interacting with the few-cycle IR laser pulse

[Fig. 5(a)] to illustrate the main features of our non-Markovian
dephasing model and compare it with other approximations.

Figures 5(b)–5(d) show the comparison of simulations with
equations in the independent-particle (IPA) and the time-
dependent Hartree-Fock (TDHF) approximations. In both
cases, time propagation with the Crank-Nicolson scheme was
performed on a grid of 25×5×5 k points with four valence
and four conduction bands. Both models give qualitatively
similar results, but the TDHF model reduces the interband
current [Fig. 5(c)] and transient populations [Fig. 5(b)] due to
the coupling of density matrix elements at different k points
and renormalization of interband interaction energy (18). On
the other hand, the residual population has increased by nearly
12% in the TDHF simulation [see Fig. 5(b)]. After the laser
pulse, the current density predicted by IPA simulation demon-
strates the rephasing effect [see Figs. 5(c) and 5(d)]. The total
interband coherence is partially restored and oscillates with a
period of ∼2.5 fs. This effect is not observed in the TDHF
simulation partially including electron-electron interaction.

In Fig. 6, we compare numerical simulations of the charge
carrier population on the amplitude of the NIR pulse with
the cos4 envelope, where pure dephasing is described by the
HOEID model (solid curve) with the other approximations:
fully coherent TDHF equations, the EID model, and the
Markovian constant decoherence rate. As expected, the
simulation without dephasing follows the perturbative scaling
law ∝F 10

0 at low field amplitudes (F0 < 0.8 V/Å). At higher
fields, the scaling law changes due to closing of the lowest
multiphoton channel predicted by the Keldysh theory and
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FIG. 5. Response of α-SiO2 to a strong near-infrared laser pulse without dephasing. (a) Waveform of electric field with the cos4 envelope,
ω0 = 1.65 eV, FWHM = 3.5 fs, F0 = 1 V/Å, in a vacuum (dashed line) and inside the medium (solid line). The screening factor is calculated
from the Fresnel equation for a normal incidence [60]. The field polarization is parallel to the a axis of the crystal (� − M direction in the
reciprocal space). (b) Time-dependent excitation probability calculated with the independent-particle (IPA) and the time-dependent Hartree–
Fock (TDHF) approximations. (b) Current density component Jx along the � − M direction in the Brillouin zone of α quartz. (c) Zoomed part
of the current density after the laser pulse.
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FIG. 6. Total conduction band population in α quartz after exci-
tation by the IR laser pulse as a function of the field amplitude inside
the solid for several representative models: fully coherent (dash-
dotted curve), the Markov approximation with constant dephasing
times T2 = 15 fs (long-dashed line) and T2 = 4 fs (short-dashed line),
the EID model with the constant envelope (dotted curve), and the
HOEID model with a time-dependent envelope (solid curve). The
pulse parameters are the same as in Fig. 5.

its modern generalizations [19,61–63]. By contrast, the
numerical simulation with a constant dephasing time T2 = 4
fs, which is required for reproduction of the experimental
HHG spectrum, shows a quadratic scaling of the population
in the entire range of the field amplitudes. This corresponds to
an artificial single-photon excitation channel due to spectral
broadening, which is not typical for solids, but Ref. [64]
demonstrates an opposite situation in gases, where only
the Markovian dephasing introducing the single-photon
excitation channel allows one to reproduce the experimental
observations.

As shown in Fig. 6, the unphysical scaling of excitation
probability can be corrected by using the time-dependent
dephasing rates. The outcome of the HOEID model ap-
proaches closer to the coherent one at high field amplitudes
F0 � 0.8 V/Å, where the ponderomotive energy becomes
sufficiently large (Up > ω0) to overcome the spectral broaden-
ing introduced by pure dephasing. In the recent CEP current
control measurements [65], scaling of the transferred charge
Q ∝ F N

0 with powers smaller than the perturbative result N =
11 were observed. This observation can also be explained by a
nontrivial dependence of pure dephasing rate on laser field and
material parameters. A rigorous analysis of similar measure-
ments and the high-harmonic generation spectroscopy with
simulations based on Eq. (13) can be used for determining
the material-specific time-dependent dephasing rates.

Finally, we compare the simulations of high harmonic
spectra with different models of dephasing. Figure 7 shows
that simulation obtained with the constant dephasing time
T2 = 4 fs (dashed curve) still gives the best agreement with
experimental results, where the cutoff is extended beyond
35 eV [5,13]. The HOEID model approaches closer to the
Markovian result than the EID. Note that both the shape
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FIG. 7. High-harmonics spectra calculated with the constant and
various time-dependent dephasing rates at F0 = 1 V/Å.

and intensity of high harmonics are sensitive to the time
dependence of the dephasing rate, which suggests that high-
harmonic spectroscopy can be used for reconstruction of time-
dependent quasiparticle energies containing information on
interaction with environment.

VI. CONCLUSIONS

To summarize, we developed the non-Markovian theory
of pure dephasing in a dielectric excited by an ultrashort
visible-NIR laser pulse. It is shown that, in the case of fast
single-particle states and slow environment, the adiabatic sep-
aration of system and bath degrees of freedom results in the
time-dependent dephasing rate with a slowly varying envelope
defined by the bath spectral function and rapidly varying
part determined by the system’s interaction with an external
field. We studied both phonon and many-particle baths within
the harmonic-oscillator model and showed that the spectral
function cutoff significantly changes time-dependent envelope
of the dephasing rate as well as its peak and thermalized
values. This explains why the phonon bath is approximately
Markovian even on a few-femtosecond time scale and why
the many-particle bath features unusually high values of the
dephasing rate, which were not observed in the experiments
with much longer laser pulses.

Numerical simulations show that the time-dependent de-
phasing rate with the envelope derived from the harmonic-
oscillator model significantly improves the problem of over-
estimated excitation probability at high intensities and allows
for a temporally high dephasing rate, which is necessary for
reproducing the experimental HHG spectrum of α-SiO2.
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