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Multifractality of the kicked rotor at the critical point of the Anderson transition
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We show that quantum wave packets exhibit a sharp macroscopic peak as they spread in the vicinity of the
critical point of the Anderson transition. The peak gives a direct access to the multifractal properties of the wave
functions and specifically to the multifractal dimension d2. Our analysis is based on an experimentally realizable
setup: the quantum kicked rotor with quasiperiodic temporal driving, an effectively three-dimensional disordered
system recently exploited to explore the physics of the Anderson transition with cold atoms.
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I. INTRODUCTION

In the vicinity of the critical point of a continuous phase
transition, large fluctuations are observed [1] that are responsi-
ble for dramatic phenomena such as, e.g., critical opalescence.
Beyond mean-field descriptions, renormalization-group ap-
proaches make it possible to describe critical phenomena at
(almost) all scales and to predict critical exponents [2]. Large
fluctuations arise as well in quantum phase transitions, where
they are usually probed via correlation functions or transport
properties. The metal-insulator Anderson transition, taking
place in disordered quantum systems, is especially interesting.
It separates a metallic phase at weak disorder, where transport
is diffusive, and an insulating phase at strong disorder, where
transport is inhibited due to interference in multiple scattering
from random defects [3,4], a phenomenon known as Anderson
localization. The dimensionality of the system is a crucial
parameter: Anderson localization is the generic scenario in
one-dimensional (1D) systems, while the Anderson transition
can be observed in dimensions strictly larger than two. In
three-dimensional (3D) systems, the critical point of the An-
derson transition occurs for strong disorder, when the product
of the wave number k with the mean-free path � is close to
unity, (k�)c ≈ 1 [5]. Although the order parameter for the
Anderson transition remains debated [6], there is nowadays
a wide consensus that it is a second-order continuous transi-
tion, with an algebraic divergence of the localization length
on the localized side, ξ ∝ 1/[(k�)c − k�]ν , and an algebraic
vanishing of the diffusion coefficient on the diffusive side,
D ∝ [k� − (k�)c]s. Much evidence for these properties has
been found in numerical simulations of the standard Anderson
model, which has been also used to compute the critical
exponents ν = s ≈ 1.57 in dimension d = 3 [7,8]. This value
is universal (depending only on the dimension and symmetry
properties) and has been confirmed with other models [9].
Numerical studies of the Anderson model have shown that the
distribution of conductance at the critical point is universal as
well, scale invariant [10], and broad, a clear-cut manifestation
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of large fluctuations at the critical point. Large fluctuations
also show up in the critical eigenstates, which are strongly
multifractal, displaying regions where |ψ |2 is unexpectedly
large and regions where it is unexpectedly small [11]. Usually,
this property is quantitatively described by using the general-
ized inverse participation ratio (GIPR) [12,13]:

Pq =
∫

Ld

dd r|ψ (r)|2q, (1)

where q is a real number and L is the system size. The
multifractality analysis studies how the GIPR averaged over
eigenstates and/or disorder realizations scales with L. If the
average—denoted by in the following—Pq scales like L−τq ,
then τq is called the multifractal exponent. By construction
τ0 = −d and, by normalization of the wave function, τ1 = 0.

One can equivalently use the set of multifractal dimensions
dq = τq/(q − 1). A wave function delocalized over a set of
dimension D (which can be an ordinary or a fractal set) will
have dq = D for all q. For multifractal states, finally, dq is a
continuous function of q with large positive q values probing
the regions of large |ψ |2 and negative q probing the regions
where |ψ |2 is vanishingly small.

How to experimentally access multifractal dimensions is
far from obvious. This in principle requires us to measure
wave functions for various disorder realizations or energies
close to the critical point everywhere in space, a tremendously
difficult task. Alternatively, one can extract only a part of
the information on multifractality by selective, less com-
plete, measurements [14–16]; for example, of the intensity
distribution on the exit plane of a disordered slab. In this
paper, we show that, at long times, the average density of
an initially localized wave packet spreads, but develops near
its initial location a sharp peak giving a direct access to the
multifractal properties of the wave functions and specifically
to the multifractal dimension d2. We base our analysis upon an
experimentally existing system, the quasiperiodically kicked
rotor, which has been shown to display the Anderson metal-
insulator transition [17,18], but the mechanism to extract a
multifractal dimension from the expansion of a wave packet
is quite general and could be used in other critical systems.
Importantly, although the system is 1D, it can be mapped onto
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a 3D disordered system, so that the measured multifractal
dimension d2 is truly the one of 3D critical Anderson-like
systems.

This paper is organized as follows: In Sec. II, we describe
the quasiperiodically kicked rotor and its connection with
quantum disordered systems and the metal-insulator Ander-
son transition. The theoretical approach explaining the origin
of the sharp peak in the average density and its connections
with multifractality is developed in Sec. III. This knowledge
is used in Sec. IV, showing how to extract the multifractal
dimension d2. It is demonstrated on the results of numerical
simulations, where the values of the parameters are chosen
as in real experiments. In Sec. V, we briefly discuss the
experimental perspectives and summarize our results.

II. THE QUASIPERIODICALLY KICKED ROTOR

A. Hamiltonian

The quasiperiodically kicked rotor (QPKR) is a simple
1D system—a standard rotor—exposed periodically to kicks
whose amplitude is modulated quasiperiodically in time. With
two quasiperiods in addition to the period of the kicks, the
Hamiltonian reads

H = p2

2
+ K cos x[1 + ε cos (ω2t + ϕ2) cos (ω3t + ϕ3)]

×
∑

n

δ(t − n), (2)

where the unit of time is the interval between two consecutive
kicks. K , ε, ω2, ω3, ϕ2, and ϕ3 (and Planck’s constant h̄ gov-
erning the quantum evolution) are dimensionless parameters
whose roles are discussed below. In the limiting case ε = 0,
one recovers the usual kicked rotor [19,20].

As discussed in Refs. [21–23], the dynamics of the QPKR
can be mapped onto the dynamics of a 3D periodically kicked
pseudorotor1 with Hamiltonian

H = p2
1

2
+ ω2 p2 + ω3 p3 + K cos x1[1 + ε cos x2 cos x3]

×
∑

n

δ(t − n). (3)

More precisely, it is shown in Ref. [23] that the evolution of

�(x1, x2, x3, t ) ≡ ψ (x1, t )δ(x2 − ϕ2 − ω2t )δ(x3 − ϕ3 − ω3t )

(4)

under Hamiltonian H, Eq. (3), is strictly equivalent to the
evolution of ψ (x, t ) under Hamiltonian H , Eq. (2), for any
arbitrary initial wave function ψ (x, t = 0).

Provided ω2, ω3, π , h̄ are mutually incommensurate real
numbers, the 3D periodically kicked pseudorotor can itself be
mapped [23] onto an anisotropic 3D Anderson model, where
K controls the disorder strength and ε controls the anisotropy
[24], a fact further confirmed by a low-energy effective-field
theory [25]. An important consequence of these mappings is

1We use the term “pseudorotor” because of the unusual linear
dependence of the Hamiltonian on momenta p2 and p3.

that the QPKR is a time-dependent 1D system equivalent to
a 3D disordered time-independent system, and thus makes
it possible to explore the dynamics of the latter, which may
display the metal-insulator Anderson transition.

B. Dynamical localization

Depending on the values of the parameters h̄, K , ε, ω2, ω3,
ϕ2, ϕ3, the 3D disordered system may be localized (at small
disorder) or diffusive (at large disorder). The two regimes
are separated by a critical point—usually called the mobility
edge—where multifractality is expected to play an important
role. The mapping of the QPKR to the 3D disordered system
is discussed in detail in Ref. [23]. An important point is that
the statistical properties of the 3D disordered system depend
only on the parameters h̄, K , ε. Various values of ω2, ω3, ϕ2,
ϕ3 correspond to various realizations of the disorder, all with
the same statistical properties. Hence, one can explore the 3D
metal-insulator Anderson transition by varying h̄, K , ε with
the QPKR.

An important property of the QPKR is that the localized
or delocalized dynamics takes place in momentum space, not
in position space like the usual Anderson model. Such a
localization in momentum space has been dubbed “dynamical
localization” [26–28]. Specifically, the system is localized
at small K , i.e., 〈p2(t )〉 tends to a constant at long t , and
diffusive at large K , i.e., 〈p2(t )〉 ∝ t at long t [where 〈p2(t )〉 ≡
〈ψ (t )|p2|ψ (t )〉 denotes the quantum-mechanical expectation
value]. In between, there is a critical point whose position
can be predicted approximately by a mean-field approach,
the self-consistent theory of localization (SCTL) [24,29],
where the system behaves subdiffusively: 〈p2(t )〉 ∝ t2/3 at
long t . Experimentally, these properties have been confirmed
by monitoring the temporal expansion of a wave packet ini-
tially localized in momentum space around p = 0; that is, by
measuring |ψ (p, t )|2 at increasing time, with the initial state
|ψ (p, 0)|2 ≈ δ(p).

In the simplest case of the standard kicked rotor where
ε = 0, the 3D disordered system reduces to a two-dimensional
(2D) array of uncoupled 1D disordered systems, which are lo-
calized for all K values. This dynamical localization has been
observed experimentally by using cold atoms in Ref. [30]. The
full 3D Anderson transition with ε �= 0 was later observed and
characterized [17,31].

C. Critical point

At the critical point, the spatial fluctuations of the wave
packet have been numerically and theoretically studied
[32,33] from an analysis of the GIPRs, Eq. (1): they display
only very weak multifractal properties. In contrast, we show
in Sec. III that the average density (averaged over disorder
realizations) |ψ (p, t )|2 itself presents a direct, macroscopic
signature of the multifractality of the 3D critical model.

Because of subdiffusion at the critical point, the width of
the wave packet increases like t1/3, but its global shape is
independent of time, a manifestation of scale invariance. The
SCTL makes a definite prediction for this shape [31,34]:

|ψ (p, t )|2 = 3
2 (3ρ3/2t )−1/3Ai[(3ρ3/2t )−1/3|p|], (5)
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where ρ = �(2/3)�c/3 is related to the critical quantity
�c = lim

t→∞〈p2(t )〉/t2/3, a numerical factor depending on the

anisotropy ε [24], with � being the Gamma function and
Ai(x) the Airy function. It is convenient to define the scaled
variables P = pt−1/3, N (P, t ) = t1/3|ψ (p, t )|2 so that the
SCTL prediction reads

N (P ) = 32/3

2ρ1/2
Ai

( |P|
31/3ρ1/2

)
, (6)

independent of time. This prediction has been found to be
in excellent agreement with the experimental results on the
atomic QPKR after a few tens of kicks [31], describing both
the kink around P = 0 and the tail ∝ exp(−α|P|3/2).

D. Numerical simulations

In the following, we use numerical simulations of the
QPKR. The structure of the Hamiltonian of the QPKR,
Eq. (3), makes it very easy to numerically propagate any
initial state. The free-evolution operator between two consec-
utive kicks is diagonal in the momentum eigenbasis, while
the instantaneous kick operator is diagonal in the position
eigenbasis. Because the Hamiltonian is spatially periodic
with period 2π , we use the Bloch theorem, which makes
it possible to restrict to a configuration space x ∈ [0, 2π [
with periodic boundary conditions, changing only the kinetic-
energy term in the Hamiltonian p2/2 to (p + h̄β )2/2, where
β ∈] − 1/2, 1/2] is the Bloch vector. The configuration space,
x ∈ [0, 2π [, is discretized into N equidistant points; in mo-
mentum space, this corresponds to wave vectors (that is, up
to a multiplicative factor h̄, momenta) in the ] − N/2, N/2]
range. Switching from the configuration-space representation
of the wave function to the momentum-space representation
involves a Fourier transform of length N (the dimension of
the Hilbert space), which can be done efficiently.

Altogether, the propagation algorithm is thus a series of
forward and backward Fourier transforms interleaved with
multiplication of each component of the current state by
a phase factor. The initial state is chosen as a δ function
at the origin ψ (p, t = 0) = δ(p). The quantity |ψ (p, t )|2 is
thus the intensity propagator at time t . The averaging over
disorder realizations is performed first by averaging over
many values of the Bloch vector β, and second by averaging
over the phases ϕ2, ϕ3 of the quasiperiodic kick amplitude
modulation. After averaging |ψ (p, t )|2 over the disorder real-
izations, we obtain the disorder-averaged intensity propagator
PQPKR(p, t ) ≡ |ψ (p, t )|2. A simple rescaling of the momen-
tum p to P = pt−1/3 provides us with the quantity N (P, t ) =
t1/3PQPKR(p, t ).

The size N of the Hilbert space must be chosen sufficiently
large for the momentum distribution to be negligibly small
at the maximum momentum |p| = Nh̄/2. We used up to
N = 49 152 for the longest time considered, t = 4 × 108. The
averaging was performed over 17 600 disorder realizations for
times up to t = 106, 8800 for t = 107, 1536 for t = 108, and
120 for t = 4 × 108.

In Fig. 1, we show the numerically computed N (P ) at
various times (number of kicks), right at the critical point of
the Anderson transition. While the agreement with Eq. (6) is
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FIG. 1. Temporal evolution in momentum space of a wave packet
launched at t = 0. The numerical simulation (black solid curve)
is performed for the quasiperiodically kicked rotor at the criti-
cal point of the 3D Anderson transition. The global expansion is
subdiffusive in momentum space: 〈p2(t )〉 ∝ t2/3. When plotted vs
the dimensionless rescaled coordinate P = pt−1/3, the density in
momentum space N takes a time-independent shape—predicted to
be a Airy function, Eq. (5) (red dashed curve)—except near the
origin where a sharp peak grows with time. This peak is a direct
manifestation of multifractality at the critical point. The parame-
ters are K = 8.096, ε = 0.4544, ω2 = 2.672 209 020 670 11, ω3 =
2.017 190 909 246 81, h̄ = 3.54.

excellent at short time (100 kicks, comparable to the duration
of the experiment), a sharp peak near p = 0 develops at
increasingly long times. The existence and properties of this
peak is the central subject of this paper. We show below that
this peak—not described by the SCTL—is a manifestation of
multifractality at the critical point and is directly related to the
multifractal dimension d2.

III. MULTIFRACTAL MODEL OF THE SHARP PEAK

A. Three-dimensional disordered system

To understand the origin of this sharp peak, it is easier to
leave the QPKR for a moment and turn back to a standard
disordered system such as the Anderson model, where 3D
localization takes place in configuration space. The aver-
age expansion of a wave packet with time is described by
the disorder-averaged intensity propagator P(r1, r2, t ), which
gives the average probability to move from r1 at t = 0 to r2

at time t . Its Fourier transform with respect to time t , the
propagator

P(r1, r2, ω) = GR(r1, r2, E + ω/2)GA(r2, r1, E − ω/2)

2πν
(7)

is proportional to the disorder average of the product of
retarded and advanced Green’s functions at energy E , with
ν being the density of states per unit volume. Thanks to the
statistical translational invariance of the disorder, it depends
only on r = r1 − r2. For simplicity of notation, we write only
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r and omit the E dependence of quantities. It is convenient to
consider the temporal and spatial Fourier transform P(q, ω) =∫

dtdd rP(r, t )eiωt−iq·r. Because the disordered potential is
statistically isotropic, it depends only on the modulus |q| and
can be written as

P(q, ω) = 1

−iω + D(q, ω)q2
. (8)

Equation (8) defines the momentum and frequency-dependent
diffusion coefficient D(q, ω). Causality implies that P(r, t )
vanishes for negative t , while unitarity of the Hamil-
tonian evolution implies the conservation of probability∫

dd rP(r, t ) = 1 for all t > 0, i.e.,

P(q = 0, ω) = 1

−iω
. (9)

Causality also implies that D(q, ω) has no singularity in the
upper complex half plane Im ω > 0 and cannot diverge more
rapidly than 1/q2 at small q. Because P(r, t ) is a real function,
its Fourier transform satisfies

P(q∗, ω∗) = P∗(q,−ω), (10)

where the ∗ denotes complex conjugation, so that

D(q∗, ω∗) = D∗(q,−ω). (11)

In particular, D(q, iω) must be real for real q, ω.
Of particular interest is the small-ω limit of D(q, ω), which

describes long times. In this limit and in a usual diffusive sys-
tem, D(q, ω) = D0 = �2/(3τ ) equals the classical diffusion
coefficient, where � is the mean-free path and τ = m�/h̄k is
the mean-free time. In a localized system, D(q, ω) = −iωξ 2,
with ξ being the localization length. At the critical point
finally, the SCTL predicts D(q, ω) ∝ (−iω)1/3 [35,36], which
yields Eq. (5). In turn, deviations from the Airy shape, as
visible in Fig. 1, imply that D(q, ω) must deviate from the
simple (−iω)1/3 dependence. Following earlier analyses of
the intensity propagator [37,38], Chalker [39] proposed that,
at short distance (large q), D(q, ω) acquires a nontrivial q
dependence that we now recall. D(q, ω) must respect the one-
parameter scaling law characterizing the Anderson transition
at large distance and long time [40]. This scaling law involves
the following relevant length scales: the mean-free path �, 1/q,
and Lω = �(ωτ )−1/3, the mean distance traveled by a particle
in time 1/ω at the critical point. The localization length ξ is
in general an additional characteristic length, but at the critical
point it is infinite and thus irrelevant. In the following, we only
consider the long-time limit ωτ � 1, so that Lω 
 �. The
one-parameter scaling law implies that q appears in D(q, ω)
only through the qLω combination. Under this constraint,
Chalker’s ansatz2 distinguishes the three following regimes
[39,41]:

(A) When qLω < 1 (long distance), multifractal correla-
tions have no time to develop and one expects the normal

2In Ref. [39], a fourth regime, labeled (iii), is introduced between
the normal and the multifractal regimes, with D(q, iω) ∝ q. We tried
to add it in our fits, but the quality of the results was much worse. We
thus conclude that this regime does not actually exist.

subdiffusive behavior, i.e., D(q, iω) ∝ D0(ωτ )1/3. This is re-
gion (ii) in Ref. [39].

(B) When qLω > 1 (short distance), but still q� < 1, mul-
tifractality sets in and D takes a q dependence: D(q, iω) ∝
D0(ωτ )1/3(qLω )d2−2. This is region (v) in Ref. [39].

(C) Finally, at very short distance q� > 1, the mean-free
path sets a nonuniversal cutoff ensuring that the propagator
P(q, ω) falls off sufficiently rapidly at large q, so that no
unphysical singularity exists in P(r, t ) below the mean-free
path. While regimes (A) and (B) obey the one-parameter
scaling law, regime (C) breaks it at short distance where no
(sub)-diffusive behavior makes sense. This is the extreme-left
part of region (v) in Ref. [39].

B. Singularity of the propagator near the origin in
three-dimensional disordered systems

The behavior of the disorder-averaged intensity propagator
(7) near the origin r = 0 is a bit subtle at the critical point.
We first consider the non-multifractal case—regime (A)—
where the diffusion coefficient D(q, ω) scales like ω1/3. We
use the mixed momentum-time representation of the intensity
propagator:

P(q, t ) =
∫

dd rP(r, t )e−iq·r =
∫

dω

2π
P(q, ω)e−iωt (12)

At very large q, the −iω term in the denominator of Eq. (8) can
be neglected and the integral over ω computed exactly, e.g.,
by using Eq. 3.761.9 in Ref. [42]. The result is ∝q−2t−2/3.
The 1/q2 behavior at large q converts, after a 3D Fourier
transform, into a 1/r divergence in configuration space:

P(r, t ) ∝ t−2/3r−1. (13)

When the multifractal regime (B) comes into play—that is,
at short distance r—D(q, ω) scales like qd2−2ω1−d2/3 at large
q. Again, the −iω term in the denominator of Eq. (8) can be
neglected and the integral over ω computed exactly. The result
is ∝q−d2t−d2/3. After a 3D Fourier transform, this gives

Pmultifractal(r, t ) ∝ t−d2/3rd2−3. (14)

Finally, at very short distance r ≈ �—regime (C)—the diver-
gence of Eq. (14) is smoothed out.

Numerical simulations on the Anderson model [43] and
related models [44,45] have confirmed such a behavior and the
existence of the regimes (A)–(C) and the associated scalings,
especially noninteger algebraic exponents.

C. Singularity near the origin for the quasiperiodically
kicked rotor

How can we relate the laws (A)–(C) to the observed be-
havior for the QPKR? As discussed in Sec. II A, the dynamics
of the 1D QPKR can be mapped onto the one of a 3D
disordered system, with a class of specific wave functions,
Eq. (4), perfectly well localized along directions x2 and x3;
that is, with a uniform density along the conjugate variables p2

and p3 at all times, and density scaling like |ψ (p1, t )|2 along
the “physical” momentum p = p1. Thus, the 1D propagator of
the QPKR simply follows from the 3D intensity propagator by
summing over the transverse directions p2 and p3. In Fourier
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space, this means that only q2 = q3 = 0 contributes:

PQPKR(p, t ) =
∫

dω

2π
e−iωt

∫
dq

2π
eiqpP(q, q2 = 0, q3 = 0, ω)

=
∫∫

dωdq

4π2

ei(qp−ωt )

−iω + D(q, ω)q2
. (15)

Alternatively, the 1D intensity propagator could be obtained
by integrating the 3D intensity propagator over the two trans-
verse directions:

∫∫
P(x, y, z, t )dydz.

At this stage, let us point out a slight complication: we
so far assumed the 3D disordered system to be statistically
isotropic. In Ref. [46], however, it has been shown that the
3D Anderson system on which the QPKR is mapped is
anisotropic so that the disorder-averaged propagator should
be, strictly speaking, written as

P(q, ω) = 1

−iω + q · D(q, ω) · q
, (16)

where D is the anisotropic diffusion tensor. However, because
the 1D propagator of the QPKR involves only q2 = q3 = 0,
the only component of D that matters is D11, so that everything
boils down to Eq. (15).

The Fourier transform from ω to t is eventually identical
for the QPKR and for a disordered 3D system. Thus, the
mixed representation P(q, t ), Eq. (12), is identical in both
cases. It is only the 3D or 1D Fourier transform with respect
to the q variable which makes a difference.

We have now all the ingredients at hand to infer N (P =
pt−1/3, t ) = t1/3PQPKR(p, t ) for the QPKR. We first look at
the non-multifractal contribution, assuming that the 1/q2t2/3

behavior at large q—regime (A)—is valid everywhere. A sim-
ple 1D Fourier transform converts it into a |p|/t2/3 singularity
in the intensity propagator PQPKR(p, t ). At p = 0, there is a
constant contribution scaling like t−1/3, in accordance with
the one-parameter scaling law, finally leading to

N (P ) ≈ α − β|P| (17)

at small P = pt−1/3. In fact, it is possible to perform exactly
the full double Fourier transform, see Refs. [31,34]. The
result is Eq. (6), which displays explicitly the expected linear
singularity near the origin.3

When the multifractal regime comes into play, D(q, ω)
scales like qd2−2ω1−d2/3 at large q—regime (B)—resulting
in P(q, t ) ∝ q−d2t−d2/3. The 1D Fourier transform gives a
|p|d2−1/t d2/3 singularity near p = 0; that is, PQPKR(p, t ) =
t−1/3(α − β|pt−1/3|d2−1), or

N (P ) = α − β|P|d2−1, (18)

at small P .
The α, β constants are not universal and depend on the

boundary around qLω = 1 between the normal subdiffusive
and the multifractal regions (A) and (B), but the algebraic
dependence |pt−1/3|d2−1 is universal. Note that, because d2 ≈

3An alternative approach using fractional diffusion equations can
be used to compute the intensity propagator both in the non-
multifractal and multifractal regimes. It produces of course the same
results. This will be the subject of a forthcoming publication.
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FIG. 2. (a) Solid black curve: Numerically computed temporal
evolution (at 106 kicks) in momentum space of a wave packet
launched at t = 0 near momentum p = 0 (see Fig. 1 for the pa-
rameter values). The fit by an Airy function, Eq. (5), dashed blue
curve, which does not take into account multifractality, is obviously
bad. The residual (difference between the curve and the best fit)
is shown in panel (b). The central region is well fitted by an
algebraic dependence, Eq. (18) [residual shown in panel (c)] and
gives d2 = 1.28 ± 0.03 [note the vertical scale 10 times smaller
than in panel (b)]. A fit of the full numerical curve interpolating
between the three regimes (A)–(C) and in particular incorporating
the multifractal regime (B) is indistinguishable from the numer-
ical result and gives d2 = 1.28 ± 0.02. The residual is shown in
panel (d).

1.24 at the critical point of the 3D Anderson transition [11],
the 3D intensity propagator (14) has an algebraic divergence
near r = 0 while the 1D intensity propagator of the QPKR is
finite at p = 0, with a noninteger power-law singularity.

Whereas the contribution of the mean-field regime (A)
to D(q, ω) leads to the kink N (P ) − N (0) ∝ |P| at small
P , Eq. (6), the multifractal law (18) is more singular: it is
responsible for the small peak near the origin observed in
Fig. 1. At short time (say shorter than 100 kicks), this rather
weak singularity at the origin is cut at the mean-free path, and
the normal component (the Airy function) reproduces very
well the numerical calculation. As time grows, the whole wave
packet spreads in size like t1/3, making the short-distance
cutoff act at smaller and smaller P = pt−1/3. Because d2 > 1,
the algebraic term in Eq. (18) does not diverge at P = 0; only
its derivative is infinite.

IV. EXTRACTION OF THE MULTIFRACTAL
DIMENSION d2

We can now use the numerically computed wave packets
to extract the value of the multifractal dimension d2. We use
two different methods; see Fig. 2.

A. First fitting procedure

The first fitting procedure uses only the very central part,
near P = 0, of the numerically computed disorder-averaged
intensity propagator. Indeed, Eq. (18) predicts an algebraic
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cusp at small P , which is clearly visible at long times. We
thus fit the central part of the numerically computed N (P, t )
with Eq. (18), with three fitting parameters α, β, and d2. The
range of P values used must be not too large because the
fitting expression is expected to be valid only near P = 0. We
chose to include points up to |P| = 2.25—see Fig. 2(c)—but
the extracted d2 value turns out to depend only weakly on
the range used. This simple procedure already gives very
satisfactory results, with values of d2 almost independent of
time at long time, although a separate fit is done for each time.

At very short p, of the order of the mean-free path, the
disorder-averaged intensity propagator does not obey the one-
parameter scaling law of the Anderson transition [regime (C)],
so that the expression (18) is not expected to be valid. In
other words, the algebraic cusp at small p is smoothed over
one mean-free path. The corresponding range in P = pt−1/3

shrinks when t increases, explaining why the peak near p =
0 grows. Such a smoothing affects the quality of the fit.
To take this fact into account, we have to exclude a small
region around P = 0 from the fit. The results are essentially
independent of the size of this small region.

B. Second fitting procedure

The second fitting procedure uses the full numerically
computed disorder-averaged intensity propagator. It assumes
that the momentum-frequency–dependent diffusion coeffi-
cient follows Chalker’s ansatz [39] with the three different
regimes presented in the main text. More precisely, we use
the following ansatz:

D(q, iω) = 3

22/3
D0(ωτ )1/3 f (qLω ), (19)

where τ is the mean scattering time, D0 = �2/3τ is the classi-
cal Boltzmann diffusion coefficient (� is the mean-free path),
and Lω = �(ωτ )1/3 is the mean distance traveled at the critical
point in time, 1/ω. The fact that the real function f depends
only on the product qLω is a requirement of the one-parameter
scaling law. In the non-multifractal regime (A) where qLω �
1, the self-consistent theory of localization predicts that f is
constant [24]. The precise constant value of f depends on the
cutoffs used in the self-consistent theory [24,29,36]. If the
cutoff is chosen so that the transition takes place at k� = 1,
the numerical factors in Eq. (19) are such that f = 1 in the
non-multifractal regime.

In the multifractal regime qLω > 1, Chalker’s ansatz [39]
states that D(q, iω) scales like qd2−2ω1−d2/3 or, equivalently,
f (qLω ) ∝ (qLω )d2−2. There are of course many possibilities
to smoothly connect the f (x) = 1 behavior at small x to the
f (x) ∝ xd2−2 decrease at large x. The only requirement is that
the transition between the two regimes takes place around x =
1. To avoid unphysical Gibbs-like oscillations after Fourier
transform, we used the following smooth ansatz:

f (x) = [
1 + (x/x0)γ (2−d2 )

]−1/γ
, (20)

where γ is a positive exponent and x0 is a number of the order
of unity characterizing the transition point between the two
regimes. This ansatz is of course a bit arbitrary. We have tried
a few other ways of smoothly connecting the two regimes,
which give very similar final results. When the parameters

D0, d2, x0, γ , and τ (or equivalently �) are given, D(q, iω)
is entirely specified. To compute the disorder-averaged in-
tensity propagator, one has to compute D(q, ω) for real ω,
which is rather easy by analytic continuation in the complex
plane because there is no singularity in the upper half plane
(Im ω > 0). The last step is a double Fourier transform from
q, ω to p, t to obtain PQPKR(p, t ). To take into account the
nonuniversal behavior at very short distance—regime (C)—
we convoluted the obtained PQPKR(p, t ) with a Gaussian:

g(p) = 1

σ
√

2π
exp

(
− p2

2σ 2

)
, (21)

where σ is a constant of the order of the mean-free path �.
We used these distributions to fit the numerical results

obtained for the kicked rotor. There are five different fit
parameters: the first one is the “classical” diffusion coef-
ficient D0 which determines the overall scaling factor of
the distribution (or, equivalently, the value of 〈p2(t )〉/t2/3

at long time). Taking D0 as a fit parameter accounts for
the somewhat arbitrary numerical prefactor in Eq. (19), not
accurately predicted by the self-consistent theory. The second
fit parameter is the short-distance cutoff σ in Eq. (21), of the
order of the mean-free path. It turns out that the final results
are essentially insensitive to the exact value of this parameter.
The three important parameters left are d2 (the figure of merit
of our analysis), and x0 and γ , which describe the transition
between the normal and multifractal regimes for D(q, ω). We
performed three fitting runs:

(i) In the first run, we fit all five parameters D0, τ , d2,
x0, γ for each time. We observed that the values of x0 and
γ fluctuate in not-too-large intervals; that is, x0 ∈ [0.24, 0.40]
and γ ∈ [2.8, 4.0].

(ii) In a second run, we fixed γ at its most probable value
γ = 3.0 and fit the remaining four parameters.

(iii) In a third run, we additionally fixed x0 at its most
probable value x0 = 0.3 and fit the remaining three parame-
ters.

The results of the three fitting runs are very similar. Im-
portantly, the residuals of the fits—deviations between the
numerical data and the fitting functions—are very comparable
for the three runs, so that they are of almost equal significance.
The fluctuations of the fitted values for the three runs give an
estimate of the error due the imperfections of the fits. Com-
bined with the statistical uncertainty of the fit, they provide a
reasonable estimate of the error bars on the determined values
of d2.

C. Results

In Table I, we give the values of d2 extracted from the
numerical data by using the first fitting method, for various
times. The uncertainties take into account the fluctuations of
the results when the range of P used for the fit is varied. It
consistently gives a value of d2 in the range [1.24,1.37] for
a considerably large time interval, between 103 and 4 × 108

kicks, in good agreement with the known value 1.24 ± 0.015
for the 3D Anderson model [11] (a more accurate value
d2 = 1.243 ± 0.006 is given in the unpublished thesis [47]).

With the second fitting method, we found that the fitted d2

is almost insensitive to the details of the interpolation between
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TABLE I. Multifractal exponent d2, with estimated uncertainty
�d2, extracted by using the first fitting procedure; that is, from fits
of the disorder-averaged intensity propagator near momentum p = 0
to Eq. (18), for various times t . The uncertainty is not the statistical
error of the fit, but rather reflects the fluctuations of the result of the
fit when the momentum range and the short-range cutoff are varied.
Nevertheless, the result at long times is remarkably stable, proving
the robustness of the fitting procedure.

Time t 103 104 105 106 107 108 4 × 108

d2 1.37 1.33 1.31 1.28 1.26 1.26 1.26
�d2 0.15 0.05 0.04 0.03 0.02 0.02 0.02

the three regimes. The obtained values of d2 are given in
Table II. They are more-or-less time independent at long time,
which strongly supports the validity of Chalker’s ansatz. They
also agree well with the results of Table I and with the known
value [11].

For t = 106 kicks, the two fitting methods give almost
identical results, d2 = 1.28, and the quality of the fits is
excellent, as shown in Fig. 2. The Airy function, in contrast,
strongly deviates from the numerical result.

Finally, we show in Fig. 3 that the same value of d2

allows us to reproduce almost perfectly the full momentum
distribution over a very wide range of times. The fact that
a unique form of D(q, ω) reproduces the numerical results
over more than six orders of magnitude of t is on the one
hand a very strong hint that the one-parameter scaling law
remains valid for the Anderson transition in the multifractal
regime, and on the other hand a confirmation of the validity of
Chalker’s ansatz.

V. EXPERIMENTAL PERSPECTIVES AND SUMMARY

We have unveiled the existence of a sharp multifractality
peak at the critical point of the Anderson transition. Based
on the equivalence between the time-dependent QPKR and
the 3D anisotropic Anderson model, we have also shown
that the multifractal dimension d2 of a critical 3D system
can be extracted from the peak in the frame of a 1D ex-
perimental setup. Although this in principle requires us to
reach extremely long times, we stress that, even after t = 103

TABLE II. Multifractal exponent d2, with estimated uncertainty
�d2, extracted by using the second fitting procedure; that is, from fits
of the full disorder-averaged intensity propagator, for various times
t . The uncertainty is the combination of the statistical error of the fit
and of the three different values that are obtained when the additional
parameters x0, γ are either fitted or fixed. In any case, the smallness
of �d2 as well as the quality of the fit, see Fig. 2, validates Chalker’s
ansatz and proves that it is experimentally possible to measure the
multifractal exponent d2.

Time t 102 103 104 105 106 107 108 4 × 108

d2 1.19 1.32 1.34 1.33 1.28 1.25 1.24 1.24
�d2 0.2 0.2 0.08 0.04 0.02 0.015 0.015 0.01
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pt−1/3

N
(P

)

FIG. 3. Black solid lines show numerically computed temporal
evolution in momentum space of a wave packet launched at t = 0
near momentum p = 0 (see Fig. 1 for the parameter values). Red
dashed lines, often hidden by the black ones, show predictions taking
into account the subdiffusive dynamics and the multifractality of the
eigenstates [regimes (A)–(C)]. The agreement is excellent (residuals
are displayed as the lower green curves) over more than six decades
of time. The same value d2 = 1.26 has been used for all plots.

kicks—a value already reached in state-of-the-art experiments
[48]—a significant deviation from the Airy shape is already
visible. This opens the way to an experimental measure of
multifractality properties by using the atomic kicked rotor.
The method is in no way restricted to the kicked rotor and
could be used in other disordered systems [14]. In a full 3D
system, the average intensity propagator, Eq. (14), is also
sensitive to d2. If not all three dimensions of space are exper-
imentally accessible, averaging over one or two dimensions
still preserves the information on d2, although the singularity
is somewhat smoothed out.

Note that an apparently similar phenomenon, an enhanced
return probability, has been recently observed experimentally
on the kicked rotor [49]. It originates from the constructive
interference between pairs of time-reversed paths for time-
reversal invariant systems and is completely different from
the “multifractal” peak: it manifests itself on a much shorter
spatial scale of the order of the mean-free path; that is, in
regime (C) where the one-parameter scaling law is violated.
Moreover, it exists only for periodic driving, as discussed in
Refs. [49,50], and is thus an unrelated phenomenon.
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