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Measurements of single-state and state-ensemble lifetimes of high-lying Rb Rydberg levels
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We demonstrate a hybrid method based on field ionization and state-selective deexcitation capable of
measuring the lifetimes of high-lying Rydberg levels. For nS Rydberg states of Rb atoms with principal quantum
number 60 � n � 88, we measure both the lifetimes of single target states and those of the ensembles of Rydberg
states populated via blackbody-radiation-induced transitions. We find good overall agreement with numerical
calculations of the expected lifetimes in both cases. However, for the target-state lifetimes, we find a local
deviation towards shorter lifetimes for states around n = 72, which we interpret as a signature of a modified
blackbody spectrum in the finite volume in which our experiments take place.

DOI: 10.1103/PhysRevA.100.030501

Rydberg states of atoms are characterized, amongst other
properties [1,2], by long radiative lifetimes. Compared to
low-lying excited atomic states, which typically decay on
timescales of less than a microsecond, high-lying Rydberg
states (with principal quantum number above n ≈ 50) can live
for hundreds of microseconds. This makes them attractive
for applications, e.g., in quantum simulation and quantum
computation [3], where the ground state and a Rydberg state
can be used to encode quantum bits. In those applications,
it is important also to take into account another peculiarity
of high-lying Rydberg states, which is their interaction with
blackbody radiation [4–8]. The resulting transition rates to
other nearby Rydberg states can be comparable to or even
larger than those due to spontaneous decay to low-lying states.
This creates practical problems when measuring Rydberg
state lifetimes, as the different Rydberg states populated by
blackbody radiation are close in energy and, therefore, can be
difficult to distinguish experimentally.

So far, a number of studies have addressed the issue
of Rydberg state lifetimes [9–16]. Experimentally, different
techniques such as field ionization and state-selective field
ionization [17–19], trap loss spectroscopy [20], monitor states
[15], and all-optical methods based on probe beam absorption
have been used [16]. For alkali-metal atoms such as rubidium,
which we use in the present study, lifetimes have been mea-
sured up to principal quantum numbers around n = 45 [15],
and good agreement with numerical calculations has been
found. For higher n, the typically employed methods become
increasingly difficult to apply. State-selective field ionization
for high-lying states above n ≈ 60 requires one to distinguish
states whose ionization thresholds differ only by a few percent
(for instance, between the 80S and 81S states, it changes by
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5% from 9.18 to 8.72 V/cm, and the values for the nearest n′P
states are even closer). Other techniques may also be unable
to reliably measure the population of an individual Rydberg
state, and instead only give information on a range of closely
spaced Rydberg levels.

Here, we demonstrate a hybrid field ionization and state-
selective laser deexcitation method that allows us to measure,
in principle, the lifetimes of single Rydberg states for almost
arbitrary principal quantum numbers (limited essentially by
the linewidth of the deexcitation laser and by residual electric
fields) as well as the lifetimes of the corresponding “state
ensembles”, i.e., of all Rydberg states that are populated by
blackbody radiation starting from the initially excited state,
called the “target state”. Our measurements for nS Rydberg
states with principal quantum numbers between 60 and 88
show good overall agreement with numerical calculations for
both lifetimes. However, for the target-state lifetime, we find
a local deviation from theory towards shorter lifetimes around
n = 72, which we discuss in the context of the blackbody
spectrum inside the finite volume of our vacuum cell.

In our experiments, we excite nS Rydberg states of 87Rb
atoms in a standard magneto-optical trap (MOT) contain-
ing around 200 000 atoms at temperature T ≈ 150 μK in a
roughly spherical cloud 300 μm in size (Gaussian width; for
details of the apparatus see [21,22]). The Rydberg states are
reached from the 5S1/2(F = 2) ground state via the intermedi-
ate 6P3/2(F = 3) state using two copropagating laser beams at
420 and 1013 nm, with blue detuning �/2π = 37 MHz of the
420 nm laser from the 5S1/2(F = 2)-6P3/2(F = 3) resonance
(in each experimental cycle, the MOT beams are switched
off for 1500 μs a few hundred nanoseconds before the exci-
tation pulse, while the magnetic field remains switched on).
Rydberg atoms are then detected by field ionization, in which
a high-voltage pulse is applied to two pairs of electrodes
placed outside the glass vacuum cell and the resulting ions are
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accelerated towards a channel electron multiplier. The overall
detection efficiency is around 40%, and the highest electric
fields achievable in our apparatus correspond to the field
ionization threshold for Rb Rydberg states with n ≈ 60. We
have checked that above that threshold the detection efficiency
is largely independent of n.

A combination of field ionization and state-selective deex-
citation [23] now gives us access to two quantities, as shown
schematically in Fig. 1(a). After laser excitation of an initial
Rydberg target state, a first measurement consists in waiting
a variable time t after the excitation pulse (typical duration
around 300 ns) and then applying the electric field ionization
pulse. During the waiting time two processes take place:
spontaneous decay of atoms in the target state primarily to
low-lying states because of the interplay between increasing
transition frequency and decreasing dipole moment with in-
creasing �n (around 95% of the atoms decay to states with
n between 5 and 17, calculated using [24]), and absorption
as well as stimulated emission of photons of the black-
body radiation inside the glass cell, which populates nearby
Rydberg states with principal quantum number n′ and angular
momentum L (from which, in turn, other nearby states can be
populated in a multistep process [8]). While atoms that have
undergone spontaneous decay can no longer be field ionized,
those that have exchanged photons with the blackbody radi-
ation typically end up in states that are detected as Rydberg
states in field ionization. We now fit an exponential decay to
the measured number of Rydberg atoms Nens(t ) [see Fig. 1(b)]
and call the resulting 1/e-time τens the state-ensemble life-
time. Given the practical constraints, the “state ensemble”
denotes all Rydberg n′L states that can be field ionized in our
experiment.

The second measurement is similar to the first one, except
that before field ionization, a 5 μs deexcitation laser pulse
with Rabi frequency �/2π between 2 and 4 MHz resonantly
couples the target Rydberg state to the 6P3/2(F = 3) inter-
mediate state. This is achieved by changing the frequency
of a double-pass acousto-optic modulator in the beam path
of the 1013 nm laser, whereby the frequency of the deex-
citation pulse can be suddenly (within 100 ns) increased by
37 MHz, matching the detuning �/2π of the excitation pulse.
The 6P3/2 state has a lifetime of 120 ns, so effectively the
deexcitation laser pulse depumps target state atoms to the
ground state. After the deexcitation pulse, field ionization as
described above measures the number of Rydberg atoms left
in the cloud. In the case of a 100% depumping efficiency
α, only atoms that have been redistributed out of the target
state to nearby Rydberg states, which are not resonant with
the deexcitation pulse, will contribute to the field ionization
signal (in practice, α is around 95%, and the duration of the
pulse is chosen to be much shorter than the expected target-
state lifetime, whilst still resulting in a reasonable depumping
efficiency). We call these states the “support” of the target
state, and a typical measurement of the support population
Nsupp(t ) is shown in Fig. 1(b).

From Nens(t ) and Nsupp(t ) we can now infer the number of
atoms in the target Rydberg state Ntar (t ) from the relations
N (t ) = Nens(t ) = Ntar (t ) + Nsupp(t ) (before depumping) and
N ′(t ) = (1 − α)Ntar (t ) + Nsupp(t ) (after depumping). Fitting
an exponential decay to Ntar (t ), we obtain τtar. A typical

FIG. 1. Measurement of Rydberg target-state and state-ensemble
lifetimes. (a) Schematic of the measurements. After excitation of
the target state, the number of excitations in the state ensemble is
measured by simple field ionization. The number of excitations in
the support states, by contrast, is measured by first depumping the
target state atoms to low-lying states using a 5 μs laser pulse resonant
with the 6P3/2(F = 3) state, and then field ionizing the remaining
excitations. (b) A typical measurement of the number of Rydberg
excitations in the state ensemble (red squares) and support states
(blue circles) as a function of time for the 80S target state. The
number of excitations in the target state (green diamonds) is then
calculated from the difference of the state ensemble and support
states. The dashed lines are exponential fits, from which the target-
state and state-ensemble lifetimes are extracted (for the support data,
the difference of the exponential fits for the state ensemble and target
was calculated). Error bars are one standard error of the mean.

measurement of τtar for the 80S state is shown in Fig. 1(b). We
note that for the target-state lifetimes reported in this work,
the free fall and expansion of the atomic cloud between the
excitation and depumping pulses (which leads to a decrease in
the overlap between the spatial distribution of Rydberg atoms
and the deexcitation beam) is not a substantial limitation, but
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could be relevant for lifetimes exceeding 1000 μs (we discuss
this in more detail later).

In principle, with our technique it is possible to measure
target-state populations as long as the closest S or D states
(which can be coupled to the 6P state by the deexcitation
laser) are separated in energy from the target state by more
than the linewidth of the deexcitation laser (around 500 kHz
in our apparatus, including residual Doppler broadening). In
practice, however, there are further limitations. First, van der
Waals interactions (which are responsible for the well-known
dipole blockade effect [25,26]) or dipole-dipole interactions
between Rydberg atoms (which can arise, for instance, be-
tween nS and n′P states) can shift the target-state energy lev-
els, resulting in an effective detuning of the deexcitation laser
and hence a variation in the depumping efficiency α over time,
which will lead to systematic errors in the inferred lifetime.
In order to limit such effects, we adjusted the two-photon
Rabi frequency and duration of the excitation pulse such as to
excite only ≈4 Rydberg atoms on average (corrected for the
detection efficiency) in a cloud defined by the overlap between
the MOT and the two excitation lasers with waists 40 μm
(420 nm laser) and 90 μm (1013 nm laser). The mean spacing
between two Rydberg atoms (assuming a uniform distribution
inside the cloud) was, therefore, on the order of 50 μm, and
hence van der Waals and dipole-dipole interactions could, to
first approximation, be neglected (for instance, the van der
Waals interaction between two 70S atoms at that distance is
less than 100 Hz).

A second limitation of our technique stems from electric
fields in the vacuum cell, to which Rydberg atoms are ex-
tremely sensitive due to their large polarizability, which scales
roughly as n7. From measurements of the Stark map (target
nS state and the (n − 3) Stark manifold) and comparison with
numerical calculations [24], we determined the background
electric field in our cell to be 215 ± 10 mV/cm (the error
includes day-to-day fluctuations). This field is likely due to
rubidium atoms adsorbed on the inner surface of the cell (and
possibly charge buildup during the experimental cycle, which
becomes evident when the repetition rate is increased much
beyond 10 Hz), charged dust particles on the outside of the
cell, and other field sources whose origin we are unable to
establish with certainty. By applying a few tens of volts to the
field ionization electrodes we were able to compensate a part
of the background field, leading to a minimum residual field
of around 100 mV/cm.

To study the effect of a finite electric field E on our life-
time measurements, we measured the target-state and state-
ensemble lifetimes as a function of E (Fig. 2). In particular,
we scanned the electric field around the Inglis-Teller limit, for
which the (n − 3) Stark manifold crosses the nS target state
(the value of E was deduced with an error of around 10% from
a measurement of the Stark map). Below the Inglis-Teller
limit, both target-state and state-ensemble lifetime agree with
the theoretical predictions. From Fig. 2, two main effects are
evident. Most strikingly, around the Inglis-Teller limit the
observed target-state lifetime drops by two orders of mag-
nitude to a few microseconds and remains low for larger E .
The state-ensemble lifetime, by contrast, shows no particular
variation at the Inglis-Teller limit but a distinct increase for
larger field values.

FIG. 2. Effect of the residual electric field E in the cell on the
measured target-state (green diamonds) and state-ensemble lifetimes
(red squares). Below the Inglis-Teller limit for the 85S state used here
(vertical line), both lifetimes agree with the theoretical predictions
(arrows) of 258 μs for the target state and 719 μs for the state-
ensemble lifetime. Error bars are one standard error of the mean
(for the electric field values, we estimate an error based on our
measurement protocol). Inset: The Inglis-Teller limit for the range
of principal quantum numbers considered in this work (calculated
using [24]). The dashed horizontal lines indicate the electric field in
the cell with (bottom) and without compensation (top).

While the increase of the state-ensemble lifetime above
the Inglis-Teller limit can be explained by the fact that the
central states of the (n − 3) Stark manifold with large angular
momentum, and hence longer lifetime, are mixed into the
target nS state, at present we have no simple physical picture
for the drastic behavior of the target-state lifetime. One pos-
sible explanation might be electric field inhomogeneities and
state changes at the avoided crossings in the Stark manifold
due to atomic motion, which could lead to a variation of the
depumping efficiency α over time. However, thus far we have
not been able to experimentally verify that hypothesis.

From the above discussion, we conclude that in the absence
of interaction effects between Rydberg atoms, our measure-
ment protocol allows us faithfully to deduce the target-state
and state-ensemble lifetimes for Rydberg states with an Inglis-
Teller limit greater than the 100 mV/cm residual electric field
in our cell (see inset of Fig. 2), and hence an upper limit of
n = 88. In Fig. 3 we report the measured lifetimes [27] for
states with 60 � n � 88 (the lower limit is due to the upper
limit of our ionization field). In order to compare our results
with theoretical predictions, we used a numerical model tak-
ing into account both spontaneous decay as well as blackbody-
induced population redistribution at T = 300 K between the
ensemble Rydberg states (taking into account states up to
L = 3), including the possibility of a repopulation of the target
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FIG. 3. Measurement of target-state (green diamonds) and state-
ensemble lifetimes (red squares) of high-lying Rb Rydberg states.
The small black circles (connected by dashed lines to guide the eye)
are the results of numerical simulations of the coupled blackbody
repopulation and spontaneous decay processes. The small blue trian-
gles (connected by dashed lines) represent the target-state lifetime at
zero temperature. The large black circles (connected by a dashed line
to guide the eye) are the target-state lifetimes without compensation
of the electric field in the cell (that field is around 215 mV/cm,
corresponding to the Inglis-Teller limit for the 76S state; for the other
measurements in this figure the residual electric field in the cell was
less than 90% of the Inglis-Teller limit). Note that for n = 60 and
n = 61 no measurement for the state-ensemble lifetime is reported,
as the lower limit of n = 60 for reliable field ionization leads to
systematic errors, but states below n = 60 can be populated by
blackbody radiation. Error bars are derived from the exponential fit.

state from the support states. The latter process leads to an ob-
served target-state lifetime that is slightly longer (up to 10%)
than the values usually quoted in the literature, which only
take into account the departure from the target state due
to blackbody-induced transitions. We find good agreement
between the numerical calculation and our measurements for
the target states, with a slight exception around n = 72 (which
we will discuss below). In Fig. 3 we also report the target-state
lifetimes measured without the electric field compensation;
in that case, a sharp drop in the observed lifetime occurs
around n = 76, above which the Inglis-Teller limit is below
the uncompensated background field.

Using our numerical model we can also calculate the
expected state-ensemble lifetimes and find reasonable agree-
ment with our experimental results. Obviously, the state-
ensemble lifetimes are considerably longer (up to a factor
of 3) than the target-state lifetimes, as they are due to multistep
blackbody redistribution processes to higher angular momen-

tum states inside the state ensemble (either with or without
a change in n), along with spontaneous decay, for which the
lifetimes become longer as the angular momentum increases.
From those calculations we find that in our experiments
starting from nS states, during the evolution of the system
P, D, and F states are significantly populated (i.e., more
than a few percent of the total population), whereas higher
angular momentum states can be neglected. Intuitively, right
after the excitation of the target state, one expects the decay
rate of the state ensemble to be dominated by spontaneous
decay of the target state to low-lying states, whereas all other
processes leave the state-ensemble number unchanged. The
state-ensemble lifetime should, therefore, approximate the
Rydberg state lifetime at zero temperature. From Fig. 3 it is
evident that the simulation for the state-ensemble lifetimes
confirms this, and the experimental results also support that
interpretation.

We now turn to the discrepancies between our experimental
results and the numerical calculations. For the target-state
lifetimes, there is a localized deviation with lifetimes shorter
than expected by up to 25% around n = 72, for which the
transition frequencies to nearby nP and (n − 1)P states are
around 10 GHz. One reason for that deviation could be the
presence of microwave radiation at those frequencies (owing
to the large dipole moment of those transitions, microwave
fluxes in the tens of pW/cm2 regime would be sufficient
to cause the observed deviation). In preliminary experiments
[28], for which we added additional field electrodes to better
compensate the background field, we were able to rule this out
as a possible cause by shielding the apparatus with aluminum
foil. (Using Autler-Townes splitting of the 91S state coupled
to the 90P state induced by an external microwave source, we
measured a shielding factor of around 4.)

This leaves a variation in the blackbody spectrum itself as a
plausible explanation (other possible causes for enhanced de-
cay, such as superradiance [29–32], are unlikely to play a role
in our system due to the small number of excitations involved
and the narrow range of parameters for which such effects
are expected to occur in multilevel systems [33]). In fact, it
is well known that the assumptions made in the derivation
of the Planck formula for blackbody radiation are no longer
valid when the wavelength of the radiation becomes compa-
rable to the size of the blackbody, as the density of modes
is strongly modified close to the longest-wavelength modes
supported by the cavity [34–36] (signatures of such an effect
were detected experimentally in [37]). The dimensions of our
vacuum cell (internal cross section 1.8 cm×2.4 cm, with a
thin coating of adsorbed Rb atoms on the inner walls) and of
the surrounding support structures and coils are of the order
of a few centimeters. The wavelengths corresponding to the
transitions from nS states with 70 � n � 75 to the closest n′P
states are between 2.5 and 3.3 cm and, therefore, comparable
to those expected for the lowest modes inside the low-quality
factor cavity formed by the glass cell. In addition, blackbody
radiation stemming from the surrounding support structures
can also be altered compared to the Planck formula due to
finite-size effects, further modifying the expected blackbody
spectral intensity seen by the Rydberg atoms. In principle, this
could be modeled using the approach of [34,35], which would
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involve calculating the modes and respective polarizations of
the electromagnetic field both inside the cell and in the far
field of nearby objects, taking into account the exact shapes of
all the objects.

Regarding the state ensemble, we find deviations of up to
30%, particularly towards shorter lifetimes for n > 70, but
also towards longer lifetimes. Again, these deviations might
be partly due to the presence of microwave radiation with
a spectral intensity that differs from the predictions of the
Planck formula. Furthermore, as the state-ensemble lifetimes
are several hundred microseconds, and hence measurements
were taken up to several milliseconds, systematic effects due
to the expansion and free fall of the atomic cloud might lead to
an underestimation of the state-ensemble lifetimes. We have
checked that the presence of the MOT lasers after 1500 μs
(which are switched back on in order to minimize losses from
the MOT during the experimental cycle, which is repeated at
a frequency of 4 Hz, and keep the number of atoms constant)
does not influence the measurements.

In conclusion, we have presented a method for measuring
single-state and state-ensemble lifetimes of high-lying Ry-
dberg states based on a hybrid field ionization and optical

deexcitation technique. The measured lifetimes are in good
overall agreement with numerical calculations. Our method
is suitable for measuring subtle deviations from the theo-
retically predicted lifetimes due to, for instance, finite-size
modifications of the blackbody spectrum or other effects such
as super- or subradiance. In future experiments we plan to
investigate the observed deviations more closely and to extend
our measurement protocol to P, D, and F states, which will
give us further insight into possible modifications of the
blackbody spectrum.
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