PHYSICAL REVIEW A 100, 022505 (2019)

Measurement of the permanent electric dipole moment of the '*Xe atom

F. Allmendinger,l’* 1. Engin,2 W. Heil,? S. Karpuk,3 H.-J. Krause,* B. Niederlidnder,® A. Offenhzusser,* M. Repetto,3
U. Schmidt,' and S. Zimmer!
! Physikalisches Institut, Ruprecht-Karls-Universitit, 69120 Heidelberg, Germany
2 Peter Griinberg Institute (PGI-6), Forschungszentrum Jiilich, 52425 Jiilich, Germany
3Institut fiir Physik, Johannes Gutenberg-Universitit, 55099 Mainz, Germany
*Institute of Complex Systems (ICS-8), Forschungszentrum Jiilich, 52425 Jiilich, Germany

® (Received 28 April 2019; published 7 August 2019)

We report on a measurement of the CP-violating permanent electric dipole moment (EDM) of the neutral '*Xe
atom. Our experimental approach is based on the detection of the free precession of co-located nuclear spin-
polarized *He and '**Xe samples. The EDM measurement sensitivity benefits strongly from long spin coherence
times of several hours achieved in diluted gases and homogeneous weak magnetic fields of about 400 nT. A
finite EDM is indicated by a change in the precession frequency, as an electric field is periodically reversed
with respect to the magnetic guiding field. Our result (—4.7 & 6.4) x 10728¢cm, is consistent with zero and is
used to place a new upper limit on the 129Xe EDM: |dxe] < 1.5 x 1077ecm (95% C.L.). We also discuss the
implications of this result for various CP-violating observables as they relate to theories of physics beyond the

standard model.
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I. INTRODUCTION AND THEORETICAL MOTIVATION

Precision measurements of fundamental symmetry viola-
tions in atoms can be used as a test of the standard model
(SM) of particle physics and to search for or to put limits on
physics beyond the SM. Permanent electric dipole moments
(EDMs) of fundamental or composite particles are excellent
candidates to look for new sources of CP symmetry violation,
the combined symmetry of charge conjugation C and parity
P. CP violation is well known within the SM as a property
of the weak interaction and is incorporated (as a complex
phase factor) into the CKM matrix describing quark mixing.
Since the CP-violating phase enters only where heavy quarks
are involved and higher order loops are needed to generate
particle EDMs, SM contributions to EDMs are inevitably
very small. For example, the SM prediction for the neutron
EDM is d, ~ 10~3*¢cm [1], and for the electron EDM d, ~
10~*ecm [2]. Measurements of significantly larger EDMs
would be clear indications of additional sources of CP vio-
lation (flavor conserving) and beyond-standard-model (BSM)
physics. Conversely, to the extent that an EDM is not seen in
increasingly sensitive experiments, some BSM scenarios such
as the minimal supersymmetric extension of the SM (MSSM),
left-right symmetric models, and extended Higgs sectors are
strongly disfavored [3].

There are four distinguishable lines of experimental ap-
proach in EDM search [4]: single free elementary particles
and atomic nuclei [e.g., neutron (n), electron (e), and muon
(n)], atoms and ions [e.g., mercury (Hg) and xenon (Xe)],
molecules and molecular ions [e.g., ytterbium fluoride (YbF),
thorium oxide (ThO), hafnium fluoride ion (HfF )], and con-

*Corresponding author: allmendinger @ physi.uni-heidelberg.de

2469-9926/2019/100(2)/022505(19)

022505-1

densed matter (e.g., ferroelectric materials). The observation
of an EDM in any system will be a high achievement. How-
ever, a single system alone may not solve the questions arising
in the connections to the underlying fundamental theory and
to cosmology, for example separating weak and strong CP
violation. The recent reviews [3,5,6] cover the experimental
approaches in EDM search and the theoretical interpretations
of EDM limits. The most precise EDM measurements to date
were performed in using neutral particles () [7], diamagnetic
atoms (Hg) [8,9], polar molecules (ThO) [10], and molecular
ions (HfF") [11].

Here we present the results of an improved EDM search
in the diamagnetic '®Xe atom. The upper limit obtained
ldxe| < 1.5 x 107?ecm (95% C.L.) sets a three times tighter
constraint than the recent limit of Sachdeva et al. [12] who
could slightly improve the 2001 result of Rosenberry et al.
[13]. EDM experiments can also set new constraints on axion-
mediated CP-violating interaction between atomic electrons
and the nucleus [14]. From our result, limits for a specific
combination of scalar and pseudoscalar coupling constants are
derived for the diamagnetic Xe atom. Our method is based
on detection of free spin precession of co-located gaseous,
nuclear polarized *He and '?°Xe samples. Since this type of a
co-magnetometer will preferably be operated at low magnetic
fields of about 400 nT, and thus, at low frequencies (~10 Hz),
using a SQUID as magnetic field detector is appropriate due
to its high sensitivity in that spectral range.

II. PRINCIPLE OF THE EXPERIMENT

This section gives a short overview of the basic principle
of the experiment to measure the EDM of the '2°Xe atom: the
neutral '>’Xe atom is a spin-1/2 particle with a corresponding
nuclear magnetic moment ©xe = %FzyXe, where yx. is the
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gyromagnetic ratio. If the two-level atom with a nonzero
EDM dx. is placed in aligned electric E = (0,0, E;) and
magnetic fields By = (0, 0, B;), the energy splitting is directly
proportional to the precession frequency wxe.:

AE = liwxe = |iyxeB, + 2dx.E,|. (1)

If the magnetic field is constant, a finite EDM is indicated
by the corresponding change in wx. as the electric field is
reversed. To render the experiment insensitive to fluctuations
and drifts of the magnetic guiding field, the principle of co-
magnetometry is used: two different spin species are located
in the same volume; in our case hyperpolarized '**Xe and *He
gas. The latter has a nuclear spin of I = 1/2 too, with gy-
romagnetic ratio yp.. As observable, the weighted frequency
difference is used, defined as

VXe

Aw = wxe — ——OHe. 2
VHe
Using Eq. (1), this results in
2
Aw = iEdXe|Ez|‘ 3)

The plus sign applies to parallel E and B fields, the minus sign
to the antiparallel case. Here the co-located nuclear polarized
SHe atoms solely serve as a co-magnetometer. EDM contri-
butions in helium are strongly suppressed by Schiff screen-
ing (d « Z?) [15,16]. Note that for ideal co-magnetometry,
the weighted frequency difference directly projects out the
EDM effect one is looking for, without the need to switch
the electric field. In addition, the modulation of the E field
helps to suppress higher order effects which do not drop
out in co-magnetometry. For practical reasons we evaluate
Eq. (4), which is the integrated form of Eq. (2) over time. The
weighted phase difference

VXe
VHe

AP = Oxe — — Dpe “)
is expected to be constant in the case of pure magnetic
interaction. However, nonmagnetic spin interactions, like the
coupling of the EDM to an electric field, do not drop out.
On a closer inspection, the effect of Earth’s rotation (i.e., the
rotation of the SQUID sensors with respect to the precessing
spins) is not compensated by co-magnetometry as well as
frequency shifts due to the Ramsey-Bloch-Siegert (RBS) shift.
Those effects are discussed in Sec. IVC and have to be
accounted for in the data evaluation.

In this experiment, the precession of the transverse sample
magnetization of *He and '?*Xe is monitored. A finite EDM is
indicated by a corresponding change in Aw as the electric field
is reversed. The statistical sensitivity to determine frequency
changes is given by the Cramer-Rao lower bound (CRLB)
[17,18]. The statistical uncertainty of the EDM measurement
o4 18 proportional to

p/CTTT;)

E.A\T32

where T is the measurement time of coherent spin precession,
C(T/T;) describes the effect of exponentially damped sinu-
soidal signal with amplitude Ay, and p is the noise level at
the relevant frequencies. According to Eq. (5), the following

(&)

Og X

conditions should be met in order to achieve a high resolution
EDM measurement:

(i) Long transverse spin coherence times, the characteristic
time constant given by 7,*. Due to the T2 behavior, the
experiment strongly benefits from long 7,* of several hours
which are achievable in diluted gases with magnetic field
gradients in the 10 pT/cm range [17].

(ii) A high electric field E, across the spin sample.

(iii) A high signal-to-noise ratio (SNR = Ay/p), i.e., a high
signal Ap and a low noise level p at the relevant frequencies.

The key to an improved EDM sensitivity is the reduction
of magnetic field gradients, as they directly and indirectly
influence the relevant system parameters which determine the
EDM sensitivity [Eq. (5)]: according to [19], the transverse
relaxation time is given by 1/7," =1/T; + 1/T5 g with
Dograda x D/|VB |2. Assuming the longitudinal relaxation time
Ti to be sufficiently long (see Sec. III C), we have a direct
quadratic dependence of T,* on the absolute field gradients.
The dependence on the diffusion coefficient D suggests to
measure at low gas pressures (D o 1/p). As a result, the
signal amplitude Ay decreases to the same extent as well as
the field strength Ep at which dielectric breakdown occurs
(Paschen curve [20]) which in turn sets limits for the strength
of the applied electric field E, < Eg. Therefore, the approach
in our case is to minimize magnetic field gradients which
then provides a higher flexibility in the parameter settings to
improve the statistical uncertainty of the EDM measurement.

III. EXPERIMENTAL SETUP AND TECHNIQUE

The individual components and procedures of the experi-
ment are presented in the following section. Figure 1 gives a
schematic overview of the setup while a more detailed view
on the EDM cell assembly is shown in Fig. 2.

A. Magnetic shielding and coil system

The experiment is placed inside a magnetically shielded
room (MSR) at the Institute of Complex Systems, Research
Center Jiilich, Germany. The MSR consists of two layers
of mu metal with a wall thickness of 1.27 mm each, and
a high frequency shield of 10 mm aluminum. The inner
dimensions of the walk-in MSR are 3.00 x 2.50 x 2.35 m°.
An additional mu-metal cylinder (diameter 0.85 m, height
1.9 m, wall thickness 1.5 mm) is placed centrally inside the
MSR to reduce the existing magnetic field gradients from
300 to 50 pT/cm in a first step. The gain in spin-coherence
time by reducing the field gradients in the vicinity of the
EDM cell overcompensates the noise-level increase from ~1
to 10 fT/+/Hz (see Fig. 4) due to the elevated Johnson noise
generated by this high-permeability magnetic shield [21].
Both the MSR and the mu-metal cylinder are equipped with
demagnetization coils.

The central parts of the EDM experiment (i.e., the EDM
cell containing the hyperpolarized gases and the SQUID-
magnetometer system) are placed inside the mu-metal cylin-
der, as well as the coil system that generates the homogeneous
magnetic guiding field. A fiber-reinforced plastic tube acts as
arigid mounting structure for all devices, effectively suppress-
ing low-frequency vibrations of the individual components

022505-2



MEASUREMENT OF THE PERMANENT ELECTRIC DIPOLE ...

PHYSICAL REVIEW A 100, 022505 (2019)

CHe
dewar

+4kV -4 kv
L i

B,(cos-cail) | B,(multi-coil)

= | I

O ) r

5 &

-y

Turbo pump

FIG. 1. Schematic view of the EDM experiment setup. The cen-
tral part of the experiment, i.e., the SQUID gradiometer (1) and the
EDM cell (2), is placed inside a two-layer magnetically shielded
room (MSR) with an additional mu-metal cylinder (4) to reduce
magnetic field gradients. A coil assembly consisting of a cosine-coil
(5) and an axial multicoil system (6) generates a homogeneous
magnetic guiding field in transverse and longitudinal directions,
respectively. Four additional shimming coils (shown in the top-left
corner) are used to compensate gradients. A fiber-reinforced plastic
tube (7) acts as a rigid mounting structure for all components inside
the MSR. The gas mixture with the hyperpolarized noble gases *He
and '?Xe and additional buffer gases is provided outside the MSR
(8). By means of a gas-transfer system the gas mixture is expanded
into the pre-evacuated EDM cell. Solenoidal coils along the transfer
line with decreasing winding number density (3) ensure an adiabatic
spin transfer from the outer holding field of a few 100 uT to the
low field region inside the MSR. Demagnetization coils around the
MSR and the mu-metal cylinder (not displayed) are used to obtain
reproducible low field gradients. A more detailed view of the EDM
cell is given in Fig. 2.

relative to each other. The tube itself is fixed to the frame
structure of the MSR with built-in vibration damping mate-
rials. This measure reduces interfering vibration modes in the
low frequency range (1-30 Hz) seen by the SQUID system as
it moves through existing magnetic gradient fields. A cosine
coil with a diameter of 0.8 m and a length of 2.1 m produces a
homogeneous magnetic field inside the cylinder perpendicular
to the cylinder axis. Removable printed circuit boards form
the top and bottom lids of the cosine coil, allowing access to
the inner parts of the experiment [22]. In addition, a uniform
magnetic field along the cylinder axis generated by a multicoil
system serves for spin manipulation. In order to reach the
required long transverse relaxation times of several hours, it
is necessary to further minimize the magnetic field gradients:
four additional shimming coils along the cylinder axis (anti-
Helmholtz coils) and in transverse direction (saddle coils) are
used to actively compensate the ~50 pT/cm gradient fields
inside the innermost shield at the position of the EDM cell
[23] (see Fig. 1).

Very stable and adjustable low-noise current sources drive
the coil system. The output current is programmable from

SQUID gradiometer
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FIG. 2. Schematic view of the spherical EDM cell in the homo-
geneous electric field of two plate-capacitor electrodes. The setup
itself is inside a T-shaped enclosure which is flooded with SFg for di-
electric insulation. Double-shielded cables serve as +/— HV supply
lines (details see text). Leakage currents are measured by insulated
PA meters put on the respective +/— potentials. The HV supply
itself is positioned outside the MSR. Funnel-shaped electrodes at the
same potential as the inner +/— HV supply lines further prevent
leakage currents to the grounded conductive walls (carbon coated) of
the glass T piece. By means of a SQUID gradiometer (on top) the
transverse magnetization of the precessing spin sample is monitored.
The hyperpolarized gas mixture enters the cell volume through a
pneumatically driven valve.

—50 to 50 mA with a resolution of Al =100 nA and a
maximum frequency of 1 kHz. In order to avoid conducting
noise from the environment into the MSR, the current sources
are controlled from outside via an optical link and are powered
by batteries; a scheme that is maintained for all electronic
devices in the setup.

B. SQUID gradiometers and data acquisition

Superconducting quantum interference devices (SQUIDs)
are used to measure the precessing *He and '?Xe magneti-
zation. The low-temperature DC-SQUID gradiometer system
made by Magnicon [24] reaches an intrinsic noise level of
0.7 fT/+/Hz above the 1/f-noise limit of 1 Hz. Two loops
with a diameter of 30 mm separated axially by a distance
70 mm and connected in series opposition form a first-order
axial gradiometer. The loops are transformer coupled to the
SQUID. The SQUID itself is shielded from any external
magnetic field by a niobium capsule. Thus, readings from
far away sources and ambient magnetic noise will be sup-
pressed by a factor called the common mode rejection ratio.
However, signal sources next to the lower gradiometer loop
with a typical dipole-field distribution are attenuated very
little. The SQUID system is placed inside a liquid helium
cryostat manufactured by Cryoton [25]. The low magnetic
noise fiberglass model was tested to be free of magnetizable
material (e.g., small ferromagnetic particles). The distance
between the inner volume at liquid helium temperature and
the outside at room temperature is 14 mm. The inner volume
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(about 16 1) is filled with liquid helium which keeps the lower
part of the cryostat cold for about one week without refilling.
The room-temperature part of the SQUID readout electronics
is placed on top of the cryostat. As this experiment is based
on precision measurements of signal phases, special care has
to be taken to avoid nonlinear phase shifts that depend on
frequency or temperature. Such phase shifts can easily occur
when using simple RC low-pass filters for antialiasing, for
instance. Therefore, the analog output signals are digitized by
delta-sigma ADCs [26] which effectively sample the input at
a high frequency (here 1.024 MHz). This allows for a high
frequency low-pass antialiasing filter with negligible phase
shifts at the relevant helium and xenon Larmor frequencies
(roughly 5 and 13 Hz at the chosen magnetic holding field of
about 400 nT). The advantage of delta-sigma ADCs is that
most of the conversion process is implemented in the digital
domain and very few analog components are needed. This
results in a high performance with respect to noise and phase
shifts. The ADC sampling rate is adjustable. In our case, it
was set to 250 Hz.

C. EDM cell design

A prerequisite to reach long spin coherence times are mea-
surement cells which show low wall relaxation rates (1/7] wan)
for both hyperpolarized gases. The EDM cell is a spherical
cell with an outer diameter of 100 mm, completely made of
GE-180 glass. As demonstrated in [27], wall relaxation times
of almost 20 h can be achieved for '>’Xe, while more than
100 h have been reported for 3He, e.g., in [28,29]. Carbon-
coated (conductive) glass electrodes arranged in form of a
plate capacitor directly touch the outer wall of the spherical
EDM cell. They are aligned in such a way that the electric field
is oriented parallel to the magnetic guiding field of the cosine
coil (z direction). Additional shielding electrodes (carbon-
coated glass) at the same potential to a certain extent prevent
leakage currents to the environment, i.e., to an encasing T-
shaped glass tubing (carbon coated) held at ground potential.
The housing is repeatedly flooded with SF¢ to prevent spark-
ing. The use of external electrodes to define a homogeneous
electric field across the EDM cell has two reasons: (a) to
reach long spin-coherence times that are not limited by a
faster wall relaxation caused by the electrode material (e.g.,
silicon), and (b) to circumvent demagnetization effects which
lead to enhanced Ramsey-Bloch-Siegert phase shifts in case
of imperfect spherical symmetry of the spin sample by using
internal electrodes or by the choice of cell geometries other
than spherical ones, e.g., cylindrical cells (see Sec. IVC). A
pneumatically driven valve made of PEEK allows a remote
controlled opening and closing of the glass cell via its short-
stemmed inlet/outlet port. This way, deviations from spherical
symmetry are kept as small as possible when the cell is filled
with the hyperpolarized gas mixture.

D. Electric field generation and leakage current monitors

A high precision dual channel high voltage module (NHQ
by Iseg company [30]) is used for the electric field generation.
One channel is permanently set to positive output (adjustable
from O to +6 kV) and the other one to negative output (0 to

—6 kV). The output voltages and currents can be monitored
remotely with a resolution of 100 mV and 100 pA. Four
high voltage relays are used to select the negative or positive
voltage supply individually for each EDM-cell electrode. The
ripple of the NHQ-output voltage (less than 5 mV peak
to peak) is further reduced by RC low-pass filters. High-
impedance resistors (Ry = 100 M) at the output prevent
large currents, e.g., in the case of sparking. The high voltage
supply and the relays are placed outside the MSR in order
to avoid magnetic effects correlated with the switching of the
relays. The high voltage is fed into the MSR by high resistance
conductors (several M2) to minimize noise inside the EDM
setup.

Currents associated with the high voltage setting give rise
to systematic errors (see Sec. VI). Therefore, currents that
flow in the proximity of the sample cell, especially between
the two electrodes, have to be monitored precisely on the pA
level. Since cable-leakage currents cannot easily be separated
from currents that flow across the EDM cell, the principle
of a doubled shielded cable was applied to measure leakage
currents in the proximity of the sample cell: the inner wire
(carbon mesh) which contacts the electrode and keeps it at
the applied potential, is surrounded by an insulating silicon
tube which is shielded by a tubular carbon mesh kept at the
same potential. This unit is fitted into a second silicon tube
enclosed again by a carbon-mesh shield at ground potential.
The two picoampere meters (pA meters) are connected to the
respective electrodes with double-shielded cables according
to the wiring diagram shown in Fig. 2. By this measure,
the pA meters only monitor leakage currents between the
two plate-capacitor electrodes and from the electrodes to the
grounded casing.

The pA meters are based on the integrator chip IVC102
(Burr-Brown/Texas Instruments) with a low bias-current pre-
cision operational amplifier and various integration capacitors
on the chip. As the current through the innermost wires
has to be measured, the pA meters have to be put at the
high potential. To do so, the pA-meter circuit boards and
batteries are placed in an aluminum box. This conductive box
is surrounded by an insulating plastic housing to keep it at
high potential with respect to the environment which is at
ground potential. The pA meters are read out via an optical
interface. The inner shielding of the double shielded cable is
directly connected to the aluminum housing of the pA meter,
whereas the innermost wire connects the input of the pA meter
with the electrode of the cell.

E. Hyperpolarization of *He and '”Xe, and gas preparation

3He is hyperpolarized by metastability exchange optical
pumping (MEOP) at the Institute of Physics, University of
Mainz using the existing *He polarizing facility [31] where
nuclear polarization degrees above 70% can be reached [32].
The hyperpolarized *He gas at a pressure of 1.5 bars is
then transferred to the experiment location in low-relaxation
glass vessels inside magnetized transport boxes for housing
polarized spins in homogeneous fields [33,34]. The Xe gas
(enriched to 91% '*°Xe) is hyperpolarized on site by means
of spin exchange optical pumping (SEOP) [35]. Gas mixtures
including buffer gases like N,, CO,, or SF¢ needed to suppress
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the Xe nuclear spin relaxation due to the formation of van
der Waals molecules [27] are prepared next to the MSR in
a dedicated filling station [22]. From there, the gas mixture
is transferred into the MSR while preserving the polarization
(see Fig. 1).

F. Technique: Demagnetization and gradient optimization

In order to minimize magnetic field gradients, the mu metal
of the MSR, and afterwards the inner mu-metal cylinder, have
to be demagnetized after closing the setup. This is always the
case after the door of the MSR has to be opened to refill the
cryostat, for example. Demagnetization procedures of MSRs
which lead to reproducible low residual field gradients are
described elsewhere [36,37]. In practice, this is obtained by
the application of a slowly alternating (e.g., a sinusoidal)
magnetic field in the demagnetization coils whose amplitude
decreases according to the chosen envelope function. We
used a sequence of exponentially decaying sinusoidal currents
with 3 Hz, then at 1 Hz through the demagnetization coils.
Each routine lasted 300 s, corresponding to ten characteristic
time constants. After that, we obtained satisfactory results
with gradients in the order of 50 pT/cm. The white system
noise seen by the SQUID gradiometers could be reduced
by 40% reaching ~10 fT/+/Hz by performing an additional
demagnetization routine at the inner shield directly afterwards
with AC currents of 1 kHz (200 s duration) and repeating
the 3 and 1 Hz demagnetization cycle [22]. The following
in-situ method is used to further reduce the magnetic field
gradients in the vicinity of the EDM cell: The EDM cell
is filled with approximately 30 mbar of hyperpolarized *He.
After a nonadiabatic spin flip, the Larmor precession signal
is monitored. The transverse relaxation time 7,y is maxi-
mized by systematically varying the coil currents of the four
shimming coils according to a downhill simplex algorithm
[38]. For each setting of coil currents, T,*. is measured for
at least 10 min. The fully automated optimization procedure
takes several hours, improving 7}y, from 7500 to 40 000 s.
This measure finally led to a reduction of gradients from
50 to below 10 pT/cm. In [39] we described the precise
measurements of magnetic field gradients extracted from
transverse relaxation rates of precessing spin samples. This
method has the advantage that an EDM-measurement run can
directly follow the gradient optimization procedure without
any modifications of the setup (like opening the magnetic
shield, for instance).

G. Technique: Procedure of an EDM run

The individual steps to perform a single EDM-
measurement run are: a gas mixture of hyperpolarized
*He and '°Xe including buffer gases is prepared and filled
into a storage/transport cell which is attached to the junction
piece of the gas-transfer line to the inside of the MSR. For
the gas transfer, the solenoids around the transfer line are
switched on, as well as the cosine coil (z axis). Typical
partial pressures in the EDM cell after a remote-controlled
triggered expansion of the gas mixture are: py. ~ 30 mbar
and px. &~ 100 mbar. Then, the magnetic guiding field of the
EDM setup and with it the sample spins are slowly rotated

(adiabatically) into the vertical direction (y direction). A
nonadiabatic field switching back to the default z direction
starts the spin precession in the (x, y) plane. Thereafter (after
at least 300 s), the high voltage is ramped up with 25 V/s
to its maximum value of +4 kV (the initial polarity of the
electric field across the sample was varied from run to run).
After T,/4, the electric field is inverted by ramping the HV
back to zero, switching the relays that define the field polarity,
and ramping the HV up again. Afterwards, the electric field
is regularly inverted after the time 7,/2 (see Fig. 8). This
particular pattern of electric field switching was chosen in
order to minimize parameter correlation. The SQUID signal
and the pA-meter data are recorded for off-line evaluation.
After T ~ 3T)., the Xe-signal amplitude has decreased
substantially and the particular EDM run is stopped. The
characteristic transverse relaxation time of *He, T yes Was
typically a factor of 6 longer than 7,'y.. Depending on the
achieved T5'y, times, the full period T, of E-field switching
varied between 12 000 and 18 000 s.

IV. DATA EVALUATION

In this section the general data-evaluation procedure with
the different steps from raw data to the weighted phase differ-
ence and other important intermediate data (signal amplitudes,
relaxation time constants, etc.) is discussed. Subsequently, the
fit to the weighted phase-difference data in order to extract an
EDM value is presented.

A. Fit to subcut data

To extract the *He and '*°Xe amplitudes, frequencies, and
phases, the method of piecewise fitting to the gradiometer
signal data was applied: the data was split into sets (subcuts)
with the length of Ar =4 s. This corresponds to 1000 data
points at a sampling rate of 250 Hz. A typical subcut is shown
in Fig. 3 (top). The assigned uncertainty to each data point
is 160 fT. This value is the typical noise signal derived from
the mean system noise p =~ 10T /~/Hz (see Fig. 4) within the
recorded effective bandwidth of 125 Hz (Nyquist frequency).
Subsequently, the function

fraw (t) = ane cos (wpet ) + be sin (whet)
~+ axe cos (wxet) + bxe sin (wxet) +¢c+dt (6)

was fitted to the data of each subcut. The sin and cos terms de-
scribe the *He and 12 Xe precession signals at the correspond-
ing Larmor frequencies wy. and wx., while the constant and
linear terms account for the SQUID offset and a small drift of
this offset in time. To minimize the correlation between the
constant, linear, sin, and cos terms, t = 0 was chosen to be in
the middle of the subcut, so that the data points are positioned
symmetrically around zero from t = —2 s to t =2 s. The
sum of sin and cos terms is chosen to have linear fitting
parameters (except wye and wx.) with orthogonal functions.
Within the relatively short time interval of the subcuts the
term c + dt represents the adequate parametrization of the
SQUID gradiometer offset showing a small linear drift due
to the elevated 1/f noise at low frequencies (below 1 Hz).
On the other hand, the chosen time intervals are long enough
to have a sufficient number of data points (1000) for the
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FIG. 3. Top: The SQUID gradiometer raw signal with the promi-
nent beating of the *He and '?Xe precession signal at the Larmor
frequencies *13 and &5 Hz (this corresponds to an applied By field
of about 400 nT). Bottom: The raw signal after subtraction of the
fitted model in Eq. (6) (residuals).

X2 minimization. Finally, for each subcut, one gets a set of
estimations for the eight fit parameters ae(xe), PHe(Xe)> WHe(Xe)»
¢, and d and their uncorrelated and correlated uncertainties,
and, additionally, x> as a measure of the goodness of the fit.
The residuals [the measured data after subtraction of the fitted
function in Eq. (6)] are shown in Fig. 3 (bottom).
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FIG. 4. The spectrum (amplitude spectral density) of the gra-
diometer data (black). The prominent sharp peaks at around 5 and
13 Hz correspond to the precession frequencies of '2*Xe and *He at
By ~ 400 nT. The narrow peaks at 50 and 16.6 Hz are caused by
power line interference, whereas the peak at 26 Hz is a harmonic
component of the strong *He line. For frequencies above 2 Hz we find
a white noise level of the gradiometer signal slightly above p ~ 10
fT/ +/Hz. Without an inner mu-metal shield (reduced Johnson noise)
the system noise drops by about a factor of 10, reaching ~1 fT/+/Hz
which is close to the intrinsic SQUID noise of 0.7 fT/ JHz.
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FIG. 5. The distribution of the subcut reduced x 2 values (= x?/v
with degrees of freedom v = 992). Here the data of run number 4 is
shown which has 5743 subcuts.

For a measurement run lasting several hours, the number
of subcuts is in the order of N & 10*. In Fig. 5 the observed
reduced-x? distribution of the subcut-data fits is displayed.
The observed width of the distribution is about a factor of
4 larger than the expected one. This is due to the fact that
non-Gaussian noise, i.e., higher order components of the 1/f
noise at low frequencies, as well as slow drifts of the white
noise level, have not been included in the fit model. The
uncertainties of the extracted fit parameters were scaled with
v/ x2/v whenever probability p(x?) < 0.05 was met accord-
ing to the PDG guidelines [40]."

The fitted Larmor frequencies can be used as a measure for
the stability of By. In Fig. 6 the measured Larmor frequency
wye 1s plotted as a function of time for measurement run
number 6 lasting about 7 h. The relative drift of the magnetic
guiding field is in the order of 107> /h, corresponding to an
absolute drift of 10 pT/h.

B. Determination of amplitudes and phases

The amplitudes Apexe) of the 3He and '®Xe signals are
calculated from the fit parameters ape(xe) and bue(xe) accord-

ing to
2 2
AHexe) = 1/ Apexe) T bHe(Xe)' (7

The transverse relaxation times 75"y, x, are extracted by ex-
ponential fits to the amplitude data. As mentioned earlier, T,
strongly depends on the gradients of the magnetic field. These
gradients are sufficiently constant over the period of a single
measurement run, so that the transverse relaxation times can
be considered as constant too. For the further evaluation, the
phases of the *He and '?*Xe signals are of main interest as
they can be determined very precisely. The phases ¢ and ¢x.
in the range ] — 7, +] of each subcut interval being referred
to ¢ = 0 (middle) are determined by

PHeXe) = arctan2(bexe)s AHe(Xe))- (8)

'p(x?) := f;zo pdf(z;v)dz where pdf is the probability density
function of the x? distribution.

022505-6



MEASUREMENT OF THE PERMANENT ELECTRIC DIPOLE ...

PHYSICAL REVIEW A 100, 022505 (2019)

82.582 %
82.580 AR A
e Vas . 4
5 82.578 ] "’*.*’r .
e] - N\
& 82576 : v
.
o ~
3782574 A A o ‘:-L;
ALY’ ;
82.572 il ‘\, .‘\'
3
82.570 ,",,"
82.568" !
0 5000 10000 15000 20000
time (s)

FIG. 6. The measured Larmor frequency of helium wy. as a
function of time for measurement run number 6 lasting about 7 h.
The time bin per data point is 40 s and the errors are smaller than the
symbol size.

The accumulated helium and xenon phases @y, and Px. are
then determined by adding appropriate multiples of 2. The
accumulated phases increase almost linearly in time (as the
Larmor frequencies are almost constant), and after 7 h of
measurement, reach about ®y.(r = 7 h) ~ 2.1 x 10° rad and
®xe(t = 7h) ~ 0.8 x 10° rad, respectively. The uncertainties
(within the 4 s time bin of a subcut) of the accumulated phases
for *He are on the 0.1 mrad level, while the corresponding un-
certainties for '*Xe increase from 0.1 mrad at the beginning
to 10 mrad at the end of the measurement run due to the faster
decay of the '*Xe signal amplitude.

Subsequently, the weighted phase difference can be com-
puted according to Eq. (4) which eliminates the Zeeman term
and only phase shifts due to nonmagnetic spin interactions
like the coupling of an finite EDM to an electric field remain
(Fig. 7). On a closer inspection, there are several effects
that are not compensated by co-magnetometry: the effect of
Earth’s rotation (i.e., the rotation of the SQUID detectors
with respect to the precessing spins), chemical shift, as well
as phase shifts due to the Ramsey-Bloch-Siegert (RBS) shift
[41,42]. These different effects lead to deterministic phase
shifts. Their origins and time dependencies are described in
the following subsection.

C. Deterministic phase shifts

Due to Earth’s rotation, the laboratory-reference system
is not an inertial frame. The SQUID detectors rotate with a
frequency wgqe; With respect to the precessing spins, and so,
the measured precession frequencies of *He and '*’Xe are
the actual Larmor frequencies shifted by wqet. In the weighted
phase difference, this contribution is

APpyn = <1 - yxe>wdetf. 9)
VHe

The sign and magnitude of wge depend on the orientation of

the magnetic guiding field with respect to the Earth’s rotation

axis. For a magnetic guiding field in the horizontal plane at

latitude ®; and angle p; to the north-south direction, this is

wger = g c0s(p1) cos(O1), (10)
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FIG. 7. Top: The weighted phase difference according to Eq. (4)
for measurement run number 6. Bottom: The weighted phase differ-
ence after subtraction of the fitted model in Eq. (20) (residuals). Each
data point corresponds to a time bin of 40 s.

where the sidereal frequency is given by Q=
27 /86164.101 s~! and ®; =50.92° (Jiilich, Germany).
The field of the cosine coil was at roughly pointed
p1 = 45° to the north-south direction. So we expect
APpun &~ 39 x 1076 %t. However, the exact orientation of
the field is difficult to determine (uncertainty of about 1°). As
a consequence, the actual contribution of Earth’s rotation to
the phase shift has to be determined by the fit to the weighted
phase data.

Additional linear phase shifts arise due to the uncertainty
of the ratio yxe./yue itself and chemical shifts. The most
precise values available for the shielded *He and '**Xe nuclear
magnetic moments were derived from the ratio of Larmor
frequencies of *He and 'H [43], and '®Xe and 'H [44],
respectively. Dividing the frequency ratios yields the quotient
of interest for the EDM search in '**Xe:

Oxe / Ohe _ YXe _ 363097448(24).  (11)

WH WH VHe
The ratio yx./yme is valid in the zero gas pressure limit,
i.e., free from intermolecular interactions. In [45], the *He
and '®Xe frequencies (chemical shifts) were examined
in gaseous mixtures of 3He/'*Xe, *He/'*’Xe/CO,, and
SHe/!'?Xe/SFy, i.e., the gas mixtures being used in our ex-
periment. The density-dependent (p,) chemical shift of 129% e
gives by far the strongest contribution with o, = —13.506
ppm 1/mol. As a result of that, we obtain a linear shift in the
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weighted frequency difference given by

Awcs = yxeBl—0202 124 x 107 /(yxe/yme)],  (12)

where the second term accounts for the uncertainty in the
ratio yxe/vue [Eq. (11)]. For Xe partial pressures of about 100
mbar (p; = 0.00406 mol/1), the additional linear phase shift
is Adcg = (—3.58t0 + 0.32) x 107° %t, which is about an
order of magnitude less than A ®g,,, but not negligible. The
combined effects of chemical shift, the uncertainty of yxe/¥ie
and Earth’s rotation result in a phase shift that is linear in time:
they are subsummed under Awy, in the further course with
Awyiy, as a free fit parameter given in Eq. (20) (below).

We consider a neutral particle (here *He or '>*Xe) with spin
and magnetic moment precessing steadily with the Larmor
frequency wy, in a constant magnetic field B,. The addition
of a rotating field with amplitude B; and frequency wp in
the x-y plane leads to a shift of the precession frequency, the
Ramsey-Bloch-Siegert (RBS) shift:

Swrps(t) = +£(,/AQ? + y2B? — AQ), (13)

with AQ = |&, — wp|. The plus sign applies to 22 < 1, the
minus sign to i—i’ > 1, respectively. In our case, the rotating
field is generated by the precessing magnetization of the
SHe/'*Xe spin sample. Two effects contribute to the RBS
shift: cross talk (CT) and self-shift (SS). The cross talk
describes the shift due to the influence of the precessing
magnetization of the 3He nuclei (with wp = wye) on the
129%e precession frequency (and vice versa). Since yB; <
AQ is fulfilled with AQ ~ 27 -8 Hz and yB; < 27 - 0.02
Hz (estimated from the B, field of a uniformly magnetized
sphere [46] which amounts to 2600 pT for our spin samples),
the cross talk results in a RBS frequency shift of

L
AQ
Thus, the shift in the '**Xe frequency due to the cross talk is

Swer ~ ’2' (yB) < AQ). (14)

y)%eB %,He
2AQ
In order to get the accumulated cross-talk phase, one inte-
grates over time (omitting a constant term that can be absorbed
into a final constant term in the description of all deterministic
phase shifts) and inserts the exponential decay of the signal
amplitude, i.e., By ge(t) = B 1. (0) exp (—t/Tz’fHe):

2 0)2T 2t
VaeB1ne (O Tyhe exp| ——— ] (16
T2,He

4AQ

A corresponding term can be derived for the CT phase shift
on the precessing *He magnetization. The time dependence is
described by the two exponential terms with time constants
%T;Xe and %T{He. This is a direct result of the quadratic
dependence on B;. The amplitude has to be determined by the
fit, since Bj pe(xe)(0) cannot be quantified with the required
accuracy.

In contrast to the cross talk, the self-shift occurs even when
there is only one spin species present. The self-shift is a result
of the coupling of the precessing magnetic moments of the
same spin species among each other in the presence of an

dwerxe = 15)

dPcrxe(t) = —

1000
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FIG. 8. An electric field that is periodically switched between
+E, with a period T, = 12 000 s in this example causes a signal in the
weighted phase difference that is proportional to a triangular wave
[A(z, T,)] for a nonzero EDM. Due to the finite high voltage ramping
rate of 25 V/s, the edges of the function are smoothed out.

inhomogeneous magnetic field. The gradients of the magnetic
guiding field By are in the order of 10 pT/cm, and we expect
AQ « 10 pTy including field averaging due to diffusion
of the sample spins. Thus, the condition AQ2 <« yB; is met
and one derives for the self-shift from Eq. (13) in first-order
approximation:

Sa)ss = :|:)/Bl. (17)

The sign depends on the sign of w; — wp. In general, the
self-shift strongly depends on the field gradients across the
sample cell, the resulting diffusion coefficients for *He and
129Xe in the gas mixture, and the shape of the sample cell
[17]. However, during a single run, these parameters are suffi-
ciently constant, so that only the time dependence of B (t) «
exp(—t/T,") enters which results in the corresponding expo-
nential behavior of the accumulated phase § Pss He(xe), given
by

6(DSS,HC(XC) X exp(—t/Tz*). (18)

The phase amplitude again has to be determined by the fit.

D. Fit to weighted phase-difference data

In the case of an electric field that is periodically switched
between +E, as shown in Fig. 8 (top), the weighted phase dif-
ference due to an EDM dx. as given by Eq. (3) is proportional
to the triangular wave h(¢, T,) with period 7; and slope of 1
(—1) [see Fig. 8 (bottom)]:

2dxe
A®epm(t) = —=EA(t. To) := gh(t. o). (19)

The appropriate fit function to the weighted phase-difference
data includes all deterministic phase shifts, a trivial phase
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FIG. 9. The resulting total (black circles) and uncorrelated (gray
squares) EDM uncertainty of a separate test run (without physical E-
field switching but assuming a hypothetical field of E, = 800 V/cm
lasting approximately 7 h with 7,"y, = 2.9 h as a function of the
E-field switching period T,,.

offset, and the parametrization of an EDM-induced phase shift
gh(t, T,). It is given by

—t
ADg (1) = O + Awjinf + Epe exp | —
T2,He

—t —2t
+ Ex. exp " + Fx. exp
T2,Xe TZTHe

VE —2t
He €XP *
T2 ,Xe

) + gh(t, To). (20)
As the correlation of fit parameters (®o, Awin, Ee(xe),
Fie(xe), and g) can be very high in particular cases, several
fitting algorithms were compared to validate the results. An
analytical and a purely numerical least square fitter, as well
as a maximum likelihood fitter were tested. It proved useful
to orthogonalize the individual terms of the fit model to
reduce correlation and thereby increase numerical stability.
In Appendix B, details of the orthogonalization procedure
can be found. The different algorithms returned the same fit
results (within numerical noise). Finally, estimations for the
fit-parameter values including their correlated and uncorre-
lated uncertainties are extracted. Additionally, the reduced x>
as a measure of the goodness of the fit, and the correlations of
the fit parameters are evaluated. In the next step, the atomic
EDM of '?Xe is calculated from the fit parameter g:

h
dxe = 58 ey

2E,
The corresponding uncorrelated and total (combination of
uncorrelated and correlated) uncertainties §d are determined
for a separate test run (no applied electric field) with total data
acquisition time of 7 h. The data of this run are analyzed for
a set of different (simulated) E-field switching periods 7, in
order to find the highest EDM sensitivities (see Fig. 9): in
general, it is found that the uncorrelated uncertainty of the
EDM d decreases with larger T,. For short T, the contribu-
tion of the correlated uncertainty to the total uncertainty is
small because the correlation between h(t, T,) and the other

time-dependent terms describing the deterministic phase
shifts is very small. However, with larger 7, the correlation
increases (especially with the exponential terms describing
the Ramsey-Bloch-Siegert shift), resulting in correlated un-
certainties that are a factor of &3 higher than the uncorrelated
one, e.g., by choosing 7, = 18000 s. For the analyzed test
run with no applied electric field, a relatively flat optimum is
found at 7, ~ 14 000 s (see Fig. 9). The total EDM sensitivity
in this case (assuming a hypothetical field of £, = 800 V/cm)
reaches 8d = 10 ecm.

E. Comparison of cylindrical and spherical EDM cells

The use of EDM cells of spherical symmetry has its reasons
in the suppression of phase drifts caused by the RBS self-
shift with unknown time structure. Spin probes of spheri-
cal symmetry do not show demagnetization effects, which
produce sample inherent gradients across the cell volume.
For a cylindrical cell (diameter 10 cm, length 5 cm) with a
magnetization of 600 pT/uo, these field gradients can reach
50 pT/cm [47]. During spin precession, the rotating transverse
magnetization leads to rotating gradients; and if there is a
finite longitudinal magnetization left (imperfect spin flip), to
an additional spatially static gradient. In both cases, these
demagnetization induced gradients decrease with time as the
magnetization of the spin sample relaxes towards zero. For
the resulting RBS self-shift, this implies that its time behavior
can no longer be described by a simple exponential term [see
Eq. (18)], since the prefactor now becomes time dependent
too, and cannot be parametrized with the required accuracy.
Therefore, the concept of cylindrical EDM cells with lid elec-
trodes made of silicon, which was originally approached, was
discarded in favor of spherical sample cells. The drawback
with external electrodes in the form of a plate capacitor is
that one has to guarantee that the electric field inside the insu-
lating glass cell is essentially the externally applied field. To
avoid Townsend-type gas discharges which may compensate
the external electric field, only a moderate electric field of
800 V/cm was applied. The electric field and its temporal
behavior inside the glass bulb filled with the same gas mixture
as in the experiment was investigated in extensive off-line tests
by means of an electro-optic field sensor based on a LiNbO3
crystal [23]; and an electromechanical field-mill sensor, as
well as online by the pA meters (see Appendix A). A limit for
a possible decay of the field amplitude was deduced. It could
be concluded that inside the EDM glass cell the electric field
strength was on the average larger than 95% of the externally
applied field. Therefore, when extracting our Xe-EDM limit
from our data, we must replace E,; with E, . = 0.95E; at the
respective places.

F. Leakage current measurements

In considering magnetic systematic effects in EDM mea-
surements, the prime suspect is always leakage currents. Any
currents flowing near the EDM cell during the recording phase
of the coherent spin precession can generate magnetic fields
that directly lead to HV-correlated phase shifts. For example,
a helical current path along the walls of the EDM cell between
the oppositely charged electrodes would create a magnetic
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FIG. 10. Leakage currents monitored during EDM run number
6 with the two pA meters in the high voltage supply lines to the
electrodes (see Fig. 2). The pA meters have offsets that slightly
drift with time. During polarity reversal a displacement current of
~40 pA is detected. (Data points are truncated for a better pre-
sentability. In Fig. 15 the current during field switching is displayed.)
Error bars are smaller than the symbol size.

field component that adds linearly to the magnetic holding
field By, producing a Larmor-frequency shift with the same
E-field dependence as an EDM. Ideally, co-magnetometry
compensates such leakage current-induced effects. Higher
order effects, however, may cause leakage current-induced
EDM false effects as discussed in Sec. VI. From that point of
view, it is still of utmost importance to have a sensitive moni-
toring of the leakage currents. During the EDM-measurement
runs, the leakage currents are constantly monitored by the
pA meters depicted in Fig. 2 and do not exceed a few pA
at an applied electric field of 800 V/cm (see Fig. 10). As the
direction of the electric field has to be inverted repeatedly over
the course of an individual run, displacement currents flow to
charge and discharge the electrodes that have a capacitance of
about 1.5 pF.

G. Results

Nine independent runs have been performed where the
partial pressures of hyperpolarized *He, '*’Xe, and the buffer
gases SFg and CO, were varied. The period of the electric
field reversal T, was adjusted to the relaxation time of xenon

L2l

1
N
o
o

run#

FIG. 11. The extracted EDM mean values and statistical uncer-
tainties (including correlated uncertainties) of the nine single runs.
The big difference in the resulting total uncertainty of the single
measurement runs (lasting between 5 and 11 h) is striking. The
reason is the strong dependence of the statistical uncertainty [Eq. (5)]
of a single EDM run on the parameter settings (see Table I).

and varied between 12 000 and 18 000 s. The typical length
of a single run was between 5 and 11 h. The starting polarity
(magnetic and electric field either parallel or antiparallel) was
varied. We analyzed the data first without considering the
sign of the initial polarity and only took the real polarity
with the corresponding sequence of the electric field reversal
according to Fig. 8 into account in the last step (unblinding).
No significant difference between the two polarity groups was
found. Table I summarizes the relevant parameters (partial
pressures, measured relaxation times, etc.) of the individual
runs. The extracted EDM limits of the individual runs are
shown in Fig. 11. One finds that the statistical uncertainty de-
creased considerably (by a factor of 10 between run numbers
1 and 7) due to a successive optimization of the experimental
parameters. These are mainly the partial pressures of *He,
129Xe, and the buffer gases in order to reach a high SNR
in combination with long spin coherence times; but, also the
steady improvement of the Xe polarization.

The combined mean value of nine '?*Xe-EDM measure-
ment runs (derived from a combined fit that reduces correlated

TABLE I. Compilation of the measurement parameters met in the individual EDM runs. In the sequence of columns: (a) partial pressures of
He, Xe, and buffer gases, (b) initial signal amplitude Aye(xe) and transverse relaxation time TZfHC(XC) for helium (xenon), (c) total data acquisition
time 7', (d) electric field switching period T}, (e) reduced x? of the fit, and (f) extracted EDM value dxe.

No.  pwe  pxe  Psks pcoz Ame/PT  Tiy/h Axe/pT  T'x./h T/h Ta/s red. x* d/107%ecm
(mbar)

1 38 20 5 20 17.8 3.0 11.8 1.8 5.8 1.2 x 10* 1.25 —93.5+107.4
2 22 18 3 20 5.8 4.4 8.7 2.4 7.2 1.2 x 10* 1.18 —61.9+94.7
3 12 42 3 21 11.8 3.6 19.6 1.7 5.6 1.2 x 10* 2.60 54.3+103.1
4 12 24 4 49* 30.2 4.7 21.8 2.1 6.4 1.6 x 10* 1.45 —16.6 £76.4
5 25 53 5 44 59.1 32 52.6 1.6 5.0 1.2 x 10* 1.26 11.2+73.5
6 45 96 0 0 128.4 18.9 113.4 2.9 6.5 1.2 x 10* 0.85 30.0+41.3
7 20 100 0 0 77.4 20.8 101.8 2.8 11.2 1.8 x 10* 1.33 —1.1£+10.2
8 27 91 0 0 96.2 20.0 123.5 2.9 9.7 1.8 x 10* 1.40 31.7+21.5
9 31 103 0 0 104.7 18.0 117.1 2.8 6.6 1.8 x 10* 1.28 —35.1£59.1

aHere *He instead of CO, was used.
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FIG. 12. ASD of the residual frequency noise which decreases
with oasp o« 77%? as indicated by an according fit (blue). This
shows the presence of white noise (with small deviations around

T ~ 1000 s). To fulfill the ASD statistics criteria N > 1 [51], only
data are shown for integration times 7 < 3000 s.

uncertainties) is

dxe = (—4.7 £ 6.4) x 107 8ecm. (22)

V. PHASE STABILITY AND EVALUATION OF NOISE
AND SENSITIVITY

The Allan standard deviation (ASD) [48-50] is the most
convenient measure to study the temporal characteristics of
the *He-'?*Xe co-magnetometer and to identify the power-law
model for the frequency and phase-noise spectrum. Deviations
from the CRLB power law [Eq. (5)] due to non-Gaussian
noise sources can be traced by this data-analysis tool. The
ASD of the phase residuals (after subtraction of all determin-
istic phase shifts) is calculated according to

@
Oasp(T) =

1 L _
[AD;4 (1) — AD;(D)]?, (23)
2N—2; I I

where the total acquisition time 7 is subdivided into N
smaller time intervals of equal length 7, so that Nt = T. For
each of such a subdataset (j = 1,2, ..., N), the mean of the
phase residuals A®;(t) is determined. For white Gaussian
noise (one essential assumption the CRLB is based on), U/SSD
coincides with the classical standard deviation and we expect
Oty o T2,

The corresponding ASD of the frequency f is calculated by
dividing o %, () by 27 7. The frequency ASD (oasp) plot for
the phase residuals of run number 6 is shown in Fig. 12. With
increasing integration times 7, the uncertainty in frequency
decreases down to the nHz level. The ASD plot shows the
oasp X T 3/% behavior according to the CRLB in Eq. (5),
with slight deviations for integration times T & 1000 s. This
behavior results in increased reduced x2 values of the fit (see
Table I). Correspondingly, the statistical uncertainties of the fit
parameters (including g for the extraction of dx.) were scaled
with /x2/v.

VI. POTENTIAL SYSTEMATIC EFFECTS

Here we discuss mechanisms which might generate a sig-
nal with the same signature as an EDM when an electric field
is applied. Understanding and limiting the size of potential
systematic effects is an extremely important part of perform-
ing a high-precision EDM measurement. A systematic effect
would have to cause a shift in the '*Xe spin-precession
frequency that is correlated with the applied HV polarity.
While generating a false EDM signature, it is also possible
that a systematic effect could cancel a signal from a real EDM,
and thus, giving a false null measurement. In the following, we
only discuss systematic effects that might lead to false EDM
signals larger than 10~33¢ cm.

A. HV-correlated magnetic field gradients

Possible sources of high-voltage correlated magnetic fields
are leakage currents or the displacement current during polar-
ity reversal of the electric field. From Fig. 10 it can be safely
deduced that leakage currents do not exceed a few pA at an
applied electric field of 800 V/cm. If an assumed electric-field
correlated leakage current of 7 =35 pA flows in a circular
loop of R=35 cm (radius of the EDM cell) between the
electrodes (which is indeed a worst-case scenario), then the
maximum field gradients reach 1 x 1077 T/cm. Reversing
the polarity of the electric field leads to a displacement current
of I ~ 50 pA. Although 10 times higher than the assumed
leakage current, its time average leads to smaller effective
field gradients.

In principle, the effects of HV-correlated magnetic fields
should be eliminated by co-magnetometry via the analysis
method of the weighted frequency or phase difference [cf.
Egs. (2) and (4)]. However, two residual effects can be identi-
fied which are attributed to the gradients of such fields:

First, the difference in the molar masses of *He and '**Xe
leads to a difference in their centers of masses (barometric for-
mula), which is Ay = 0.31 um for our spherical sample cell.
A gradient along the vertical axis dB/dy causes a nonvanish-
ing weighted frequency difference of Awgray = Yxe AYOB/0y.
The corresponding false EDM due to this gravitational shift is

_0B h

dgrav = VXeAya_y 2E, .

(24)

Therefore, leakage-current induced gradients of 1 x 107
T/cm give a maximum false EDM signal of dgp,y = 8.5 X
10~3ecm. One might wonder that in the presence of field
gradients, a spatial frequency dependence may arise since the
SQUID receives more signal from the precessing spins that are
close to the sensor than those further away. However, we can
exclude such an effect, as the measured accumulated phase
represents an excellent volume average due to spin diffusion
(rapid sampling of the cell volume), and, furthermore, any
residual effect will be the same for He and Xe and therefore
drops out by co-magnetometry.

Second, magnetic field gradients influence the transverse
relaxation times 7,". Analytical expressions can be derived for
spherical sample cells, as reported in [19]:

1 1 8R*2/3B\>
-+ y()

Iy T, 175D \ oz

(25)
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Here R is the radius of the EDM cell, D is the diffusion
coefficient in the gas mixture, and 7 is the longitudinal
relaxation time. The gradients dB/dz are the superposition
of gradients resulting from ambient influences (dB/dz)p and
magnetic field gradients (0B/0dz)sys that are correlated with
the high voltage reversal. Since (0B/dz)sys < (0B/dz)o, the
change in 7, is

2 16R4)/2
175D

Under typical operating conditions and using the conserva-
tively estimated maximum field gradients of (dB/ 6)z)qu =
1 x 10717 T/cm, one finds that ATy, ~ 0.15s and ATy,
0.005 s. In the fit model describing the weighted phase dlffer—
ence data [see Eq. (20)], the change in 7;* leads to additional
HV-correlated (almost) linear drifts of the weighted phase
difference (as AT < Ty):

—t —t AT
exp (—) A2 exp <—> (1 + 22t>. 27
Ty + ATy T, (1;")

Those terms are highly correlated with the triangular term
describing the EDM effect [Eq. (19)] and give a false EDM
signal of

ATy = (T5) (0B/32)y(0B/32)sys.  (26)

h A TZ*He(Xe)

2L EHexe) (28)

dr2He(xe) = R ) 3
2,He(Xe)

Only helium contributes substantially to this effect. With
T;He ~ 20 h, a self-shift amplitude of Ey. = 0.8 rad [result of
the fit according to Eq. (20)], and E, = 800 V/cm, one finds
dr, = 8.5 x 107% cm.

B. Motional magnetic field

An atom moving with velocity v through a region of
nonzero electric field experiences a magnetic field
1
B, = —2E xv (forv K c) 29)
c
in its rest frame (where c is the speed of light). If the angle
Ogp between the electric field and the laboratory magnetic
field By is small, the magnitude of the effective magnetic field
experienced by the atoms is

®EBULEZ v)%szz
o+ C2 2C4BO ( m <K 0) ( )

Here v, is the component of v that is perpendicular to the

plane of E and B, and vy, = /v2 + vyz. B,, can lead to

an EDM-like systematic shift under two conditions: first, if
Ogp # 0, the precession frequency can shift linearly with the
electric field strength, and second, even with ®gg = 0, B, can
produce a false EDM if the electric field magnitude changes
when the polarity is reversed.

In storage experiments (as in case of the *He/'**Xe co-
magnetometer setup), the linear term is suppressed in first or-
der. Finite E x v shifts, however, can still arise if the average
velocity (v) for the polarized *He and '?°Xe atoms is nonzero.
Such a case may occur, for example, if the spins preferentially
relax at a single point on the wall of the EDM cell. To
place an upper limit on this effect, one can estimate how the

distribution of polarized atoms evolve under the influence of
this relaxation source (similar to the discussion in [52]). To
determine the magnitude of this translation, we consider the
one-dimensional diffusion equation of the polarization P:

d—P = DBZ_P (31)
dt dx?
in the range of [—R, R], where the center (of the cell) is at x =
0 and the single pointlike source of relaxation is at x = —R.

Furthermore, the diffusion constants are Dy, &~ 6.02 cm?/s
and Dx. ~ 0.62 cm?/s at the experimentally relevant gas
pressures. The general solution taking into account only the
first two diffusion modes is

x—R t
P(x,t) x /T;*Dcos | —— | exp| ——
o evh (ﬂ) (%)

2R w(x —R) 72Dt
+ — _— — s 32
cos < > ) exp ( iR ) (32)

where the respective transverse relaxation times are 7,7, =
20 hand T}y, = 2.9 h. The second term decays very fast with
time constants of 1.7 (helium) and 16 s (xenon) and can be
neglected in the further course, as the steady state is reached
long before the electric field is applied (after ~300 s). The
polarization-weighted mean velocity can then be expressed as

—D [® px. 1)t 4
(v(t)) = f‘f} (D7 dx (33)
JoR P(x, 1) dx

For *He and '*Xe, we finally obtain (with R = 5 cm):

(vt = 0))ge = —4.6 pm/s, (34)

(v(t = 0))xe = —3.9 um/s (35)

at the beginning of the measurement (where the effect is maxi-
mal). Realistically, one would have to compute the (weighted)
average over the period 7,/2. However, we took (v(t = 0))
as a conservative estimation. The ensemble average of the
frequency shift [linear term of Eq. (30), v, replaced by (v)] is

(Swm) = ¥ (v)E.Opp/c”, (36)
which by use of Egs. (1) and (2) gives rise to a false EDM of
h h — ®
dy = ——(Awy,) = Yxe({V)xe — (V)He) EB' 37)
2E, 22

Assuming (very conservatively) that ®gp < 0.03 rad, this
gives a false EDM of

d, =58 x 10" ecm. (38)

It should be stated that assuming a single point of relax-
ation inside the EDM cell is overly pessimistic since there
are generally many tiny magnetic sites distributed on the
surface of the glass vessel. This is discussed, e.g., in [28].
Therefore, the linear motional magnetic field effect is much
smaller in reality. We performed finite element simulations
(using Comsol and Mathematica) to determine electric field
homogeneity, i.e., the (position dependent) angle ®gp, con-
sidering various imperfections like misalignment of cell and
electrodes, inhomogeneous wall thickness, etc., and found an
volume average ®gp < 0.02. The contribution of electric field
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inhomogeneity to the motional magnetic field effect is smaller
than the conservative estimate of Eq. (38).

In [52] the effect of convection inside an EDM cell, which
may lead to additional motional magnetic field effects, was in-
vestigated. As result, an upper limit on the convection system-
atic error of deony = 2.2 x 1073'ecm was derived, assuming
that a local heat source with a power of 0.3 W is deposited
into the sample cell. In our case, no heat sources like lasers are
used to monitor the spin-precession signal. Furthermore, the
whole EDM cell is within a casing (T-shaped glass tube) filled
with SFg which thermally stabilizes the whole sample volume
and keeps temperature differences across the cell much below
1 K. Therefore, we expect that one can safely use the estimate
on deony as an upper limit.

To determine the effects of the quadratic term in Eq. (30),
one must consider the stochastic movement of the gas parti-
cles in the measurement cell. The motional magnetic field has
a definite direction and magnitude for a time interval 7., which
is the mean time between velocity changes due to collisions of
a gas particle with another particle or the wall. The parameter
7. depends on the density, the temperature, and the collision
cross section of the gas in the measurement cell. For a spin-
1/2 system, the net effect of the randomly fluctuating field can
be quantitatively calculated using a density matrix formalism
[53,54]. For w; 7. < 1, which is the case for the *He/'**Xe
co-magnetometer, the resulting frequency shift is

(2r)® viE?
9 o )/3Botf.

(39)

6a)m2 =

A false EDM effect would arise if the magnitude of the
electric field would not be exactly the same after a polarity
reversal. With AE, = |E; ,p| — |E gown| (and AE; K E), the
HV-correlated frequency shift is

Swmy = 8wm2,up - (Sme,down
2m)? v?
9 ¢*

y*Bot’E,AE,. (40)
The values for the correlation time in the gas mixture of
30 mbar of He and 100 mbar of Xe are 7. pg. = 0.37 ns and
Te.xe = 0.60 ns [53,54]. The RMS speed values are vy =
1575 m/s and vx. = 241 m/s. Only helium contributes signif-
icantly to this effect due to the higher RMS speed. Therefore,
the corresponding false EDM by use of Eqs. (1) and (2) is

dm2 —dwm>

N 2E; Vue
@2m)* v, 2 2

= hTCTyXCVHeBOTc,HeAEZ' (41)
Assuming (very conservatively) that the magnitudes of the
electric field settings differ by 10%, i.e., AE, = 80 V/cm, the
quadratic term of the motional magnetic field results in a false
EDM signal of

dm2 = 7.6 x 1077ecm. (42)
Here the *He/!'*’Xe co-magnetometer benefits from a short
correlation time due to the relatively high pressure.

C. Geometric phase effect

One of the most subtle systematic effects in any EDM
experiment in which the particles are macroscopically at rest,
is the influence of the geometric phase (also known as Berry’s
phase). The effect was originally discovered and analyzed in
the context of an EDM experiment with an atomic beam of
neutral atoms [55], and was treated extensively in the context
of ultracold-neutron-based EDM experiments [56,57]. The
motion of particles in the plane orthogonal to the applied
fields E and By creates a motional magnetic field according
to Eq. (29). If there is a nonzero gradient in the direction of
By, then the condition VB = 0 implies there must be some
corresponding gradient in the radial direction with By 7 O.
A geometric phase is caused by the collaborative action of
these two types of B, , components.

This effect is most severe in storage experiments with very
low pressure, i.e., neutron EDM experiments. The relatively
high pressure in this experiment suppresses this effect sub-
stantially. In the first case (low pressure), there are no colli-
sions of gas particles with each other. If specular reflections at
the walls allow the particles to trace out a semicircular “orbit”
around the vessel, then the combination of motional and
transverse gradient fields can create an additional magnetic
field shift that is linear in £ and differs for particles circling
the vessel in opposite directions. The shift of the Larmor
frequency in that case is (derived from Egs. (37) and (38) in
(57D

1
| iR @3
0.65 - $v?

with the RMS speed of the particles v (assuming isotropic
velocity distribution). Equation (43) was derived for a cylin-
drical cell with radius R, and gives an upper limit for a
spherical cell with radius R. At a finite pressure, this effect
is suppressed by a factor (cf. caption of Fig. 10 in [57])

4R2a)L :
G=14|—r].
21 /2/3vA
Here X is the mean free path of the particle in the gas mixture.
In our case, this effect is dominated by geometric phases of

helium due to the larger vgms and A. The corresponding false
EDM due to geometric phases is

Swgeom,l =-E—

1 _ 9B, y*R?
479z 2

(44)

awgeom,l,He &i
G Ve 2E;
In a gas mixture of 30 mbar of He and 100 mbar of Xe, the

mean free path is Ag. = 0.58 um, and the RMS speed values
is vge = 1575 m/s [58,59]. With these values,

dgeom = (45)

dgeom = 1.7 x 107" ecm (46)

is an upper bound on the false EDM due to geometric phases.

D. Summary of systematic effects

In Table II the relevant systematic effects are summarized.
The dominant contribution to the resulting total systematic
error stems from E-field-correlated shifts in the transverse
relaxation times 7,°. The quadrature sum of the systematic
errors is Adsys = 8.5 x 10~3% cm, a factor of 80 smaller than
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TABLE II. Summary of systematic false EDM effects and their
estimated values. The dominant effect dr, was estimated very
conservatively.

Effect Value/e cm
Gravitational shift dyray 8.5 x 1073
Relax. rate shift drs 8.5 x 1073
Motional magn. field

Linear d, 5.8 x 10731
Quadratic dm 7.6 x 1077
Geometric dgeom 1.7 x 10731
Total (quadrature sum) 8.5 x 1073

our current statistical uncertainty, and, therefore, does not
contribute to the total uncertainty. For future experiments,
the dominant contribution dy, can be further improved by
more realistic (less conservative) models (e.g., concerning the
assumed path of leakage currents).

VII. INTERPRETATION OF RESULTS

The result for the EDM of the neutral '2°Xe atom,
dxe = (—4.7+6.4) x 1078ecm 47
can be interpreted as an upper limit:

ldxe] < 1.5 x 1072ecm (95% C.L.). (48)

A. Limits on CP-violating observables

In this section we discuss the implications of the '*Xe
EDM limit for possible new sources of CP violation. In
establishing bounds, we make the assumption that only the
source under consideration contributes to dx.. We organize
the discussion by the four mechanisms that can generate an
atomic EDM. These mechanisms are (i) an electron EDM,
(ii) a CP-violating electron-nucleon interaction, (iii) an EDM
of a valence nucleon, or (iv) a CP-violating nucleon-nucleon
interaction.

1. Limit on the electron EDM

Measurements of the electron EDM use heavy, param-
agnetic atoms or molecules which effectively enhance the
interaction of d. with the applied electric field [60]. Recent
advances on using the exceptionally high internal effective
electric field of polar molecules and ions (ThO, HfF ") led to
improved upper limits on the electron EDM [10,11]. There
is some sensitivity of diamagnetic systems to the electron
EDM, although this sensitivity is very weak. The dominant
contribution appears in third-order perturbation theory due
to consideration of the hyperfine interaction. For the sake of
completeness, we may obtain an estimate from [61,62] using
the relation

dxe = —8 x 107%d... (49)
The result is

|de] < 1.9 x 107**ecm (95% C.L.). (50)

TABLE III. Summary of limits on different sources of CP viola-
tion, extracted from the '?Xe EDM limit of this work. Each limit is
based on the assumption that it is the sole contribution to the atomic
EDM. All limits are 95% confidence limits (theoretical uncertainties
are not included). Furthermore, we added best limits from other work
(mostly derived from the '*Hg-EDM measurement in [9]).

Param.  Limit (this work)  Best limit (other work) Theory
dxe 1.5%x10%ecm 4.8x10%ecm  [12]

d, 1.9 x 107%*ecm 1.1x107%®ecm  [10] [61,62]
csP 3.6 x 1073 1.3x 1078 [91 [62]
crs 1.3x107* 1.2x 1077 [91 [63]
cr 3.5x 1077 1.5x 10710 [91 [63]
lep 1.1x107* - [62]
C;'S 4.0x107* - [63]
cr 1.1x 1070 - [63]
Sxe 4.0%x107%fm*> 1.3 x10%fm® [12] [63,66]
d, 6.4 x 107 Pecm 1.6 x 107%ecm 9] [68]
d, 3.2 x 107 2¢ecm 2.0x 107 Pecm 9] [68]
2 50x 1078 23x 10712 9]  [67,69]
g1 6.7 x 1078 1.1 x 10712 [91 [67,69]
2 45x1078 1.1 x 10712 [91 [67,69]

2. Limits on CP-violating electron-nucleon interactions

CP-violating electron-nucleon interactions can be classi-
fied as scalar pseudoscalar, pseudoscalar scalar, and tensor
interactions with dimensionless coupling constants Cy', C45,
and C; for the nucleon N, respectively. Their contributions to
the atomic EDM according to [62,63] are

dxe = (= 5.6 x 1072CY + 1.6 x 1072C)S
+5.7 x 107%'CY) (on)e cm, (51)

where (oy) is the neutron (N = n) or proton (N = p) polar-
ization in the '*Xe nucleus, which can be determined from
shell-model calculations [63]: the magnetic moment px. of
the '*°Xe nucleus is composed entirely from the spin magnetic
moment of the valence neutron and the spin magnetism of the
polarized nuclear core, giving ux. = W, {0,) + i ,(0,) with

(on) = 0.76,
(0p) = 0.24, (52)

and p, and u, being the magnetic moments of the neutron
and the proton. For the '*Xe nucleus, (0,) + (o) = 1 holds.
These numbers are used to extract limits on the CP-odd
electron-nucleon interaction originating from the neutron and
proton. The results are summarized in Table II1.

3. Limits on CP-violating nucleon-nucleon interactions
and intrinsic nucleon EDMs

The '?°Xe atom is sensitive to all the CP-violating nu-
clear observables through its nuclear Schiff moment S, which
measures the detectable, unshielded part of a nuclear EDM
[15,64,65]. The relationship between the nuclear Schiff mo-
ment and the atomic EDM is fairly well understood. Recent
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results [63,66,67] of atomic structure calculations give

dy. = 3.8 x 10718

ecm. (53)

efm?

From our measurement result, we derive the following upper
limit:

ISxe| < 4.0 x 107"% fm? (95% C.L.). (54)

The different contributions to the Schiff moment are: in-
trinsic nucleon EDMs and CP-violating nucleon-nucleon
interactions.

The intrinsic neutron EDM d,, and proton EDM d,, give rise
to a measurable Schiff moment of [68]

Sxe = 0.63 fm’d,, + 0.125 fm’d,. (55)

This relation can be used to extract the upper bounds on the
neutron and proton EDM from Eq. (54),

|da| < 6.4 x 1073ecm (95% C.L.) (56)

and

ldy| < 3.2 x 1072ecm (95% C.L.). (57)

The largest contribution to the atomic Xe EDM is expected to
arise through CP-violating nucleon-nucleon interaction. The
exchange of a my meson is the most efficient mechanism
of generating CP-violating nuclear forces (due to the large
coupling constant, the small pion mass, and large differences
in the outer proton and neutron orbitals in heavy nuclei).
These couplings are classified by their isotopic properties, i.e.,
isoscalar, isovector, and isotensor coupling with constants g,
g1, and g, respectively. A calculation of the Schiff moment,
including a full account of core polarization effects that were
found to have a large effect (see Table V in [69]), yields

S = (0.008g0 + 0.006g; — 0.009g>)e fm>.  (58)

It should be noted that there is considerable disagreement
between various calculations of Sx.(go, g1, £2). To set limits
on go.1.2, we used the quoted best values for 2 Xe from recent
reviews [3,6]. The corresponding upper limits are

lgol < 5.0 x 1078,
lg1] < 6.7 x 1078,

lga| < 4.5 x 1078 (95% C.L.). (59)

B. Axion limits

The exchange of an axionlike particle between atomic
electrons (e) and the nucleus (N) may induce EDMs of atoms
and molecules. This interaction is described by a CP-violating
potential (Yukawa type) which depends on the product of
a scalar g¢& and a pseudoscalar gi coupling constant. The
contribution to the EDM of '*Xe was calculated in [14]
where the interaction with the specific combination of these
constants g‘eg’;, was considered, i.e., the interaction of the
nonzero nuclear spin with the closed electron shell of xenon.
For axion masses m, < 1 keV, the interaction becomes long-
range, i.e., A, = h/(m,c) > rx. (atomic radius) (see Eq. (8)
in [14]), and the induced atomic EDM becomes independent
of m,. The asymptotic value for the Xe EDM is

dxe = 1.5 x 10 ecm |gigh ], (60)

and we derive the following upper limit:

|gigh| <1x 107" form, < 1keV. (61)

VIII. CONCLUSION AND OUTLOOK

We improved the limit on the permanent EDM of the '**Xe
atom by a factor of 3 using the detection of free spin preces-
sion of co-located gaseous, nuclear polarized *He and '**Xe
samples with a SQUID as magnetic flux detector. *He is used
as co-magnetometer to render the experiment insensitive to
drifts and fluctuations of the magnetic guiding field (=400 nT)
inside a magnetically shielded room. The experiment’s EDM
sensitivity strongly benefits from the long spin-coherence
times of several hours reached in *He/'*’Xe gas mixtures at
total pressures around 100 mbar. From our experimental result
dxe = (—4.7 + 6.4) x 10728¢ cm, we place a new upper limit
on the '¥Xe EDM of |dxe| < 1.5 x 107%¢ cm (95% C.L.).

The EDM sensitivity of our experiment can be significantly
improved with the next optimization steps: the use of ex-
ternal electrodes forced us to apply a modest electric field
of 800 V/cm in order to ensure that the same electric field
strength could be maintained within the insulating spherical
EDM glass cell over the duration of a single measurement
run. A modified EDM cell, still spherical, but with integrated
silicon electrodes, will allow us to increase the electric field
by a factor of 3 to 5, and with it the measurement sensitivity,
accordingly.

Efforts to improve the magnetic field homogeneity and the
shielding factor of the MSR are essential. This will not only
have a positive effect on the duration of our spin coherence
times 7, which are currently limited by field gradients. A
new, three-layer mu-metal shielded room with a better overall
shielding factor than the previous one at the research center
Jiilich is currently under development. This allows the inner
mu-metal cylinder near the EDM spectrometer to be removed,
which currently worsens our system noise by a factor of 10,
and thus, also the signal-to-noise ratio.

With these measures, the currently achievable statistical
Xe-EDM sensitivity of 6 x 10728¢cm per day (see Table I)
can be improved down to values that are similar to the one
from the most recent '°’Hg-EDM experiment with 4 x 10>
cm per day [8]. The present upper EDM limit on the '*’Hg
atom, |dyg| < 7.4 x 1073*¢cm (95% C.L.), to date provides
the tightest constrains on the CP-violating observables in
atoms, and the derived limit on d, surpasses the current best
limit measured with free neutrons [7]. Here the diamagnetic
129Xe atom provides a complementary system more sensitive
to proton parameters which is needed to complete the picture
of CP violation.
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FIG. 13. Sketch of the field mill assembly to measure the ef-
fective electric field inside a spherical glass vessel in between two
electrodes kept at +4 and —4 kV, respectively. Two copper plates at
its center which form a plate capacitor are rotated by 180° back and
forth every 4 s. The displacement currents are monitored by means of
an integrator circuit as shown on the bottom left. Opposing electric
fields can build up due to charge separation on the inner surfaces
of the insulator (glass), which leads to a change in capacitance (see
text).
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APPENDIX A: ELECTRIC FIELD MEASUREMENT

The use of spherically shaped glass vessels for the sample
spins immersed in the homogeneous electric field between
the two electrodes (plate capacitor) demands the control of
the electric field inside the cell. As charges can accumulate
at different locations on the inner and outer surfaces of a
glass cell, the electric field seen by the *He and '*’Xe atoms
may decrease over time and eventually vanish in case an
opposing electric field builds up, which compensates the
outer field. To quantify the (time-dependent) effective electric
field inside the EDM cell, two different field sensors were
developed for off-line measurements. The first method based
on a birefringent lithium niobate electro-optic crystal with
optical fiber read out is discussed in detail in [23]. Here we
present the results obtained with the second setup shown in
Fig. 13, the so-called field mill: the spherical glass cell is put
in between the electrodes which were also used in the EDM
runs. Care was taken that the poles of the glass cell were in
good electrical contact with the electrodes. As with the EDM
run, conductive foam was used which, slightly pressed, molds
to both surfaces (contact area ~4 cm?). Prior to that, the inner
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FIG. 14. Time course of the electric field [normalized to E(t =
0)] inside the spherical glass vessel as recorded by the field mill.
The cell was filled with a *He/'*Xe gas mixture of 30/100 mbar.
After an initial field drop, the field stabilizes at 296% of the field at
t = 0, the value that was measured without glass cell. The externally
applied field was 800 V/cm. Each data point with error bar results
from an amplitude fit to five rectangular integrator pulses in succes-
sion (duration 20 s). The temporal course of the data points show
a somewhat higher fluctuation presumably due to environmental
electrostatic disturbances. The outliers at about 1200 s are artifacts
caused by resets of the integrator circuit (which are needed from
time to time in order to keep the integrator output voltage within
the dynamic range).

and outer surfaces have been thoroughly cleaned following the
cleaning procedure of the EDM cells [27]: a 1:5 mixture of
Mucasol (Schiilke und Mayr GmbH, Norderstedt, Germany)
and distilled water. After that the cell was dried in a vacuum
oven at 80 °C for at least 12 h. The spherical glass cell as
shown in Fig. 13 is further connected to a crosspiece which
in turn is connected to a turbo-pump station, the gas inlet and
outlet, as well as a vacuum feed-through for the signal supply
lines and a mechanical rotary feed-through. Via the vacuum
rotary feed-through a servo-motor rotates a thin glass tube
(tapered towards the center of the cell) 180° back and forth. At
its very end, two copper plates (5 x 10 mm?) are fixed which
form a plate capacitor to measure the displacement currents
proportional to the effective electric field inside the glass cell.
The signal lines are fed outside to an integrator circuit with
ADC board. Figure 13 shows the output of the integrator
circuit at 180° rotations after every 4 s. The applied electric
field was E, = 800 V/cm. The charge data was recorded
both with the glass cell attached and with the cell removed.
With the cell connected and after being pumped for several
days, a *He/'*’Xe gas mixture of 30/100 mbar was filled in
(typical EDM run conditions, see Table I). Figure 14 shows
the time dependence of the effective electric field inside the
cell normalized to the measured field amplitude att = O (time
at which the HV was applied to the electrodes). After a
short field relaxation (the signal drop shows an exponential
behavior) the field inside the cell stabilizes above 95% of the
initial field (fit curve to the data points). In total, the temporal
behavior of the field was recorded for 16 h. As time-averaged
field value inside the EDM cell we measured (96.6 + 0.1)%
of the initial field value at an externally applied electric field
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FIG. 15. Displacement current measured during an electric field
reversal (—4 to +4 kV) by means of the pA meter in the HV supply
lines (see Fig. 2). The voltage ramping rate is 25 V/s with an
interruption of 80 s at V = 0 kV to switch the relays, i.e., a total of
400 s for polarity reversal. A built-in low pass filter causes the double
hump structure (the slope of the wings should be the same indicated
by the red lines). The exponential relaxation of the displacement
current after t = 5800 s is due to an electric field drop of ~3% which
is associated with a capacitance change (for details see text).

of E, =800 V/cm. Within the error bars, the initial field
amplitude agrees with the one measured without the glass
cell.

This temporal behavior of the electric field could also be
observed online during the EDM runs by means of the pA
meters installed in the HV supply lines (see Fig. 2). If there
is a measurable decrease in the electric field inside the cell
volume, an opposing electric field must build up through
charge separation (e.g., Townsend-type gas discharges), as
indicated in Fig. 13. This causes a gradual increase of the
total capacitance of the electrode system, leading to en-
larged displacement currents which can be monitored by the

J

PA meters. The capacitance of the EDM-electrode assem-
bly (including the cell) is about 1.5 pF (see Fig. 15). If
there is charge separation which completely compensates the
field inside the cell, the capacitance rises to approximately
12 pF. This was calculated with Comsol-Multiphysics using
the exact geometry of the EDM assembly, the relative per-
mittivity of aluminosilicate glass (¢, & 6), and wall thickness
d = 2.5 mm of the spherical cell. For «/2 > 30° which char-
acterizes the distribution of charges around the inner pole caps
of the cell (see Fig. 13), the capacitance reaches a plateau at
around 12 pF. Assuming an exponential relaxation of the field
inside the cell, the temporal behavior of the total capacitance
C can be written as

C(t) = 1.5 pF[1 — X (t)] + 12 pEX (1), (A1)

with X () = Xp[1 — exp(—¢/7)], where X, denotes the de-
creasing proportion of the field and 7 is the characteristic time
constant. The displacement current then gives

. dcC X
i(t) = UE = U—10.5 pFexp(—t/1).
T

(A2)
For Xy = 0.03, T =200 s and U = 8 kV as was encountered
off-line (see Fig. 14) we therefore expect a displacement cur-
rent of i(t) ~ 13 pAexp(—¢/200 s) which should be clearly
visible (online) after each electric-field reversal. Figure 15
shows a detail (polarity reversal) from Fig. 10 around ¢ ~
5600 s: electric-field reversal monitored by the pA meters
manifests in a double hump. The tail of the hump is smeared
out which can be attributed to the exponential relaxation of the
electric field. Here one reads ~10 pA for the current amplitude
and t & 150 s in excellent agreement with the off-line results.
Therefore, relative electric field drops larger than 5% can
definitely be excluded for all EDM runs.

APPENDIX B: ORTHOGONALIZATION OF FIT FUNCTION

The appropriate function that includes all deterministic phase shifts (chemical shift and Earth’s rotation by a linear term,
as well as the Ramsey-Bloch-Siegert shift described by four exponential terms) and contains the parametrization of an EDM
induced phase shift, is given by Eq. (20). Fitting this function to the weighted phase difference data causes numerical problems
inside the fitting routine due to a very high correlation of fit parameters. For example, in run number 6 (see Table I) the correlation
matrix is

Dy Awiin Ene Exe Fxe Fe
L0 1 —0.9999 —0.9999 —0.9969 0.9998 0.9877
Awin | —0.9999 1 0.9999 0.9964 —0.9996 —0.9867
Eye —0.9999 0.9999 1 0.9974 —0.9999 —0.9887
Ex. —0.9969 0.9964 0.9974 1 —0.9983 —0.9968
Fxe 0.9998 —0.9996 —0.9999 —0.9983 1 0.9906
Fye 0.9877 —0.9867 —0.9887 —0.9968 0.9906 1

All entries are very close to 1. Inside the fitting routine a lot of matrix inversions of almost singular matrices have to be
calculated which causes numerical errors and instabilities. And, as a consequence, the optimum is not found reliably.

The solution is to rewrite the fit function, so that the individual terms are orthogonal to each other. The fit function has to be
the sum of orthogonal terms f;(z) (multiplied by the fit parameters). In this case, orthogonal is defined as
tg
/ exp(=2t /Ty« ) fit)f;(t)dt o< §; ;. B1)
153
Here 73 is the start time, and #g is the stop time of the measurement run. By defining the inner product with a weighing function,
one takes into account that data points in the beginning have a higher weight than the ones at the end, due to the increasing phase
error (decreasing xenon amplitude). In order to convert the terms of Eq. (20) to orthogonal terms, one can use the Gram-Schmidt
process [70]. This has to be done for every run anew, as T}'y, 15", and the length of the run varies.
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For the given example, the result is (numerical values rounded)

AD(t) = ay
+a;(t —4927.72)
+ alexp(— /Ty e) + 0.000013t — 0.99]

+ as[exp(—t/T'y.) — 21.57 exp(—t /T5'y.) — 0.00023¢ + 20.58]
+ aslexp(=21/Tyy,) — 0.031 exp(—1/T5'x.) — 2.85 exp(—1/T5}y,) — 0.000015¢ + 1.88]

+aslexp(—2t/Tyix,) + 172.64 exp(—2t /Ty'e) — 942 exp(—t/Ty'x,) — 446.63 exp(—1 /Ty,

with a corresponding correlation matrix:

(B2)

ap ap ay
ao 1 —0.12
a; | —0.12 1 —0.11
a 0.09 -0.11 1
as 0.05 —0.08
as | —0.03 0.04 —0.07
as 0.02 -0.03

0.09

0.12

0.05

as aa as
0.05 -0.03 0.02
—0.08 0.04 —0.03
0.12 —-0.07 0.05
1 —0.11 0.09
—0.11 1 —0.11
0.09 -0.11 1

With this fit function, the correlation between the fit parameters was greatly reduced and the fitting routine worked reliably. In
order to investigate the influence of experimental parameters (e.g., 7,,) on the correlation (cf. Fig. 9), the EDM phase term was not
included in the orthogonalization process, but rather added subsequently. Unavoidably, this increased the correlation between all
the fit parameters (especially between the EDM phase term and the four exponential terms describing the Ramsey-Bloch-Siegert
shift). There is no physical effect causing correlation in this case, but the correlation stems from similar time dependent signals
which are not orthogonal to each other in the sense of Eq. (B1). However, the correlation is significantly less than one, posing
no numerical challenge to the fitting routine. Including the EDM term, the correlation matrix for this example is

ao ai a as as as g
aop 1 —0.56 0.57 0.57 043 —-049 —-0.58
a; | —0.56 1 —0.83 —-0.84 —-0.66 0.74 0.87
a 0.57 —0.83 1 0.89 0.70 —-0.78 —-0.92
as 0.57 —-0.84 0.89 1 071 -=0.79 —-0.94
ay 043 —0.66 0.70 0.71 1 -0.70 -0.77
as | —0.49 074 -0.78 -0.79 —-0.70 1 0.85
g | —0.58 087 -092 -094 -0.77 0.85 1
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