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Robust quantum control against clock noises in multiqubit systems
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High-precision manipulation of multiqubit quantum systems requires strictly clocked and synchronized mul-
tichannel control signals. However, practical arbitrary wave-form generators always suffer from random signal
jitters and channel latencies that induce nonignorable state or gate operation errors. In this paper, we analyze
the average gate error caused by clock noises, from which an estimation formula is derived for quantifying
the control robustness against clock noises. This measure is then employed for finding robust controls via a
homotopic optimization algorithm. We also introduce our recently proposed stochastic optimization algorithm,
b-GRAPE, for training robust controls via randomly generated clock-noise samples. Numerical simulations on a
two-qubit example demonstrate that both algorithms can greatly improve the control robustness against clock
noises. The homotopic algorithm converges much faster than the b-GRAPE algorithm, but the latter can achieve
higher control robustness.
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I. INTRODUCTION

Multiqubit manipulation is prevalent for quantum infor-
mation processing with large-scale quantum circuits [1–3].
Towards fault-tolerant quantum computation, high-precision
control must be achieved above the error-correction threshold
for the state and gate operations, and these have to be accom-
plished in the presence of disturbances or uncertainties (e.g.,
pulse distortion, crosstalks, and device noises [4]). Under
such circumstances, robust single-shot controls are highly
demanded so that the control precision is as insensitive as
possible to the uncertainties or noises. Various algorithms
have been proposed for this purpose, such as ensemble con-
trol for field inhomogeneity [5], dynamical decoupling for
environmental noises [6], stimulated Raman adiabatic passage
(STIRAP) for control pulse shape errors [7], derivative reduc-
tion by adiabatic gate (DRAG) algorithm for level leakages
[8], detuning pulses [9,10] for control field compensation, and
sampling-based algorithms for generic parametric uncertain-
ties in the Hamiltonian [11].

In this paper, we study robust controls against clock noises,
a broadly existing but rarely considered noise source coming
from clock signals in imperfect control signal generators
in multiqubit control systems. Ideally, the clock signals in
different channels must be perfectly synchronized with a com-
mon reference clock, but random timing errors always occur
in realistic clock signals, especially in high-speed arbitrary
wave-form generators (AWGs) [12]. Typical clock noises
include clock jitters (referred to as the timing deviation from
a presumably periodic signal in relation to a reference clock
signal) and channel latencies (referred to as the delay time
from the AWG to the quantum chip to be controlled) [13].
The clock noises randomly alter pulse areas and thus lead to
stochastic operation errors.
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In the state-of-the-art of AWG devices, clock jitters can be
managed to be at the picosecond scale. The channel latencies
vary from system to system, which could be much longer and
less controllable. For now, clock noises are not thought to be
a dominant error source on the control precision comparing
with others (e.g., pulse bleedthrough, crosstalk, or decoher-
ence [4]), but actually their influence on the control perfor-
mance has not yet been well understood. In large-scale circuits
involving many qubits and extremely high-precision regimes,
clock noises must be considered after current dominant errors
are effectively mitigated [12].

To the authors’ knowledge, clock noises have not generally
been considered in the design of robust control of quantum
gates. Related studies can be found in classical control sys-
tems (e.g., networked control systems with communication
delays [14,15]), in which the system’s dynamics is described
by an equivalent Markovian process driven by clock noises in
the controller [16]. Stochastic optimal control theory can then
be applied for state filtering and noise suppression [17–19].
However, these results cannot be extended here to quantum
control systems because the required realtime feedback and
communication between distributed agents are usually infea-
sible. Under most circumstances, one has to seek an open-
loop (i.e., single-shot) robust control that is as insensitive as
possible to the clock noises.

In this paper, we will first carry out a perturbation analysis
on the average gate error induced by clock noises, from
which an estimation formula is derived for evaluating the
sensitivity of a control to clock noises. Then, two optimization
algorithms are proposed for designing controls with enhanced
robustness. The rest of the paper is arranged as follows. In
Sec. II, we analyze the average gate error caused by latency
and jitter noises. In Sec. III, we propose a deterministic ho-
motopic algorithm and a stochastic b-GRAPE algorithm for the
design of robust and high-precision controls, whose effective-
ness is demonstrated in Sec. IV via numerical simulations on
a two-qubit system. Finally, conclusions are drawn in Sec. V.
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II. MODELING AND ANALYSIS OF
CLOCK-NOISE-INDUCED ERRORS

A. Quantum control in presence of clock noises

Consider a quantum control system that involves m control
channels, and its unitary propagator is governed by iU̇ (t ) =
H (t )U (t ), where U (t ) ∈ CN×N represents the quantum gate
operation starting from U (0) = I. The controlled Hamiltonian
reads

H (t ) = H0 +
m∑

k=1

uk (t )Hk, (1)

in which H0 and Hk’s are the free Hamiltonian and con-
trol Hamiltonians, respectively. The control fields uk (t ) ∈ C,
k = 1, . . . , m, are delivered to the quantum system via their
respective control channels (e.g., control lines).

In most radio-frequency and microwave-based control sys-
tems, the control field generated by an arbitrary wave-form
generator (AWG) is prepared in piecewise-constant wave
forms, i.e.,

uk (t ) = u j
k, t j−1

k � t � t j
k , j = 0, 1, . . . , M, (2)

where u j
k and t j

k are the control amplitude and terminal time
of the jth piecewise-constant control pulse of the kth field.
Therefore, the control wave form is determined not only
by the amplitude variables u = {u j

k}, but also by the timing
variables t = {t j

k }.
When the pulses are periodically clocked and all control

channels are perfectly synchronized, the timing variables tick
as t j

k = t̄ j
k = jTs for all j = 0, 1, . . . , M and k = 1, . . . , m,

where Ts is the sampling period of the AWG device. The
timing errors are thus defined as the differences between the
actual and ideal timing variables, i.e.,

δt j
k = t j

k − t̄ j
k = τk + ξ

j
k , (3)

which consist of the latency time τk � 0 of the kth control
channel and random jitter noises ξ

j
k at each timing instant. The

mean values of the jitter variables can be reasonably assumed
to be zero.

B. Error analysis

Throughout this paper, we assume that the amplitude vari-
ables u are precise (robust control to amplitude errors has been
broadly studied in the literature, e.g., in [7]) and focus on the
error caused by clock noises.

The clock noises δt j
k bring control errors into the quantum

gate operation via the change of areas of the subpulses. Let

ūk (t ) = u j
k, t̄ j−1 � t � t̄ j, j = 0, 1, . . . , M, (4)

be the ideally clocked control signal and Ū (t ) the unitary
propagator steered by ū(t ), i.e.,

i ˙̄U (t ) = H̄ (t )Ū (t ) =
[

H0 +
m∑

k=1

ūk (t )Hk

]
Ū (t ). (5)
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FIG. 1. Schematic diagram for clock noises in piecewise-
constant control signals. The (channel) latency is referred to as the
arrival delay time of the AWG signal and the timing error of each
subpulse consists of latency and random jitter noises. The deviation
of the actual signal with clock noise from the ideally clocked signal
consists of small subpulses described by Eq. (7).

Then, the gate error operator �(t ) = U (t ) − Ū (t ) can be
shown to obey the dynamical equation

i�̇(t ) = H (t )�(t ) +
m∑

k=1

δuk (t )HkŪ (t ), (6)

where �(0) = 0 and δuk (t ) = uk (t ) − ūk (t ) is the difference
between the actual and the ideally clocked control field in the
kth channel. As can be seen in Fig. 1, δuk (t ) consists of the
following slices of pulses:

δuk (t ) =
{
δu j

k, t̄ j
k < t < t j

k
0, else,

(7)

where δu j
k = u j−1

k − u j
k is the decremental control amplitude.

One can immediately see that the gate error can be reduced by
making δu j

k as small as possible, i.e., choosing slowly varying
smooth control fields.

For a more accurate analysis, we can formally integrate
Eq. (6) to evaluate the gate error at the final time t = T , as
follows:

�(T ) = −iU (T )
m∑

k=1

∫ T

0
δuk (τ )U †(τ )HkŪ (τ )dτ

= −iU (T )
m∑

k=1

M∑
j=0

∫ t j
k

t̄ j
k

δu j
kU

†(τ )HkŪ (τ )dτ. (8)

In the perturbation regime, i.e., when all timing errors δt j
k are

much smaller than the sampling period Ts, it is reasonable to
take the following approximation:

U (τ ) ≈ Ū (τ ) ≈ Ū
(
t̄ j
k

)
, ∀τ ∈ [

t̄ j
k , t j

k

]
, (9)

which leads to a simplified formula,

�(T ) ≈ −iU (T )
m∑

k=1

M∑
j=1

δt j
k δu j

kH̄ j
k , (10)
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where H̄ j
k � Ū †(t̄ j

k )HkŪ (t̄ j
k ) is only dependent on the ideal

system (5) but not on the clock noise. The Frobenius norm
of �(T ) can thus be expanded as

‖�(T )‖2
F ≈

∑
k,k′

∑
j, j′

δt j
k δt j′

k′ δu j
kδu j′

k′ tr
(
H̄ j

k H̄ j′
k′

)
. (11)

Now we can quantify the robustness (or the sensitivity) of
the control by the average gate error over the clock noises,

JN[u] = 〈‖�(T )‖2
F 〉

≈
∑
k,k′

∑
j, j′

〈
δt j

k δt j′
k′

〉
δu j

kδu j′
k′ tr

(
H̄ j

k H̄ j′
k′

)

=
∑
k,k′

Cτ
kk′ tr(δHkδHk′ ) + μ2

0

∑
k

‖δuk‖2‖Hk‖2
F , (12)

where

‖δu‖2 =
M∑

j=1

∣∣δu j
k

∣∣2
, δHk =

M∑
j=1

δu j
kH̄ j

k . (13)

Here, Cτ
kk′ = 〈τkτk′ 〉 is the covariance between the kth and k′th

channel latencies τk and τk′ , and μ2
0 is the variance of the

jitter errors (assumed to follow identical distribution with zero
mean).

The estimation formula (12) indicates that the clock-noise
effect increases with the scale of the quantum circuits. The
latency affects the average error through the first term, a
complicated function of the unitary propagators, while the
second term shows that the jitter noises are determined by the
smoothness of the control fields characterized by ‖δu‖2.

III. ROBUST OPTIMIZATION ALGORITHMS
FOR CLOCK NOISES

The task of robust control here is to find proper control
amplitude variables u = {u j

k} that are as insensitive as possible
to the clock noises δt = {δt j

k } in the timing variables t = {t j
k }.

In the following, we will propose two types of algorithms,
one deterministic and one stochastic, for the design of robust
and high-precision controls based on the average gate error
analysis.

A. Deterministic homotopic algorithm

This algorithm is based on the error estimation formula
(12) that quantifies the control robustness. Recall that a stan-
dard gradient algorithm (without consideration of robustness)
minimizes J0[u] = ‖Ū (T ) − Uf ‖2 based on the ideal model.
To improve the control robustness, it is natural to introduce
(12) as a penalty term to the gate error objective as follows:

J[u] = J0[u] + βJN [u], (14)

where β > 0 is the weight parameter. The composite objec-
tive is deterministically dependent on the control variable u,
in which the clock-noise variables have been averaged out.
Thus, it can be minimized by a gradient-descent algorithm.
However, the parameter β must be be carefully chosen for
balancing the objectives J0 and JN . Otherwise, either J0 or JN

may be sacrificed when they conflict with each other.

To avoid the unwanted trade-off between J0 and JN , we
propose a two-stage homotopic algorithm that minimizes the
two objectives separatively. In the first stage, we apply the
well-known gradient-based GRAPE algorithm [20] to minimize
the gate error starting from a randomly chosen initial guess
on the field. This can be done, for example, by following the
steepest gradient-descent direction of J0:

u(�+1) = u(�) − α�

∂J0

∂u(�)
, (15)

where u(�) are the control amplitudes in the �th iteration and
α� is the corresponding learning rate. The obtained optimal
control can achieve extremely high precision, but its robust-
ness to clock noises is not guaranteed.

In the second stage, we apply a homotopic algorithm
[21,22] that continuously reduces the value of JN while
maintaining the achieved high precision J0. This is done by
updating the control along a descending direction of JN that is
orthogonal to the gradient of J0, which can be obtained by the
following Schmidt orthogonalization:

u(�+1) = u(�) − α�

[
∂JN

∂u(�)
−

(
∂J0
∂u(�)

)T ∂JN
∂u(�)(

∂J0
∂u(�)

)T ∂J0
∂u(�)

∂J0

∂u(�)

]
. (16)

The homotopic algorithm can be efficiently carried out ow-
ing to its deterministic nature, and both the control precision
(through J0) and the robustness (through JN ) can be improved
without having to make a compromise. Since the algorithm is
based on the perturbation analysis of the clock-noise-induced
gate errors, it is supposed to be effective when the noise level
is not high. Beyond the perturbation regime, one can consider
the stochastic optimization algorithm proposed below.

B. Stochastic b-GRAPE algorithm

When the magnitudes of clock noises are beyond the
perturbation regime, in which the above homotopic algorithm
may be less effective, our recently proposed b-GRAPE algo-
rithm [23], a stochastic gradient-descent algorithm, can be
applied to enhance the control robustness against clock noises.

Instead of evaluating the average gate error with Eq. (10),
the basic idea is to directly average the error over a set
of randomly chosen samples of noisy clock timings S =
{t1, t2, . . . , tB} according to some a priori probability distri-
bution, as follows:

JS [u] = 1

B

∑
t∈S

‖U (T, t) − Uf ‖2. (17)

JS is a good measure on the average error as long as the sample
set S is sufficiently large, and it does not matter whether or not
the noise is in perturbation regime. Robust and high-precision
control can be achieved if JS can be made sufficiently small.
However, such sampling-based algorithm [24] is computa-
tionally expensive when B is very large because the unitary
evolution must be calculated for N times corresponding to all
samples in the set.

The b-GRAPE algorithm exploits the noise samples in a
different way. It randomly picks a minibatch of samples
for each iteration, say S ( j) = {t(�)

1 , . . . , t(�)
B }, and updates the
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control along the gradient evaluated with this batch, i.e.,

u(�+1) = u(�) − α�

∂JS (�)

∂u(�)
, (18)

where α� is the learning rate. Since the minibatch size is
small, the b-GRAPE algorithm can be efficiently carried out
(e.g., using parallel computing), though the iteration process is
noisy due to the randomly sampled batches. More importantly,
b-GRAPE optimization using small batches can more easily
find highly robust solutions because the large artificial noises
tend to steer the search away from poor nonrobust solutions.

IV. SIMULATION RESULTS

In this section, we test the proposed robust control algo-
rithms with an example of a two-qubit control system, whose
Hamiltonian is as follows:

H (t ) = gσz1σz2 +
2∑

k=1

[uk (t )σ+
k + u∗

k (t )σ−
k ], (19)

where σzk (k = 1, 2) is the Pauli matrix of the kth qubit and the
coupling strength is g = 2π × 10 MHz. We aim to implement
a controlled-NOT gate that is robust to clock noises. This
system involves four independent control functions [including
the real and imaginary parts of uk (t ) = ukx(t ) + iuky(t ), k =
1, 2]. They are delivered to the qubits through two control
channels (e.g., two separate control lines in a superconducting
quantum computing system). Therefore, there are two mutu-
ally independent clock noises in this system.

In the simulation, the sampling period is chosen to be
Ts = 1 ns and the pulse length be T = 50 ns (i.e., M = 50
amplitude variables are to be optimized). The latencies τ1 and
τ2 in the two channels are both uniformly sampled between 0
and 0.4 ns (i.e., 0–40% of the sampling period). The covari-
ance matrix can be calculated to be

Cτ =

⎛
⎜⎝

0.0533 0.0533 0.0400 0.0400
0.0533 0.0533 0.0400 0.0400
0.0400 0.0400 0.0533 0.0533
0.0400 0.0400 0.0533 0.0533

⎞
⎟⎠ ns2, (20)

where each clock noise affects two controls in the correspond-
ing channel. The jitter noises ξ

j
k are uniformly sampled be-

tween −0.05 and 0.05 ns (i.e., ±5% of the sampling period),
whose variance is μ2

0 = 8.33 × 10−4 ns2. For comparison, we
also perform the optimization with only latency noise (i.e.,
with the same Cτ , but μ2

0 = 0). The simulation results of these
two cases are shown in Fig. 2, in which both the homotopic
and the b-GRAPE algorithms are applied.

In the homotopic algorithm, we first use a standard GRAPE

algorithm to minimize the gate error J0 down to machine
precision based on the ideal control model (5). Then, we fol-
low the projected gradient (16), in which the above-calculated
statistical parameters μ2

0 and Cτ are involved, to reduce the
average gate error JN while keeping J0 to be sufficiently small.
When J0 rises up (above 10−6) due to the numerical error,
we apply the GRAPE algorithm to correct it back to below
10−10. The actual robustness of each intermediate control
field is evaluated by the average error tested over 104 random
samples. From the simulations, the statistic average gate error
using testing samples agrees very well with JN calculated by
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FIG. 2. The learning curves of homotopic and b-GRAPE algo-
rithms under (a) latency and jitter noises and under (b) latency
noise only. The average gate errors estimated in the homotopic
algorithm and in the training process of the b-GRAPE algorithm are
both consistent with their testing performances (each intermediate
control field is tested by averaging 104 random clock-noise samples).

the estimation formula (12), showing that JN can be used as a
good approximation on the average gate error, and hence the
robustness measure of the control fields against clock noises.

As for the b-GRAPE algorithm, the batch size is chosen
to be B = 5 and the clock noises are sampled during the
optimization according to the same probability distribution
described above. The training curves are very noisy due to the
chosen small batch size, but the testing curve (i.e., evaluating
the average error for each intermediate control field with 104

additional random noise samples) exhibits a steady decrease
of the gate error.

The simulation results show that both algorithms can ef-
fectively enhance the control robustness against clock noises.
The homotopic algorithm converges faster, but the achieved
average gate error is greater than that achieved by the b-GRAPE

algorithm. The difference can be also seen in the statistical
analysis of the gate error distributions in Fig. 3, among which
the distribution associated with the b-GRAPE algorithm is at
the far left. The distributions corresponding to the homotopic
and GRAPE algorithms are both skewed to the large-error
side, while that corresponding to the b-GRAPE algorithm is
much closer to a normal distribution. Therefore, the b-GRAPE

algorithm tends to find more robust control fields.
Figure 4 shows how the gate error relies on the two latency

noise parameters τ1 and τ2, where the jitter noise is absent.
The fields obtained by b-GRAPE and homotopic algorithms
can suppress the error below 10−3 over a large region, but
GRAPE (without consideration of robustness) maintains high
precision only in a much smaller region. The homotopic
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FIG. 3. The two-qubit gate (controlled-NOT) error distribution
under optimal controls obtained by GRAPE, homotopic and b-GRAPE

algorithms, (a) under latency and jitter clock noises and (b) under
latency noise only. The robust optimization can effectively push the
entire error distribution to the high-precision regime.

algorithm is designed to always maintain the highest control
precision at τ1 = τ2 = 0 ns (corresponding to the noiseless
ideal system). Interestingly, to achieve the overall high control
precision, the b-GRAPE algorithm adapts itself better to the
noise distribution, as its highest precision at τ1 = 0.24 and
τ2 = 0.06 ns is closer to the center of the sampling region.

FIG. 4. The dependence of gate error on two latency variables
under optimal controls obtained by GRAPE, homotopic, and b-GRAPE

algorithms.
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FIG. 5. The optimized y-axis control fields on the second qubit
obtained by GRAPE (gray solid curve), homotopic (blue solid curve),
and b-GRAPE (red dash-dotted curve) algorithms, (a) under latency
and jitter noises and (b) under only latency noise. The robust opti-
mization against random jitter noises leads to much smoother wave
forms shown in (a) than without jitter noises in (b).

This explains why the b-GRAPE algorithm can find more robust
controls.

We also plot the optimized fields in Fig. 5. Taking the
y-axis field u2y(t ) on the second qubit as an example, we can
see that the wave forms optimized with or without jitter noises
are very different. The presence of jitter noise leads to much
smoother fields because it penalizes the average error through
the smoothness term ‖δu‖2 derived in Eq. (12). By contrast
[see Fig. 5(b)], the smoothness is almost unchanged when
training the controls without jitter noises.

Interestingly, the above obtained smooth control field
also tends to be robust to a variety of other uncertainties
such as crosstalk, sample heating, level leakage, and pulse
bleedthrough [4]. However, this may not always be the case
for all other uncertainties. For example, we simulated the
following system:

H (t ) = (1 + ε1)gσz1 ⊗ σz2

+ (1 + ε2)
2∑

k=1

[uk (t )σ+
k + u∗

k (t )σ−
k ], (21)

which also involves uncertainties ε1 in the qubit coupling
strength and ε2 in the control field homogeneity, in additional
to the original channel latencies τ1 and τ2. As is shown in
Figs. 6(a) and 6(b), the robust control (optimized by the
b-GRAPE algorithm) using only (τ1, τ2) samples is much less
robust to ε1 and ε2 than the control obtained by GRAPE(without
any robust optimization), which is indicated by the almost-
vanishing level set (black solid curve) of control infidelity
at 0.001. Similarly, the robust control optimized with only

022302-5



HAI-JIN DING AND RE-BING WU PHYSICAL REVIEW A 100, 022302 (2019)

0.1 0.2 0.3 0.4 1

0.1

0.2

0.3

0.4

0.5

0.1 0.2 0.3 0.4 1

0.1

0.2

0.3

0.4

0.5

2

0.1 0.2 0.3 0.4 1

0.1

0.2

0.3

0.4

0.5
(e)

-0.1 0 0.1

1

-0.1

-0.05

0

0.05

0.1
(b)

-0.1 0 0.1

1

-0.1

-0.05

0

0.05

0.1

2

(d)

-0.1 0 0.1

1

-0.1

-0.05

0

0.05

0.1
(f)

(a) (c)

FIG. 6. The level sets of infidelity at 0.001 under the control
fields optimized with GRAPE (red dotted curve) and b-GRAPE (black
solid curve), whose areas are used to quantify the control robustness
against uncertainty parameters (ε1, ε2) and (τ1, τ2) described in
Eq. (21). (a), (b) Robust optimization with respect to only (τ1, τ2);
(c), (d) robust optimization with respect to only (ε1, ε2); (e), (f) robust
optimization with respect to both (τ1, τ2) and (ε1, ε2).

(ε1, ε2) samples can greatly improve the robustness to them
[see Fig. 6(d)], but loses robustness to τ1 and τ2 [see Fig. 6(c)].

Nevertheless, a better compromise can possibly be made
between the control robustness to (ε1, ε2) and (τ1, τ2). This
can be conveniently done with the b-GRAPE algorithm by
jointly sampling (τ1, τ2) (uniformly over [0,0.4]) and (ε1, ε2)
(uniformly over [−0.2, 0.2]). The optimization takes more
iterations to arrive at a high-quality solution, which is
reasonable over the enlarged sampling space. As is shown
by Figs. 6(e) and 6(f), the control robustness increases for

both uncertainties compared with the control optimized by the
GRAPE algorithm.

V. CONCLUSION

To conclude, we have analyzed the robustness of quantum
control against clock noises that are prevalent in multichannel
control signal generation devices. Two algorithms are intro-
duced for improving the robustness by minimizing the average
gate error induced by clock noises, and their effectiveness on
robustness improvement is shown by simulation examples. In
comparison, the homotopic algorithm converges faster but the
b-GRAPE algorithm can achieve higher performance owing to
its better adaptivity to the noise.

The proposed algorithms represent two frameworks, deter-
ministic and stochastic, for optimizing robust control against
clock noises. More advanced optimization techniques can
be incorporated to further improve the control robustness
and precision, e.g., Newton-Ralphson algorithms for faster
convergence or momentum-based skills for the stabilization
of training during b-GRAPE optimization.

Realistic quantum systems always involve multiple noises
or uncertainties in addition to clock noises. We have shown by
a simulation example that it is possible to simultaneously im-
prove control robustness to a variety of noise or uncertainties.
How to well balance these realistic multiple error sources and
how to improve the efficiency of optimization are much more
challenging. These problems will be explored in the future.
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