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According to the Hohenberg-Kohn theorem of density-functional theory (DFT), all observable quantities of
systems of interacting electrons can be expressed as functionals of the ground-state density. This includes, in
principle, the spin polarization (magnetization) of open-shell systems; the explicit form of the magnetization as
a functional of the total density is however unknown. In practice, open-shell systems are always treated with
spin-DFT, where the basic variables are the spin densities. Here the relation between DFT and spin-DFT for
open-shell systems is illustrated and the exact magnetization density functional is obtained for the half-filled
Hubbard trimer. Errors arising from spin-restricted and -unrestricted exact-exchange Kohn-Sham calculations
are analyzed and partially resolved via the exact magnetization functional.
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I. INTRODUCTION: DENSITY-FUNCTIONAL VERSUS
SPIN-DENSITY-FUNCTIONAL THEORY

Spin-density-functional theory (SDFT) [1-3] is concerned
with interacting N-electron systems in the presence of static
magnetic fields. The magnetic fields are assumed to act only
on the spins of the electrons (and not on the orbital currents),
giving rise to a Zeeman-like term in the many-body Hamilto-
nian. The majority of applications of SDFT are for situations
of collinear magnetism; spin then becomes a good quantum
number associated with a fixed spin quantization axis, which
is usually chosen to be the z axis. In this case, the basic
variables of SDFT are the spin densities

e (r) = (WY ()Y, (r|¥), (1)

where W is the many-body wave function and &; (r) and
Y (r) are creation and annihilation operators for fermions of
spino =1, |.

The basic theorem of SDFT establishes that in an N-
electron system under the influence of a scalar potential V (r)
and a magnetic field along the z direction, B,(r), the many-
body Hamiltonian, and all quantities that follow from it are
functionals of the ground-state spin densities n,(r) [4-6].
In practice, the spin densities are obtained by solving the
Kohn-Sham equation

|: Vv? n(r’)
- +Vg(r)+/
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’| dl', + VXC,U[nT1 nl](r)] (p;'lg (I')

= g;‘ago;fo_ (r), (2)

using atomic units with e =m =i = 1. Here the spin-
dependent external potential is defined as V} | (r) =V (r)
upB;(r), where up is the Bohr magneton, and the exchange-
correlation (xc) potential Vi »[n4, ny] is a functional of the
spin densities.

Equation (2) is known as spin-unrestricted Kohn-Sham
equation [7] since, in general, the go;‘T(r) and <,oj’4l (r) can be
different. From the Kohn-Sham spin orbitals one obtains, in
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principle, the exact spin densities

2

No
no(r) =y |gl, (r) 3)
j=1

where N, is the number of electrons with spin o and N; +
N, = N. The total particle density then follows as

n(r) = ny(r) +n,(r) €]
and the magnetization density along the z direction is given by
me(r) = ny (1) — n, (r). 5)

Note that the definition m,(r) = —ug[ny(r) — n (r)] is more
frequently used in the literature. Here, however, we find it
convenient, following Engel and Dreizler [3], to omit the
minus sign and the Bohr magneton pp in the definition of m,.

The SDFT formalism outlined above is suitable for systems
of electrons in magnetic fields, but more often it is applied
to situations where external magnetic fields are absent and
the system is spontaneously magnetic. This happens, for
instance, in open-shell atoms and molecules with an odd
number of electrons. In that case, V), = V|, =V, but in general
Vie,t 7 Vxe,,- Most modern approximate xc functionals are
therefore constructed in terms of the spin densities and/or the
(unrestricted) spin orbitals [8—10].

From a strictly formal point of view, using SDFT in
systems without external magnetic field is unnecessary. Ac-
cording to the Hohenberg-Kohn theorem of density-functional
theory (DFT) [11,12], the Hamiltonian and all observables in
such N-electron systems are functionals of the ground-state
density n(r) alone, which can be obtained from the spin-
restricted Kohn-Sham equation

V2 n(r’)
[__ + V(r) —+ / dr’ + ch[n](r):|(p]rq(l')

2 r —r/|
=&/, ¢}, (1), ©6)

where ¢7, (r) = ¢ (r) = ¢;(r) and e, = &%) =¢;.
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FIG. 1. Total ground-state energies of the linear and triangular asymmetric half-filled Hubbard trimer with V|, =1, V, =0, and V5 = 2,

comparing exact results with XX and XXr Kohn-Sham calculations.

Let us first consider the straightforward case where the
system is finite with an even number of electrons, which is the
case for closed-shell configurations. Since then Ny =N =
N/2, the ground-state density is given by a sum over doubly
occupied orbitals

N/2

n(r) =2 |g;r)*.

j=1

)

If, however, the number of electrons N is odd, then the density
must be computed as

N-1)/2

nr) =2 Y lg;m) + lpwn ).
j=1

®)

In other words, the first N — 1 electrons are in doubly occu-
pied orbitals and the last (N'th) electron is in a singly occupied
orbital. The spin of individual Kohn-Sham electrons is not
explicitly referenced; all electrons experience the same Kohn-
Sham effective potential. If the exact xc potential Vi [n](r) is
used in Eq. (6), then the density n(r) obtained from Eq. (7)
(for even N) or (8) (for odd N) will be exact and equal to the
density obtained via SDFT by using Eq. (4).

Within spin-restricted Kohn-Sham theory, and for odd N,
the magnetization along z is given by

€))

where the sign indicates whether the highest singly occupied
orbital is spin-up (+) or spin-down (—). In general, the
restricted Kohn-Sham magnetization is not equal to the exact
magnetization, even if the exact Vi.[n](r) is used in Eq. (6):

mi(r) # m(x).

On the other hand, since in DFT the many-body wave function
W[n] is a functional of the density, the exact magnetiza-
tion can also be formally expressed as a functional of the
density, m,[n](r). This means that, in principle, the spin-
restricted Kohn-Sham formalism of DFT is sufficient to cal-
culate the magnetization exactly (again, no external magnetic
field is present). However, the form of this density functional
m,[n](r) is unknown. Therefore, treating open-shell, spin-
polarized systems with DFT rather than SDFT is generally

m.(r) = £low+1)2(0)),

(10)

discouraged, unless there are specific reasons such as avoiding
the so-called spin contamination problem [7,13].

These differences between DFT and SDFT are well known
(see also the recent discussion in Ref. [14]). Nevertheless,
there seems to be no example in the literature where the
magnetization density functional m,[n](r) is explicitly con-
structed and compared with the restricted spin polarization
m(r). In this paper, we will present such a case study, using
the half-filled Hubbard trimer as model system. By comparing
exact results with approximate (exchange-only) Kohn-Sham
calculations, errors of the magnetization will be analyzed and
shown to arise from different sources, depending on whether
the Kohn-Sham scheme is restricted or unrestricted. The exact
magnetization functional will be shown to provide a cure to
some of the errors, but not all of them.

II. HALF-FILLED HUBBARD TRIMER

A. Model

The inhomogeneous Hubbard model is defined by the
Hamiltonian [15]

H=—tY"3 (@t +&,00)+U Y &epel ey

(ij) o j
AT A
+§ Vi) CisCios
J o

where 6;{7 and ¢j, are creation and annihilation operators,

respectively, for electrons with spin ¢ on site j, and (i, j)
indicates pairs of nearest-neighbor lattice sites.! We fix the
hopping parameter as t = 0.5. The on-site interaction strength
U and the external potential V; will be treated as variable
parameters.

The corresponding Kohn-Sham Hamiltonian is

AT A A A KS AT A
D _Cinlin +Eli) + ) Vi Coin.
i) o j o
(12)

(1)

A% = ¢

I'This notation applies to a triangular lattice with periodic boundary
conditions as well as to a linear three-site chain where the first and
last sites only have one nearest neighbor.
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FIG. 2. (a) Density n; and (b) and (c) magnetization m;; on
lattice points j = 1, 2, 3 of a linear half-filled Hubbard trimer with
Vi=1,V, =0, and V53 = 2. Exact results are compared with spin-
restricted and -unrestricted Kohn-Sham results using XX (see the text
for further details).

where the Kohn-Sham potential at lattice site j is given by
lef,s =V, + VjH + V5. The Hartree potential is simply

Vil =Un;, (13)

where n; is the density (site occupation) on the jth lattice
point. In the spin-restricted Kohn-Sham scheme, the xc po-
tential is constrained to satisfy Vi = V.

For the Hubbard model with on-site interactions, the sim-
plest approximation for the xc potential is exact exchange
(XX), given by [16]

VX = —Unj,. (14)
The spin-restricted exact exchange (XXr) potential is
VX' = —Un;)2. (15)

To include correlation effects, one could use the Bethe-ansatz
local-density approximation (BALDA) [15,17-19]. However,
the BALDA runs into convergence problems on small lattices
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FIG. 3. Same as Fig. 2, but for a triangular lattice.

whenever any of the site occupations approaches 1 [16].
Alternatively, correlation can be treated via orbital function-
als, as discussed elsewhere [16,20]. In this paper, however,
correlation effects are not included to keep things simple.

The Hubbard model, especially the half-filled Hubbard
dimer, has been widely used as a test system for DFT [16,
21-25]. In the absence of an external magnetic field, the
ground state of the Hubbard dimer is a singlet, with zero
total spin and no magnetization. For the purpose of comparing
DFT and SDFT, the simplest suitable system is the half-
filled Hubbard trimer, that is, three electrons on a three-point
lattice.> The half-filled Hubbard trimer has been discussed in
the literature [26-29], but not in the context of DFT. Most
notably, earlier studies of the Hubbard trimer were limited to
the homogeneous case of constant potential. Here, by contrast,
we consider the inhomogeneous case.

>The Hubbard dimer with three electrons seems an even simpler
choice, but due to particle-hole symmetry it is equivalent to a
Hubbard dimer with a single electron.
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FIG. 4. Magnetization functional m,[n] for the linear half-filled Hubbard trimer and for different strengths of the interaction U. The top,
middle, and bottom panels show m_; for the lattice points j = 1, 2, 3, respectively. In each colormap, the horizontal axis is n; and the vertical

axis is ns.

B. Example: From weakly to strongly correlated
1. Ground-state energies and densities

To illustrate the half-filled Hubbard trimer in the weakly
and strongly correlated limits, we now consider an asymmet-
ric example where we fix the external potential as V; =1,
V, =0, and V3 =2 and vary the interaction strength from
U =0 to 10. We obtain the ground state of the interacting
system (in both linear and triangular configurations) through
exact diagonalization; technical details are given in the Ap-
pendix. This yields the exact ground-state energy E, density
n; and magnetization m_; for each given U.

We compare the exact solutions with restricted and un-
restricted Kohn-Sham calculations using XX and XX, re-
spectively. Figure 1 shows the ground-state energies (here
and in the following, all plotted quantities are dimension-
less). The results are very similar for the linear and the
triangular lattices: In both cases, XX agrees closely with
the exact ground-state energy, approaching a final limit of
E =3 as the electrons localize after a clear crossover from
weakly to strongly correlated around U = 2 (what is meant
by “localizing” will be explained below). The spin-restricted
XXr Kohn-Sham calculation, on the other hand, produces a
continuously increasing energy. This familiar behavior was
observed earlier for the case of the half-filled (spin singlet)
Hubbard dimer [21]. There, however, the spin symmetry had
to be artificially broken to get better agreement with the exact
results.

The ground-state densities are shown in Fig. 2(a) for the
linear trimer and Fig. 3(a) for the triangular lattice. For XX
and XX, the density follows from Eqgs. (4) and (8), respec-
tively. The exact solution shows that the density behaves very
similarly in the two cases: For small U, the density is much
larger on the second lattice point (where the potential is V, =
0) compared to the two other lattice points (where V; = 1
and V3 = 2). As U increases, the electrons begin to localize,
that is, their tendency to avoid each other due to correlation
becomes so strong that a site occupancy different from 1
becomes less and less likely (at half filling). Eventually, for
U ~ 10, all lattice points are equally populated (n; = ny =
n3 = 1); in other words, individual electrons localize on dif-
ferent lattice points. The crossover between the nonlocalized
and localized regimes is not very sharp, but occurs in a region
roughly between U = 1 and 3.

This behavior of the density is very well reproduced by
the spin-unrestricted XX calculations. On the other hand, XXr
agrees less well with the exact density: On both lattices, the
transition from nonlocalized to localized (where all n; — 1)
is too slow.

2. Magnetizations

The results for the magnetization are shown in
Figs. 2(b), 2(c), 3(b), and 3(c). For XX, the magnetization
is obtained from the approximate spin densities without
further approximation, using Eq. (5); in the case of XX,
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FIG. 5. Same as Fig. 4, but for a triangular lattice.

the magnetization is obtained using Eq. (9), which is an
approximation, even if the density and the (restricted)
Kohn-Sham orbitals were exact.

Figures 2(b) and 3(b) show the exact m,, compared with
unrestricted XX. Again, the linear and triangular lattices be-
have in a similar manner. The exact magnetization is such that,
for small U, the first lattice point is almost fully magnetized,
whereas the second and third lattice points have almost no
magnetization. As U increases, both lattices develop a slightly
antiferromagnetic pattern: For the linear lattice, m;; and m_;
approach % and m, approaches —%; for the triangular lattice
the roles of m, and m,; are reversed. It is interesting to
observe that the localization of the density implies equal site
occupation, but not equal magnetization, even in the case of
the triangular lattice with periodic boundary conditions.

This behavior is reasonably well reproduced by the spin-
unrestricted XX calculations, at least for small U. The agree-
ment is excellent for both lattices up until U ~ 2, but for
stronger interactions the antiferromagnetism is drastically
overestimated: On two lattice points the magnetization ap-
proaches 1 and on the third point it approaches —1. This
demonstrates that an SDFT calculation can produce excellent
total densities and energies, but poor spin densities. This
well-known phenomenon has been observed, for example, in
transition-metal complexes [7,30-32].

Figures 2(c) and 3(c) compare the exact restricted mag-
netization m with XXr. The exact m] is obtained by first
calculating the exact density for a given U, then determining
that potential which, for U = 0, reproduces this density (this

is the exact restricted VJ-KS), and then calculating the restricted
magnetization from this (see Sec. II C for further details of the
inversion procedure).

Comparing m with the exact m, reveals significant dif-
ferences for moderate and high interaction strengths: Mainly,
the antiferromagnetic trend is not reproduced. For the linear
lattice, m; and mZ; approach % instead of % and m, goes to
zero instead of —%. The XXr calculations agree quite well
with the exact m_ for all interaction strengths.

On the triangular lattice, the exact m] approaches a com-
pletely symmetric strongly correlated limit at large U, with
m;; — % for all lattice points. The crossover region exhibits
quite dramatic changes of the behavior of the magnetization,
which has an interesting underlying cause: From U = 2.7
onward, the second and third Kohn-Sham levels become de-
generate, which requires determining the correct linear combi-
nation of the degenerate orbitals to reproduce the exact density
via Eq. (8). The associated magnetization (9) is strongly
affected by this choice of orbital. A similar degeneracy occurs
in the XXr calculations, but only around U =7, and with
no dramatic consequences for the magnetization. Thus, the
agreement between XXr and exact m. is good for small U,
but XXr approaches an asymmetric limit at large U, with
m; — 1. my — 3, and m;3 — 0; incidentally, this happens
to be closer to the exact unrestricted m, than to the exact m_.

The examples discussed here are typical for the behavior
of the inhomogeneous half-filled Hubbard trimer. In general,
XX, in both its spin-restricted and -unrestricted form, per-
forms well as long as the system is weakly correlated, but
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fails for the magnetization at strong correlation. However,
the failures of the restricted and unrestricted XX are of a
qualitatively different nature, providing prime examples of the
two different kinds of errors of (S)DFT, namely, those caused
by approximations of the functionals and those caused by
using approximate densities (density-driven errors) [32-34].
In the following, we will investigate these errors more
closely, looking for ways in which they could possibly be
mitigated.

C. Magnetization density functional

We now construct the functional m;,[n] which produces the
exact magnetization from a given ground-state density, for
the half-filled Hubbard trimer with interaction U. To do this,
we invert the interacting three-body Schrodinger equation on
the three-point lattice (see the Appendix), governed by the
Hamiltonian (11). In other words, we construct the lattice
potential V; that produces a given ground-state density dis-
tribution 7n; (for a given U), and from the solution of the
Schrodinger equation with this potential we obtain the exact
magnetization m;;. This is repeated for all possible density
distributions, which then defines the functional m,[n].

In practice, to determine the potential V; from the density,
we minimize the mean-square deviation of the associated
ground-state density n; from a given target density n’;, using
Powell’s conjugate direction method [35]. This requires only
a moderate computational effort for the systems under study.

The results are shown in Fig. 4 for the linear Hubbard
trimer and in Fig. 5 for the triangle. In the graphic repre-
sentation of m_;[n], n; and n3 are chosen as the two inde-
pendent values of the density; n, follows as np =3 —n; —
n3 and all densities (or site occupations) are constrained to
satisfy 0 < n; < 2. The domain of the functional is there-
fore a square area in n;-n3 space with two triangular re-
gions in the upper right-hand and lower left-hand corners
excluded.

Figures 4 and 5 illustrate the functional m;;[n] on the
three lattice points j = 1, 2, 3 and for five different interaction
strengths U =0, 1,2, 5, 10. The colormaps show that the
range of m;; on the Hubbard lattices is between —% and 1. The
condition m;; + my, + m3 = 1 is always satisfied. However,
the detailed behavior of the magnetization is quite different for
the linear chain (fixed boundary conditions) and the triangle
(periodic boundary conditions).

For the noninteracting case, the magnetization lies be-
tween 0 and 1 on both lattices. As the interaction strength
U increases, the maps generally develop sharper features. In
particular, pockets of negative magnetization begin to appear,
marked by dark blue turning into black. The partial antiferro-
magnetism is thus a generic feature of the half-filled Hubbard
trimer. For the linear lattice, only the magnetization on the
central site can become negative; for the triangular lattice, it
can be negative on either of the three sites.

D. Eliminating the functional error using the exact
magnetization density functional

In Sec. IIB we saw that the approximate Kohn-Sham
calculations are plagued by different kinds of errors. XX

(a) 1 T T T I
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FIG. 6. Magnetization of the (a) linear and (b) triangular lattice
considered in Figs. 2 and 3, respectively, obtained by evaluating the
exact magnetization functional m_;[n] with the self-consistent XX
and XXr total densities.

generally leads to good total energies and densities, but poor
magnetizations. Since the magnetization functional (5) is ex-
act in the unrestricted case, the only reason for the errors in the
magnetization is that the XX spin densities used as input into
Eq. (5) are not sufficiently accurate. This is a clear example
of a density-driven (or, more precisely, spin-density-driven)
error, whereby a (spin-)density functional gives a bad result
because of a bad input [32-34].

XXr, on the other hand, is not very accurate for total densi-
ties (unless U is small) and produces magnetizations of poor
quality using the approximate magnetization functional (9).
Hence, the errors are both density driven and due to a poor
approximation of the magnetization functional, but it is not
clear a priori which is worse.

Let us now eliminate the error due to the wrong magne-
tization functional and focus on the density-driven errors by
themselves. Figure 6 shows the magnetizations of the linear
and triangular lattices (for the same systems considered in
Figs. 2 and 3) which follow from evaluating the exact func-
tional m;[n] with the self-consistent XX and XXr densities.
The spin-unrestricted XX now agrees very well with the exact
magnetization for all interaction strengths, reproducing the
weakly antiferromagnetic behavior in both cases. The spin-
density-driven error is thus clearly the dominant one in XX.

On the other hand, XX, in spite of some improvement,
is still not very close to the exact result, particularly for
interaction strengths greater than U = 2. Overall, the exact
magnetization functional cannot make up for the deficiencies
of the XXr total density. For better agreement, correlation
effects must be included on top of XXr.
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III. CONCLUSION

In the standard SDFT approach to open-shell systems,
the magnetization (or, equivalently, the spin polarization)
is expressed in terms of the spin densities; the latter are
obtained using a spin-unrestricted Kohn-Sham formalism,
which uses the spin densities as two independent vari-
ables. However, according to the Hohenberg-Kohn theorem,
all observable quantities follow in principle from the to-
tal density; an explicitly spin-polarized Kohn-Sham formal-
ism, with two types of orbitals (spin-up and spin-down), is
therefore, in principle, unnecessary. This could reduce the
computational effort of such systems by half. Of course,
the reason that SDFT is almost always preferred over DFT
is that it is much easier to construct accurate approxima-
tions due to the flexibility that is afforded by having two
independent variables. Nevertheless, the point of principle
remains.

Here we have constructed and analyzed the exact den-
sity functional of the magnetization, m.[n], for two simple
model systems, the half-filled Hubbard trimer with fixed
and periodic boundary conditions (chain and triangle). The
functional is rather smooth for small interactions strengths
U, but acquires more sharp features in the strongly cor-
related limit, where the system tends towards a partial
antiferromagnetism.

Two approximations were tested: spin-unrestricted and
spin-restricted exact exchange. As expected, XX performs
much better, giving very good total energies and densities,
but fails to reproduce the correct magnetization for moderate
and strong interactions. The error thus clearly lies in the
individual spin densities, as demonstrated by plugging the
XX total density into the exact magnetization functional.
On the other hand, XXr fails as soon as the system is no
longer weakly interacting, which leads to poor energies, den-
sities, and (restricted) magnetization. This is not surprising,
based on what is known from other test cases such as the
half-filled Hubbard dimer. The exact magnetization func-
tional is unable to provide a cure for the shortcomings of
XXr.

The case study discussed in this paper thus provides a po-
tentially valuable proof of principle for (S)DFT. Many of to-
day’s popular xc functionals are not optimized to produce the
best spin densities, but focus more on total energies and total
densities. This can be problematic if explicitly spin-dependent
observables are of interest, such as electron paramagnetic
resonance parameters [31]. The construction of explicit (but
approximate) magnetization functionals depending on total
densities may therefore be a worthwhile effort. The example
of the half-filled Hubbard trimer has shown that this can lead
to quite significant improvements.

How should one go about finding an approximate magneti-
zation functional for real materials such as atoms, molecules,
or solids? A possible strategy would be to come up with
a mathematically sufficiently flexible expression, with a
nonlocal-density dependence and proper homogeneous and
one-electron limits, that contains a number of parameters
which would then be fitted using a small training set of open-
shell systems. This task could perhaps be efficiently carried
out with the help of machine learning [36].
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APPENDIX: EXACT DIAGONALIZATION OF THE
HALF-FILLED HUBBARD TRIMER IN A
MAGNETIC FIELD

This Appendix gives technical details on the numerical
solution of the half-filled Hubbard trimer in the presence
of arbitrary scalar potentials and magnetic fields (acting as
Zeeman terms on the spins only).

Consider three interacting electrons on a three-point lattice,
with sites 1, 2, and 3, arranged along a line (nonperiodic
boundary conditions) or as a triangle (periodic boundary
conditions). The scalar potential on the three lattice sites is
denoted by V; » 3 and the magnetic field is denoted by B 7 3.
The general three-particle Schrodinger equation reads

3 3
Y AT+ V@) +BG) -6+ Y WG, j) {W(1,2,3)

i=1 i<j

=HW(1,2,3) = Ex W (1,2, 3), (A1)
where T'(i) is the kinetic-energy operator acting on the ith
electron (here nearest-neighbor hopping with amplitude ¢),
V(i) and ﬁ(i) are the scalar potential and magnetic field
experienced by the ith electron, 6(i) is the vector of Pauli
matrices acting on the spin of the ith electron, and W(i, j)is
the interaction between the ith and jth electron (here on-site
interaction with strength U).

The wave functions W, (1, 2, 3) can be expanded in a basis
of Slater determinants {,,(1, 2, 3)}:

W (1,2,3) = chkwn(l, 2,3). (A2)

The expansion coefficients c,; and the energies Ej follow from
diagonalization of the Hamiltonian matrix H,

H¢, = E; ¢, (A3)
where the elements of the 20 x 20 matrix H are given by
(ﬁ Ymn = (1//m|1-7 [¥,) [H is the full three-electron Hamilto-
nian of Eq. (A1)]. The individual parts of the Hamiltonian ma-
trix <I:j>m,n = <T>m,n + (V>m,n + <B)m,n + <W>m,n will now be
derived.

For a three-point lattice, our basis consists of 20 Slater
determinants, as schematically illustrated in Fig. 7. Each
Slater determinant is an eigenfunction of S (spin along the
z axis), but not necessarily of S? (total spin): The first 18
Slater determinants ¥;—r1g have S, = :I:% and the last two
determinants 19 and v have S, = j:%. By suitable linear
combination of the 1,,, one can form 4 quartet wave functions
(with § = %) and 16 doublet wave functions (with S = %).
These could be used as an alternative basis to diagonalize H,
but the derivation of the associated Hamiltonian matrix would
be more cumbersome.
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FIG. 7. Schematic representation of the basis functions for three electrons on a three-site lattice.

The space parts of the Slater determinants are constructed
using the single-particle basis functions

1 0 0
pr=10]. =1}, ¢»=10 (A4)
0 0 1

The column vector notation refers to the three-site lattice,
i.e., the components of ¢; ;3 denote the value of the wave
functions on lattice sites 1, 2, and 3. The Slater determinants
can then be explicitly written down; for instance,

pr(Da(l)  e1(2D)a2)  @i1(3)a(3)
V1(1,2,3) = |p(DB) - 92(2)B2)  92(3)B3)|, (A5)
p3(DAA)  @3(D)B2)  93(3)BA3)

and similarly for all other 1, where « and B are up- and
down-spinors.

In this notation, the scalar potential operator acting on the
ith electron is given by

vi 0 0
Vio=[0 V» 0] 600), (A6)
0 0 W

1
where the subscript i means that the 3 x 3 matrix acts on
¢123(i) and 6p(i) is the 2 x 2 unit matrix (acting on the
«a and B spinors of the ith electron). We now abbreviate
V =V(1)+V(2)+V(3) and we define the other elements
of the three-electron Hamiltonian H =T +V +B -6 + W in
an analogous manner.

It is easy to see that only the diagonal matrix elements of
the scalar potential operator are nonzero and we have

== V)ese=Vi+Va+ V3,
(V)77 = (V)izas =2Vi + Vs,

(V)gg = (V)ia1s =2Vi + V3,

(VYoo = (V)isis = Vi +2V5,

v

The kinetic-energy operator depends on the boundary con-
ditions. In general, we can write

0 -t -1
ToH=|-t 0 t | 6000, (A7)
—t, —t 0 ;

where t, = 0 for the linear chain and 7, =t for the triangle
with periodic boundary conditions.

The only nonzero kinetic energy matrix elements are those
that correspond to a single hopping event, without spin flip,
namely,

(Ty7=Thi=1t, (Ths= ()=t

(T)2s = (T)o10 = (T)or1 =1, (T)ro=1,

(Tys7=(T)30=—ty, (T)30=-t, (T)311=t,
(Tyars = (T)ans = —tp, (T)a1a = (T)a16 = —,
(T)saa = (T)sn6 = (T)sa7 =1, (T)s15 = —t,
(TYes = (T)e1s =tp, (T)eas=t, (T)e17=—t,

(Tyrs=t, (T)70=—t, (T)g11=—tp,

(TYo10 = ~tp, (T)1012 = (T)1112 = —1,
(Thsaa=t, (Dizis=—t, (D= —tp,

(

(TYisi6 = —tp, (T)ieas = (T)17.18 = —t.

The matrix elements in the lower triangle follow from the
Hermiticity of the Hamiltonian matrix, i.e., (T )., = (T )n.m-
The only nonvanishing matrix elements of the on-site

interaction are the diagonal elements
Whyg=--=Whgis=U.

The Zeeman terms in the Hamiltonian are given by

B, 0 0
BGi)-6)=[0 B, 0 - 6(). (A8)
0 0 Bs(i)

We define B, = 37, B.(i)6,(i) and similarly for y and z.
For the z components, only the diagonal matrix elements are
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nonzero and we get immediately

(B)i1 = B —Bo —Bs,  (B)ay=—Ba+Ba—Ba,
(B.)33=—B, —Bp+Bs, (B.)ssa=—B.+B,+Bs,
(B.)ss =B.i —Ba+Bs, (B.es =B +B,y—Ba,
(B.)7.7 = (B:)1212 = =B,  (B.)ss = (B.)10.,10 = —Ba,
(B)oo = (B:)ii1 = —Ba.  (B:)iz13 = (B:)1s.1s = Ba,
(B)14.14 = (B:)16.16 = B3, (B)1sis = (B)17.17 = By,
(B)19.19 = —B;1 =B, — B3, (B z>20,20 =B, + Bx + Bs.

For the x and y components, we collect all the spin flips.
Defining B+ ; = By; = iBy; for the jth lattice site, we get

>
>

(B, +éy>15 =By3, (Bx+By)i6=By,

(By +B))119 =B_1, (B.+B,)24=B3,

(B, + Ay>2,6 =By, (B.+ B9 =B,
(By+ B))34 = Bia, (Bi+By)3s =By,

(Bi+By)s10 = B3, (Bi+By)azo = B,
(By + B))s2 = Bia,  (Bi+By)ep0 = B3,
(By + By)7.13 = B1a,  (Bx + By)s.14 = Bys,
(B + By)o1s = Bi1,  (Bc+ By)i0.16 = By,
(By +B))11.17 = B+1,  (Bi+ B))12.15 = Bia.

The matrix elements in the lower triangle follow directly as
(Ex +é»>m = <B + B >nm

From the eigenvectors of Eq. (A3), we obtain the
spin-density matrix from the following formula (dropping

the index k):
20
n(1) =" el Y o apin[¥n(l, 2, 3)¥,5(1,2,3)].
n,m=1

(sp;lce)
(A9)
The final result is

npy = leiler + lealPex + leslPes + leal* (92 + ¢3)
+lesP (@1 + 93) + lesl* (01 + 92) + 7P
+lesPor + logl @2 + lewolPe2 + lenl*es
+lenles + lesl (1 + 92) + leal (o1 + ¢3)
HeisPP (@1 +¢2) + lews* (92 + ¢3) + e[ (@1 + ¢3)
+lewsl* (@2 + @3) + el (@1 + @2 + 93),

nyy = leiP(@2 +93) + lealP (o1 + @3) + lesl (91 + ¢2)
+lealPe1 + lesl* @2 + lesl* @3 + le71* (@1 + ¢2)
Fles (@1 + @3) + leol* (@1 + 92) + lero* (92 + ¢3)
+lenP(er + @3) + el (2 + ¢3)
+leizlPor + lewaler + leisl*2 + leisl*e2 + ler7 2o
+leis*@3 + leol (1 + @2 + @3),

Ny = C1C1o91 + C2CT9P2 + C3CT9P3 + CaC5 03 + C4Ci 2

* * * * *
+csc3¢91 + ¢5C193 4+ c6C1 @2 + CeCr 1 + C13¢7¢2

* * * *
+ciacg@s + cisco@r + CcieClp@s + C17¢] @1 + C18¢], 92

* * *
Fca0C4P1 + C20C502 + C20C93,

nyy =ny,.

From this, one obtains the density as n = ny4 + ny and the x,
v, and z components of the magnetization as m, = n4| +ny,
my = i(ny) —nyp), and m; = nyy —nyy.
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