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Differential cross sections for scattering of 300—500-keV H+, He+, and Li+ on selenium
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Differential cross sections for scattering of 300-500-keV H+, He+, and Li+ through 3-15' have been
0

measured. The targets were 300-9000-A-thick vacuum-deposited, self-supporting selenium foils. An

empirical extrapolation procedure was used to correct for the influence of multiple scattering. The cross

sections obtained agree well with the Thomas-Fermi theory, both with regard to scaling and to absolute

magnitude.

INTRODUCTION

The diffexential cross sections for scattering of
light ions on atoms have been the subject of study
for some years. It was recently shown that the
application of an empirical correction for multiple
scattering allowed the use of solid target foils in
measurements of such cross sections for impact
parameters corresponding to a weak screening of
the Coulomb interaction. ' The method was applied
to the study of scattering of 300-2000-keV H+ and
300-500-keV He' and Li' ions on gold. As argued
below, it is of interest to perform measurements
also on a lighter material, and selenium was chos-
en mainly because vacuum-deposited target foils
of this material with a wide range of thicknesses
are rathex easy to obtain.

Differential atomic-collision cross sections
based on a Thomas-Fermi (TF) calculation were
obtained by Lindhard et al.' They showed that the
cross section to a good approximation could be
written as

In Ref. 2, for example, the results of a numerical
calculation of f(t'~') for qr equal to the TF screen-
ing function for a neutral atom were presented.
Equation (1) implies that cross sections for all
energies, projectiles, targets, and scattering
angles may be scaled together into a universal re-
duced cross section f(t'~').

The experimental results of Ref. 1 showed the
TF scaling to work very well for gold as the target
matexial for the t'~ region investigated there
(t' '&0.5). The absolute value of fwas slightly
larger than calculated from the TF screening func-
tion for 0.5& t'~'& 1.5, whereas the TF theory and
experiment agreed within the experimental uncer-
tainty for t'~'& 1.5.

As mentioned above, all results repoxted in Ref.
1 were obtained on gold targets. As Eq. (1) also
implies a scaling with respect to variation of Z„
we also found it desirable to perform measure-
ments on a lighter target material. Results ob-
tained on selenium targets with 300-500-keV H',
He', and Li' scattered through 3-15'will be pre-
sented here.

where

a = 0. 885a[ Z'~' +Z'~'] '~',

t =e'sin'(8/2),

e =z[M,a/(j(f, +M, )z,z, e'] .

(2)

(8)

(4)

Equations (1)-(4) define the TF screening radius
a, the reduced cross section f, and the dimension-
less, reduced enexgy c; here a, is the Bohr radius
of the hydrogen atom; E, M„M„Z„and Z, are
projectile energy, mass, and atomic number of
projectile and target material, respectively; 8 is
the c.m. scattering angle.

The function f(t' ') is determined via the choice
of the screening function y(r/a) in the interaction
potential

1'(~)=(Z,Z, e'/~)q (r/a).

RESULTS AND DISCUSSION

The experimental technique is identical to the
one described in Ref. 1 and will only be briefly
mentioned here. The intensity of the scattered
beam is measured by means of a surface-barrier
detector with a small aperture. This detector may
be continuously moved through the unscattered
beam out to a scattering angle of 15'. Thus the po-
sition of the multiple-scattering distribution is
known and the scattering angle may be accurately
determined (0.05') from the geometry of the setup.
Beam normalization is obtained with another de-
tector fixed at approximately 45 scattexing angle.

If it is possible to measure the yield for one
projectile, one energy, and one scattering angle,
where the cross section may be assumed to be
known and where multiple scattering (see below) is
assumed to have no appreciable influence, then this
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yield may be used to evaluate the target thickness.
Such a measurement is performed with 500-keV
protons scattered through 15'. With selenium as
the target, this particular scattering corresponds
to t' '=18. Here, the theoretical. cross section is
only 2% below the Rutherford cross section and

may be assumed to be known accurately enough for
normalization purposes. As may be easily seen
from the data presented below, the influence of
multiple scattering is negligible. Strictly speak-
ing, all cross sections are thus measured relative
to the cross section for scattering of 500-keV pro-
tons through 15'.

The selenium foils are made by vacuum deposi-
tion. Homogeneous, self-supporting foils of thick-
nesses 300-9000 A are easily obtained by this
method. Because of the high vapor pressure at
rather low temperatures, the foils will tolerate
only a very weak beam, but we never needed to
work with currents exceeding 10 "A.

The target-crystal structure is not expected to
influence the scattering yield. The foils were in-
vestigated by transmission-electron microscopy
and electron diffraction. Only a few grain bound-
aries could be discerned in the electron micro-
scope, although rather sharp diffraction rings were
seen. It was concluded that the foils were nearly
amorphous, although their red color implied the
monoclinic crystal structure with 32 atoms in the
unit cell. Even such a structure is not expected to
give rise to a large amount of correlated scatter-

ing. The fact that the targets behaved as though
they consisted of randomly distributed Se atoms
with respect to ion scattering is strongly support-
ed by recent measurements of multiple-scattering
distributions. Such distributions are very sensi-
tive to correlated scattering in a simple crystal
structure, 'but in selenium the shape and the width
of the distributions agreed with the theory apply-
ing to a random target. 4

The main problem with the type of cross-section
measurements used here is corrections for multi-
ple scattering. The measurements do not directly
yield f(t'~') but yield rather a thickness;dependent
reduced scattering yield f(f'~'). If f is depicted as
a function of thickness for a fixed value of t' ',
extrapolation to zero-thickness yields f (f'~'). This
extrapolation procedure was discussed in some de-
tail in Ref. i. Quantitative theoretical support for
the method has been obtained in the meantime;
hence the method will be further discussed here.

Examples of the raw data (corrected for energy
loss of the projectiles while passing through the
target) are shown in Figs. I and 2. These figures
show f (f'~') with the target thickness as a param-
eter for 500-keV H' and Li' as projectiles. The
thickness dependence of f is clearly seen. For a
given thickness, smooth curves are drawn through
the measured points, and values of f are read from
these curves for a number of different t' '. The
f values obtained from the data of Figs. I and 2 are
shown in Figs. 3 and 4 as a function of thickness
with t' ' as a parameter. The curves in Fig. 3 are
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FIG. 1. Reduced scattering yields 3(tt t) for the scat-
tering of 500-keV 0' on self-supporting selenium foils.
The measured scattering yieMs are influenced by multi-
ple scattering. The reduced scattering cross sections
f(& 2) may be obtained from the above data by extrapolat-
ing to zero thickness. In conversion from atoms/cm2 to
A, a density of 4.8 g/cm was used for all experimental
as well. as for the theoretical data.
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FIG. 2. Reduced scattering yields j(tt ) for the scat-
tering of 500-keV Li+ on selenium. As in the data of
Fig. 1, the reduced yields are strongly influenced by
multiple scattering, and the foil thicknesses are given
as parameters.
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rather well defined, while those in Fig. 4 may look
somewhat more dubious. It should, however, still
be possible to perform the extrapolations with a
fair accuracy.

To support the extrapolation procedure, we have
compared our results with theoretical curves. The
raw data in Figs. 1 and 2 may, of course, be re-
garded as representing the tails of multiple-scat-
tering distributions. Thus, the data may also be
compared to theoretical predictions of such multi-
ple-scattering distributions. The basis of this
comparison is the classical theory of multiple
scattering in a TF potential as developed by Mey-
er4 and recently by Sigmund and Winterbon' (the
latter presented extensive. tabulations of the distri-
butions applying also to the tails). To use these
tabulations, a screening parameter a must be chos-
en. As measurements of multiple-scattering dis-
tributions of light ions in Se films' agree very well
with theory when the screening parameter (2) is
used, we chose the same value. From the tabula-
tions, we have obtained theoretical extrapolation
curves, which are shown as dashed lines in Figs.
3 and 4.

It is seen that the theoretical curves extrapolate
to zero thickness with the same slope as the ex-
perimental ones. This slope to a first approxima-
tion determines the size of the multiple-scattering
correction for any given t' ' and for small thick-
nesses. The disparities in curvature and magni-
tude between theoretical and experimental f (t'~')
curves are probably caused by the approximations
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FIG. 4. Empirical correction for multiple scattering
performed on the data of Fig. 2. The extrapolation to
zero thickness is somewhat uncertain, but good support
is gained from the theoretical extrapolation curves
based on the computations of Sigmund and Winterbon
(Ref. 5). As in Fig. 3, the TF values of f(t ) belonging
to selected values of t~~2 are shown.

and corrections involved. The calculated values of
Sigmund and Winterbon are seen to extrapolate to
f(t't') values slightly below those predicted by the
TF theory. This is owing to the fact that they used
an analytical approximation to the Thomas-Fermi
f(t'~') curve' which, for the values of t't' used
here, yields a slightly too low f(t' '). The rather
large deviations between theoretical and experi-
mental f(t'~') curves observed at large thicknesses
might be due to the fact that here the energy losses of
the ions are not negligible. To calculate the t' '
values, we corrected for energy loss, using the
mean energy of the ion as it penetrates the target.0.1 0 I I I I
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FIG. 3. Empirical correction for multiple scattering

of the data of Fig. 1. For fixed values of t~t2, f(t~tt) is
shown as a function of target thickness. The dashed
curves are obtained from theoretical distributions (Ref.
5) based on an analytical approximation to the Thomas-
Fermi f(t ) (Ref. 6). Some f(t ) values calculated by
the method of Lindhard et al. (Ref. 2) are indicated on
the axis.
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FIG. 5. Reduced differential cross section f (t ) for
scattering of 300-500 keV H', He+, and Li+ on selenium.
All data are corrected for the influence of multiple scat-
tering. Curves belonging to Rutherford (RUTH) and
Thomas-Fermi (TF) cross sections are also indicated.

DIFFERENTIAL CROSS SECTIONS FOR SCATTERING OF. . .
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The stopping powers wexe taken from the work of
Northcliffe and Schilling. ' In extreme cases, the
total energy loss is as high as 50%%uo of the incident
energy. As the energy losses are assumed to be
negligible within the multiple-scattering theory,
this theory is not directly comparable to experi-
mental measurements where very thick foils are
used. A possible inaccuracy of the stopping power
has very little influence on the results for small
target thicknesses. Furthermore, the multiple-
scattering calculations demand that the absolute
scattering angles be small. In the tails of the dis-
tributions considered here, the angle is -15'.
However, this was seen to give no deviations be-
tween theoretical and experimental multiple-scat-
tering distributions of heavier ions, as presented
in Ref. 3.

The f(t'~') values extrapolated according to the
above procedure are shown in Fig. 5 together with
curves belonging to the unscreened Coulomb and
TF potentials. Firstly, the scaling rules are seen
to be extremely well obeyed. Different energies
as well as projectiles scale together. Secondly,
the absolute value fits the TF theory rather well,
but below t' '-2, the experimental points are

slightly above the theoretical curve. All of this is
in good agreement with the results of Ref. 1.

Our measurements are also in agreement with
the large-angle scattering work of van Wijngaarden
etal. ' on goM, as discussed in Ref. 1. Further-
more, agreement is found with the very limited
amount of data published on noble-gas targets. '"
Recently, van Wijngaarden and Baylis" published
results on scattering in mercury vapor. Although
this work to some extent overlaps ours in the
choice of t'~' values, it is not possible to draw any
conclusions with regard to a g, scaling because
they normalized to TF theory at t'~'=2.

It may be concluded that the TF scaling in the
form of a universal f(t'~') curve is seen to work
very well for light projectiles and t'~'& 1. This
holds for both intermediate and heavy targets. No
extensive test has so far been carried out with
heavy projectiles in the above range of t
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