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Comparison of H& theory anti experiment at electron tlensities near 10" cm '~
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Theoretical H& profiles by Vidal, Cooper, and Smith (VCS) and by Kepple and Griem (KG),
convolved with the appropriate Doppler and instrument widths, have been compared to experimental

H& profiles obtained over the electron density range 4 X 10". & n, & 2 g 10" cm '. The data were

taken in a laminar argon plasmajet seeded with up to 1% H, . Electron and atom temperatures were
—8 p 10' and —6 X 10' K, respectively. Independent determinations of n, were based on Stark-shift

measurements of the 7273-A Ar i line using a Fabry-Perot interferometer. Experimental H& profiles

were compared to theory by fitting the logarithms of the intensity by least squares while maintaining

profile area normalization to obtain "best-fit" values for n, . A log fit electively deweights the points

near the -line center, where the theoretical accuracy is poor, and thus, compared to a linear Ait, yields

n, 's in better agreement with the independently determined n, 's. For a given theory, no statistically

significant difference was observed between values of n, obtained using log-proAile fitting and half-

widths over the n, range examined —for both methods, n, (Ha)ln, (7273-A Ar t) = 0.89 + 0.20 and

0.80 + 0.20 for VCS and KG theories, respectively. However, n, 's obtained using the two methods do
not necessarily agree on a point-by-point basis. Finally, recent theoretical profiles including ion dynamic

effects calculated by Cooper, Smith, and Vidal have been compared to our experimental profiles. Al-
though improved agreement is noted in the vicinity of the line center (shallower theoretical dip-depth),

the best-. At n, 's are —10% lower than from VCS theory neglecting ion dynamics.

I. INTRODUCTION

The shape of the hydrogen Balmer line Hs has
been widely used and/or investigated as an elec-
trotl density (tt, ) diagriostic ln plasmas (for ex-
ample, see Refs. 1-9). The accuracy of the two
most widely used theories for this line [Vidai-
Cooper-Smith (VCS) and Keppie-Grlem (KG)], at
n, & 10'ecm ', has been confirmed to within 5-10/0
by %iese et al.e In addition to their own detailed
mall-stabilized arc study, they have performed an
exhaustive survey of other published data. Vidal
eI, a&.' indicate that theoretical accuracy should
improve to no worse than +501 for z, ~10's cm 3

Published research in this latter electron den-
sity range is limited. Peacock et al.7 have used a
rapid-sean Fabry-Perot interferometer (FPI), to
determine the H8 line profile at various times
during the afterglow decay of a &-pinch plasma
viewed end on. Electron densities, as determined
by several independent methods, were compared
to Griem-Kolb&henta (GKS II) theory over the ex-
perimental range 10'~ & n, & 10'~. Typical data
scatter was about + 25+, with experimental un-
certainties increasing toward the lower n, ' s
because of increasing Doppler contribution and
increasing noise. In addition, thei, r comparisons
to theory were based on linewidth measurements,
a procedure of questionable validity. '0

Burgess and Cairns, ' in a study similar to

that of Peacock et a&. ,
~ found that although H~ and

laser interferometer measurements agreed to
within experimental error, the H~ results were
consistently below the interferometer results by
roughly 10/0. Burgess and Mahon, e also employ-
ing a ~-pinch discharge, in pure hydrogen and in
a 99.99%-He-0.01",g-Ha mixture, reconstructed the

Ha line profile at &, =10"cm ' for direct compar-
ison to the theoretical line profile. They observed
significant errors in KG theory (no comparison
was made to VCS) in the line center in both the
pure-hydrogen and helium-hydrogen plasmas, but
concluded that general agreement in the line wings
was excellent if the experimental and theoretical
profiles were area normalized. For the case of
the pure-hydrogen plasma, large corrections for
self-absorption were required; hence, although
the corrected experimental HB profile appeared to
match the normalized theoretical profile in the
wings, the agreement may be spurious. For the
seeded helium plasma, the experimental H~ pro-
file appears to deviate by up to 3 in the wings;
hence, the claimed agreement between KG theory
and the experiment in the line wings would not
appear to be justified.

Thus, it appears there has been no adequate
test of either VCS or KG theory at n, =10"cm '.
In this paper, data obtained on a hydrogen-seeded
argon plasmajet operating in the range 4x10'~
& n, & 2X 10"cm ' are presented for such a test.
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In addition to these results, data based on an

analysis of H~ line profiles obtained by Chester
and Bengtson" in a &-pinch discharge over the
range 2.8x10"- &, ~8.0x10" cm ' are presented.
A single result based on the Hs profile from the
seeded helium plasma of Burgess and Mahon is
also included.

It should be noted that most previous authors
made comparisons between experiment and theory
at the independently measured electron densities,
instead of using comparisons between experiment
and theory in some best-fit least-squares sense
to obtain electron density. " The former case is
perhaps of greater interest to theoreticians in
further development of the theory; the latter
approach is of greater interest to those who wish
to use the theory in conducting plasma diagnostics.
Here, results are presented from both points of
view.

II. EXPERIMENT

The plasma source for the present study was a
Plasmadyne arc heater operated between 1000-
and 2000-A dc depending on the desired electron
density. A contoured convergent-divergent nozzle
of exit diameter 3.18 cm was used to produce a
radially symmetric, parallel, field-free plasma.
Exit velocities were typically 3.0&&10' cm/sec.
Measurements were conducted 3.2-cm downstream
of the nozzle exit after a prior investigation dem-
onstrated that axial gradients were negligible.
Test-chamber pressures between 8.5 and 18 torr,
depending on plasmajet operating conditions,
were balanced with nozzle-exit pressures so as
to prevent shock formation in the flow.

A small amount of hydrogen, 0.15 to 1~/0 by vol-
ume, was mixed with the argon working gas up-
stream of the arc heater. Argon flow rates were
typically 1.8 to 4.0 g/sec. In all cases the seed
ratios were sufficient to yield peak H~-line signal-
to-noise ratios of better than 50:1. With no hydro-
gen flow, the spectrum in the vicinity of HB was
devoid of any structure other than a constant con-
tinuum attributable to argon, and a very weak Hq

line, due to the ~0.01~$ water-vapor impurity in

the bottled argon gas used.
Figure 1 shows a schematic of the experimental

system. The jet was viewed at 6 =56.5' (a conven-
ient angle for Doppler-shift measurements) through
a schlieren quality window by a scanning mirror.
This mirror was driven about a horizontal axis
by a reversible synchronous motor to produce lat-
eral scans of the jet. Data acquisition was auto-
mated so as to minimize data recording time and
human error. The data were recorded directly on
magnetic tape by a Honeywell DDP116 computer
which was synchronized with the experiment.

A. H& measurements
l

The H~ line profiles were investigated using the
by-pass beam, "BPB (interferometer blocked off),

3to the &-m Czerny-Turner monochromator. En-
trance and exit slit widths were 20 pm, which pro-
duced a nearly Gaussian instrument function (full
half-width of 0.28 A). A spatial resolution in
the je$ of about 0.8 mm was obtained by limiting
the vertical height of the entrance slit to 0.4 mm.
A cooled, electrostatically and magnetically shield-
ed EMI 9658R photomultiplier (S-20 spectral res-
ponse) served as the radiation detector.

The data acquisition and reduction procedures
were similar to those used by Popenoe and Shu-
maker. ' Typically, 50 lateral scans of the jet
were taken at fixed wavelengths separated by 0.215

During an arc traversal, 120 intensities were
recorded at 14 msec intervals, corresponding to
spatial separations of. 0.0254 cm. The continuum
background was approximated by taking two op-
positely directed lateral scans of the jet at a wave-
length -12 A from the line center (measurement of
the continuum at a wavelength + 12 A from the line
center agreed to within a few percent). The data
were subtracted, point by point, from all the data
recorded in the same scan direction for the line
plus continuum.

The center of the spatial intensity distribution
was determined, and the data were folded about
that centerline, smoothed and inverted by the Abel
method to radial distributions as is common in axi-
symmetric arc work. ' '" Porter's method" was
used for performing the Abel inversion. In the
numerical smoothing routine, a tolerance of 2 jg

of the peak intensity was applied. Varying the tol-
erance over the range 0.25 to 4.0jo resulted in less
than a, 1~& effect on the values of , obtained by
profile fitting (described in Sec. III) for most radii.
Figure 2 shows an example of typical Hg data be-
fore and after invasion. (The slight peak at & =0
is due to inversion inaccuracies. ) The line pro-
file at each radial point was assembled by collect-
ing the appropriate data from each of the wave-
lengths investigated. Figure 3 shows a typical Hs
line profile.

B. Independent n, measurements

Independent electron density determinations for
0

the flow were based on 7273-A Art Stark-shift mea-
surements. The Stark-shift parameter & (the shift
in A per electron e) employed for the 7273-A Ari
line was based on line-shift data obtained by Evans
and Marchand" using a free-burning arc (0.5 to
3.0 atm), and on recent theoretical calculations
by Barnard. ' Evans and Marchand obtained 4 = 3.9
x 10 "A/e over the range 6.0X10" to 5 X 10"
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FIG. 1. Schematic of the
experimental system. (L,
lens; M, plane front-sur-
face mirror; D. F, plane
dichroic filter; BPB, by-
pass beam. )

cm ', at electron temperatures of 12000-16000
K. Their data, shown in Fig. 4, have typically an
uncertainty of about + 10$. Barnard included
Debye shielding effects and both upper- and lower-
state perturbations, and obtained 4.1X10 ' d-
3.9 x 10 ~8 Age over the same T, and ~, ranges
(By contrast, Griem, 20 neglecting lower-state per-
turbations, obtained 8.1x10 "A/e for the 7273-A
Ar l line. ) Barnard's calculations, for which no
error estimates are given, indicate that d decreas-
es slightly with increasing T, and &, over the
ranges 0.8&&10 ~ T, - 1.6X10' K, 10x4 &

e 5 10

cm '. In view of the agreement between experi-
ment and theory over the experimental range not-
ed above, the average of the experimental & values
and Barnard's predicted dependence of d on T, and

n, have been used to obtain d=4. 1x10 '8 Age for
the present experiment, for which 7&&10' T, ~ 9
x 10 K, 4 x 10 ' ~ n, ~ 2 x 10" cm '.
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FIG. 2. Lateral and radial distributions (before and
after inversion) of relative H& intensity at A, = -0.7 A
from the line center in a 2000-A argon plasmajet
seeded with 0.15% H2.

FIG. 3. Typical experimental HB line profile, in re-
lative intensity units, for a 2000-A argon plasmajet
seeded with 0.15% H2, at an independently measured
electron density of (1.64 +0.30) x10 cm . Broken
lines, VCS (n~=1.57x10 cm 3) and KG (n, =1.44x10
cm 3) best logarithmic fit; solid lines, VCS (n~=1.34
x10 cm ) and KG (n~=1.23x10 5 cm ) best linear fit.
Theoretical profiles have been convolved with an instru-
ment and Doppler profile of total width 0.39 A.. Radial
position is ~=0.508 em.
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A Fabry-Perot interferometer (FP1) was used to
obtain the high spectral resolution required for the
shift measurements. The FPI plates were en-
closed in an invar holder of 55-mm clear aperture;
this holder was mounted in a thick-walled brass
cylinder which could be evacuated and which per-
mitted external adjustment of the plate parallelism.
To isolate the FPI from possible temperature var-
iations over typical run times (10-20 min), the
assembly was enclosed in an insulated chamber.
The parameters describing the FPI are presented
in Table I.

The center of the interference pattern of the jet
radiation was focused on a 400-pm-diam pinhole
that served as the entrance aperture for the mon-
ochromator (BPB blocked). With an exit slit width
of 400 pm, the monochromator provided a total
spectral bandpass of about 5 A which served to
eliminate unwanted spectral lines. Radiation from
higher orders from the 1200-lines/mm grating
was removed with a high-pass optical filter.

In the manner of Jacquinot and Dufour, ' spectral
scanning was controlled by varying the pressure
(and thus the index of refraction) of the argon gas
in the FPI housing. The pressure was measured
with a precision strain-gage transducer and re-
corded on the data tape, with direct readout also
available on one channel of a two-pen strip chart
recorder. These pressures were converted to

o

wavelengths by scanning the Ar I 7272.94-A line
from an argon Geissler tube (calibration lamp) lo-
cated in the collimated beam inside the insulated
chamber. This permanent position of the calibra-
tion lamp avoided the problem of repositioning the
lamp at the aperture prior to each run, and the re-
sulting wavelength variations due to variations in

2. 0

the lamp position. This uncollimated illumination
of the FPI, however, results in a net line shift of
the calibration line that must be measured. Thus,
the wavelength emitted by the calibration lamp was
compared to that of a variable-pressure argon dis-
charge tube, positioned at the aperture, over a
range 1-30 torr. The gas temperature in the var-
iable-pressure lamp was measured with an elec-
trically- floating thermocouple located on the dis-
charge axis. At each of seven different pressures,
the emission line was scanned twice with the FPI,
and the profile intensities were recorded. Simi-
larly, a total of eight scans of the calibration
lamp were made before and after recording the
variable-pressure data. All line profiles were
least-squares fitted to a Voigt profile whose
(small) Doppler component at the calibration wave-
length corresponded to the measured gas temper-
ature. The wavelengths of the resulting line cen-
ters, relative to the calibration lamp, are shown
as a function of argon number density in Fig. 5 for
a typical calibration run. An average intercept of
-0.0016 A, with a maximum deviation 9f 0.0003 A,
was obtained from seven calibration runs taken
over a period of several weeks.

The optical system employed a technique des-
cribed by Aeschliman and Hill" to measure both
the Doppler and Stark shifts. A spherical mirror
(see Fig. 1) is oriented in the test chamber with
its optical axis coincident with the optical axis of
the interferometer and with its center of curvature
at the centerline of the flow. Blue-shifted radia-
tion returned by the spherical mirror is periodi-
cally chopped; thus, both Doppler red- and blue-
shifted line profiles are recorded in one spectral
scan.

In a manner similar to that used to obtain the
H8 intensities, lateral scans were t@ken for typi-
cally 30 wavelength increments throughout one

1.6 TABLE I. FPI parameters Q =7273 A).

oW
1.2

Vl

0
0 1 2 3 4

ELECTRON NUMBER OENSITY, ne l10 cm

Diameter

Clear aperture

Thickness

Flatness

Wedge

Coating

Spac ing

Ref lectivity

Transmission

60.0 mm

55.0 mm

15.0 mm

A,/200

0.5

Multilayer dielectric

10.36 mm

&99%

0.2%

FIG. 4. Stark shift of the 7273-A Ar 1 line versus elec-
tron density in a free-burning arc over the ranges 0.6
x10 ~~ n, ~5x10~~ cm, 1.2x10 ~T ~1.6x10 K. Data
are from Ref. 18.

Measured finesse 66

focal length (see Fig. 1) 330 mm
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free spectral range (0.255 A at 7273 A}; 120 inten-
sities were recorded per scan across the jet.
These data consisted of alternating chopper-closed
(red-shifted} and chopper-open (superposed red-
and blue-shifted) intensity values. The data were
interpolated, subtracted appropriately, folded
about the jet axis, smoothed and inverted by the
Abel method to obtain radial distributions. The re-
sulting Doppler red-shifted and blue-s'hifted spec-
tral lines were reconstructed at each radial point
and are shown in Fig. 6. The midpoint between
the red-shifted and blue-shifted line centers is the
wavelength of the Stark-shifted line. The Stark
shift is the difference between the midpoint wave-
length and the corrected wavelength of the line
from the calibration lamp decreased by a small
amount proportional to the argon-atom number
density in the jet. Systematic uncertainty in Stark-
shift measurement from all sources of error is
estimated to be & +0.0005 A. For the conditions
of this experiment, this uncertainty leads to pos-
sible systematic errors in electron density of
5-1IPp.

To increase the accuracy of locating the mid-
point wavelength, both the red-shifted and blue-
shifted lines were fitted, in a least-squares sense,
with a theoretical Gaussian line profile given by

g& = 2(1+2/w)"'A{exp(-2(ln2/s)"'

x[A, —a,(r)]'/os(r)f}/+AD(r),

where j; is the calculated monochromatic emission
coefficient at the ith wavelength ~;, where a mea-
surement was made. Here, the line center ~0, the
line (full) half-width &&~, and the constant A were
adjusted so as to minimize the sum of the squares

of the residuals.
In addition to providing a measurement of the

Stark shift (and thus n, ), this procedure also
yielded" velocity U (from the Doppler shift and
angle &), heavy-particle temperature T„(fr om the
Doppler contribution to the line half-width), and

atom density ~, (from Dalton's law and the per-
fect-gas equation of state). Electron temperature
was determined by means of a Boltzmann plot
on the calibrated intensities of Ar l spectral lines
originating from upper states of energy 13.33 to
15.13 eV. Within the uncertainties in the transi-
tion probabilities (typically + 20/0), and the cali-
bration and inversion errors, these data fit a
straight line corresponding to an electron (excit-
ation) temperature T, = 8200+ 800 K in the vicinity
of the jet axis. Equality of electron and excitation
temperature (i.e., the existence of a Boltzmann
distribution of excited states at the electron tem-
perature) under similar argon-plasmajet oper-
ating conditions has also been observed by
Adcock, "among others.

Knowing T, , T, and n, were determined in an
iterative scheme which accounted for Stark, in-
strument, and neutral broadening of the atom line,
where the Stark-broadening parameter was taken
from Ref. 18. Figures 7(a} and 7(b) show the rad-
ial distribution of the flow properties, including
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FIG. 5. Shift of the 7273-A Ar 1 line emitted by a 3-
mm-i. d. variable-pressure lamp with respect to that
emitted by the calibration lamp, as a function of atom
density in the variable-pressure lamp.

FIG. 6. Typical Doppler red-shifted and blue-shifted
7273-A Art lines at jet conditions of Fig. 3. Blue-shifted
peak intensity is reduced orving to additional reflection
losses. Line centers are based on least-squares Gaus-
sian fits (solid lines) to the profiles. The jet neutral-
atom contribution to the net line shift (-0.0005 A) is not
distinguishable in this plot.
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Mach number and enthalpy, for the 2000-A plas-
majet seeded with 0.15@H2.

The H~- and the axgon-line data were recorded
on the same jet but were separated slightly in time
owing to the double use of some instrumentation.
During this time, important arc parameters were
monitored and held constant, to within a few per-
cent. The jet total radiation was continuously
monitored by means of a 1P21 photomultiplier
("Monitor PM" in Fig. 1), in order to evaluate
both short-term Quctuations and long-term drift.
For small changes, the monitor was used to ad-
just the data in order to approximate a constant
jet. The average monitor level during a particu-
lar sean was ratioed to the average level obtained
during the first scan of a data run. All intensity
data in the given scan were scaled by the inverse
of this ratio, typically 0.97-1.03, in order not to
introduce artificial'asymmetries into the spectral
line profiles. If fluctuations or drifts exceeded
20 and 10%, respectively, the data were discarded.

The monitor signal level is primarily due to
continuum radiation, and thus is proportional to
ns/~T, . T, has been observed to be essentially in-
dependent of plasmajet operation (& 1% change in

T, for a & 10% change in arc current). Hence, the
ratio of average electron density over two conse-
cutive data runs (a total elapsed time of about 10
min) was taken to be the square root of the aver-
age monitor level for the two xuns. It is empha-
sized that these were small corrections, typi-
cally involving the square root of the intensity
ratios noted above.

In support of-the method described above, &,
was also obtained from absolute argon continuum
measurements on the 2000-A plasmajet; agree-
ment with Stark shift measurements was better
than 10%. The Stark-shift and continuum measure-
ments were necessarily carried out in pure argon,
using a quantum-mechanical continuum correction
factor of 2.5 at 5535 &."

III. Hp LINE FITTING

Previous investigations have shown the largest
deviation between experiment and theory for H~ to
be in the immediate vicinity of the 1.ine center; the
present study offers no exceptions. All theories
have, thus far, predicted a much deeper central
dip than is actually noted. This large localized
discrepancy introduces a serious difficulty if one
attempts to determine &, by comparing an exper-
imental profile to theory in some best-fit manner.
Any electron density over a wide range can be
found, depending on how the data are weighted,
e.g., by assigned weighting functions in the fit or
by the distribution of experimental wavelength in-

crements. For example, if one follows the line-
fitting technique of Popenoe and Shumaker' but
ensures area normalization, the best-fit number
density for any particular experimental profile
continuously increases as more and more of the
central wavelength points are excluded from the
fit. However, if one uses equally spaced wave-
length increments and fits, in a least-squares
sense, the logaxiNm of the experimental intensity
with the logariNm of the Hg theoretical intensity,
this problem is alleviated. The weighting accom-
plished by this technique reduces the effect of the
few large residuals near the line center in such a
way that the "best" &, does not change appreciably
when central points are omitted from the fit. A
comparison of the two fitting techniques is shown
in Fig. 3.

Thus, the experimental line profiles are com-
pared with VCS and KG theox ies by fitting the ln of
the experimental intensity );. , at each observed
wavelength &; with the ln of the theoretical line in-
tensity, given by

j,' = BS(u).

Here, S(u) is the theoretical hydrogen Hq line
shape, B is an area scaling factor, and a=1.25
X10 )(&; —&,)(+,'". An iterative technique was
used to vary +, and the line center ~o if desired,
so as to minimize the function

Q(ln jP-ln j,')2
within some preset small tolerance. Within each
iterative step, 4 was set equal to the ratio of the
area under the measured line, between the highest
and lowest wavelength points observed, to the area
under the theoretical S(u) profile for the same
wavelength {or u) interval.

For both VCS and KG data, S(u) values at T,
= 10 K and n, = 10', 10 '5 10' 10'5', iQ have
been folded with a Gaussian slit width of 0.28 A (full
half-width) and a Doppler width corresponding to
an atom temperature of 6000K (see Fig. V)." The
logarithms of these five sets of S(u)'s were fitted
piecewise by cubic equations in u in all the VCS
tabulated u intervals over the range 0.001 ~ a
-6.81 (the upper limit was chosen to permit anal-
ysis of the data of Chester and Bengtson"; for our
data, u & 0.4). For the interval 0 u «0.001, a par-
abola has been used with the condition dS/du =0 at
u=Q.

Since the tabulated ~ values are different for
KG, a rigorous interpolation of their data has been
carried out in order to give the same u intervals
as VCS. This necessitated interpolation within
the KG tables for 0- n ~ 0.35 and the use of the
KG modified wing formula" for 0.35 ~ u 1.05.
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In use, the line-fitting routine iterates from ini-
tial estimates of &, and ~0 to the values yielding
the best fit, each time using the set of cubic co-
efficients that correspond to the line shape at the
nearest tabulated &, ; this procedure adequately
accounts for the small dependence of S(o!) on &, .
Because of area normalization between the mea-
sured profile and the corresponding (symmetric)
theoretical profile, the resultant line center was

shifted slightly toward the blue (because of the
higher blue wing peak) and thus tended to mask
genuine line asymmetries. However, the shifts
were less than the Ha Doppler shifts (-0.03 A)
and thus introduced negligible error in the fitting
routine.

Figure 8 shows typical results obtained by using
the two techniques of fitting either the intensities,
or the logarithms of the intensities. The abscissa
of this figure is the fractional intensity, based on
the peak height, of the line profile above which
all points were discarded from the fit.

Another program Option permitted the computa-
tion of the theoretical profile corresponding to
fixed values of , and ~,. The former was the in-
dependently determined +, from the V2V3-A Ar I
Stark-shift measurements, corrected for monitor
drift as mentioned above; the latter was normally
that determined by a least-squares fit to the exper-
imental Hs profile.

IV. RESULTS AND MSCUSSION

A. Whole-line fitting to determine n,

The independently determined +, for the data
shown in Fig. 3 is 1.64(+0.30) x 10" cm '. lt can
be seen that the blue ming peak intensity exceeds
the red wing peak intensity. This trait character-
ized all of our data where separate peaks were dis-
tinguishable (at the lower values of n, the peaks
merge and become indistinct) as well as the data
of nearly all other investigators, with the possible
exception of Burgess and Mahon. 9

Shown in Fig. 3 are the best-fit VCS theory and
the best-fit KG theory that resulted from fitting the
logarithm of the intensities. To the accuracy that
can be shown on that plot, there was no difference
in the "best-fit" line profile between VCS and KG

2. 0

——/2B — A Ar I STARK SHIFT —————————
1.5 — VCS lOG FIT ———

KG LOG FIT ~ o

O 0 0

l. o—

O. I I I I I I I I
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RADIUS Icm)

0.5-

o —VCS lINEAR FIT

KG lINEAR FIT

FIG. 7. Radial distributions of flow properties in
2000-A argon plasmajet seeded with 0.15% H2. Jet
static pressure is 18 torr; arc v'oltage is 40.0-V dc.
(a) Stark-shift based electron density n„atom density
n~, electron temperature T~, and atom temperatuxe T~ .
(b) Velocity U, enthalpy H, and heavy-particle Mach
number M. Deviations near jet axis are due to Abel
inversion technique.
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FIG. 8. Electron densities obtained from the HB pro-
file of Fig. 3 using least-squares line-fitting method
with axea normalization versus Hg line fractional in-
tensity (see text) for both logarithmic and linear fits.
"Log-fit" results are independent of fractional intensity.
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theory. Both theories had an rms relative devia-
tion, based on the natural logarithms of the inten-
sities, of 0.157, which translates into an average
percent error over the profile of 17$. However,
the &, 's corresponding to the logarithmic fits were
1.57X 10" cm ' for VCS and 1.44X10" cm ' for
KG. This difference of nearly 10%%uo was typical of
that observed in all our data.

Fitting the intensities instead of the logarithms
of the intensities also yielded identical best-fit
fine Profiles for both theories but with different
number densities, 1.34& 10" cm ' for VCS and
1.23 x 10"cm for KG. The average percent
error over the profile for this type of fit was 25%
for both theories. Figure 3 also shows the results
of these "linear" fits.

The results of this experiment for 0.3 ~r «1.2
cm are displayed in Fig. 9, which shows the &,
determined from Stark-shift measurements versus
the best-fit (ln of the intensities) +, with VCS
theory. The solid curve represents a first-order
least-squares fit for the data shown; its slope is
0.89. Data obtained using KG theory are not shown
in Fig. 9; the best fit for the KG comparison has a
slope of 0.80. Also not shown are the least-squares
fits to the data obtained using linear fits; the slopes
of these lines are 0.76 and 0.68 for the VCS and
KG theories, respectively. The horizontal error'
bars attached to the solid line represent the bounds
on our possible systematic errors. These bounds
include the effects of a+ 10% possible uncertainty
in Stark-shift parameter, inversion errors, and
estimates of possible errors due to absorption and
Stark-shift calibration.

Calculations have shown that the small amount

2. 0-

L5-
FIT SLOPE = 0, 89

ED WITH VCS

lC

/x

0 0.5 1.0 1.5 2. 0

ns FROM 7273 - A Ar I STARK SHIFT I10 cm I

FIG. 9. n, from VCS log fits to experimental HB pro-
files versus 7273-A Ar I Stark-shift-based n, . Dashed
line represents perfect agreement. Solid line represents
a least-squares-fit slope of 0.8S for VCS log fits. Slope
of 0.80 for KG log fits is not shown.

of absorption which may be present should not af-
fect the hydrogen profiles to any significant degree.
However, small amounts in the argon line are sig-
nificant in the Stark-shift measurements since the
blue-shifted line makes an additional pass back
through the plasma. Thus, the red side of the
blue-shifted argon line (see Fig. 5) may be ab-
sorbed by up to 2% near 'the half-intensity point.
This should cause the Stark-shift-determined
n, 's to be low by 5%%uo or less.

Calibration errors for the Stark shift consist of
a possible + 0.0005-A systematic error and a pos-
sible + 0.0005-& random run-to-run variation.
The former does not affect the slope of the solid
line in Fig. 9. The run-to-'run variations lead to
an uncertainty in the slope of about+ 5%. Finally,
errors in the Stark shift associated with the
Gaussian fits to the individual argon line profiles
are +5 to +10%%uo and are random.

Analyses of the data of both Chester and
Bengtson" and Burgess and Mahon' have been
carried out with the result that the best-fit &, 's
are lower than their independently determined
&, 's. The results of these comparisons are shown
in Fig. 9 using their independently determined
&, 's as the abscissa.

Electron densities obtained using the logarithmic
fit to the H~ profiles of Chester and Bengtson, es-
pecially at Bx10" cm ', are 20-40% lower than the
present data, although the exact cause of this re-
mains unexplained at the present time. Part of
this could be due to differences in the plasma
source and/or operating parameters. '

The data of Burgess and Mahon, ' taken at equal
wavelength increments from their published curves
for the 99.99/O-He-0. 01%%uo-H, mixture yield a best-
fit &, in excellent agreement with the present re-
sults. It is interesting to note that both experi-
mentse'" cited above have used ~-pinch discharges
of comparable lengths but widely different dia-
meters and initial fill pressures. " Chester and
Bengtson'3 used pure hydrogen and observed signi-
ficant self-absorption in the central part of the
line. They applied corrections of up to 58%%uo to their
Hs profiles. Data taken in the admixture used by
Burgess and Mahon' required no corrections for
absorption.

As noted in Sec. III, the largest discrepancy be-
tween theory and experiment occurs in the central-
dip region. Hill, Gerardo, and Kepple'9 have sug-
gested that ion dynamics might account for these
discrepancies. Relative motion between ions and
radiating atoms, which is absent from the theory,
should tend to fill in the deep central dip predicted
by both VCS and KG. In a recent paper, Kelleher
and %'iese have experimentally shown that, indeed,
the relative dip scales inversely with the square
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root of the reduced mass, a result that might be

expected from ion 'dynamic effects.
Recent work by Cooper && aL.3' incorporates ion

dynamics into previous theory'0 with the assump-
tion that strong ion-radiating atom collisions are
separated in-time. They present calculations in
the ~e range 10'3-10'5 cm 3 with the caution that
the above assumption is of marginal validity at
the higher end of that range.

Figure 10 shows the data of Fig. 3 compared to
the new theory" fox an ion-atom reduced mass of
0.975 (the reduced mass for a hydrogen-argon col-
lision) and a heavy-particle temperature of 6000 K.
Although the predicted central dip is relatively
smaller than that for VCS theory, in closer agree-
ment with experiment, the best-fit &, with ion dy-
namics is much lower. Analysis of the Burgess-
Mahon data shows a similax trend; the best-fit ,
drops from 9.2X 10'4 to V.7&10'4 cm '.

At lower densities [(2-4)X10" cm '], where the
nem theory predicts no central dip and where the
assumptions inherent in it should be more appli-
cable, the trends axe similar; the best-fit n~'s are
systematically lower with ion dynamics than with-
out. The source of this discrepancy is at present
unexplained.

8. Use of half-widths to determine n,

Although Vidal et gL. 'o have cautioned against
use of fractional widths to determine &„ this pro-
cedure has been and will probably continue to be a
widely used technique. Its ease of application is
its most favorable attribute. The half-width, based

on a maximum intensity determined from the av-
erage of the red and blue peaks of H~, is the most
commonly used of the fractional widths. "

In Fig. 11, the Stark-shift-based electron den-
sities are compared with electron densities deter-
mined from VCS han-widths interpolated from
their tables after folding with the appropriate
Doppler and instrument widths. The solid curve
represents the best straight-line fit to that data
and has a slope of 0.89. As in the case of.mhole-
line fitting, &, 's based on KG theory consistently
fall about 10% below the VCS results. The best
straight-line fit to the KG data has a slope of 0.80.

C. Comparison at a known n,

As explained in the Introduction, it is perhaps in-
structive in the development of the theory to com-
pare the theory at some &, with a measured pro-
file at that same density. This has been done in
Fig. 12, where the data of Fig. 3 are compared to
the area-normalized VCS and KG theories at +,
=1.64& 10" cm '. The average percent error over
the profile was 18%%d for the VCS theory and 23%
for the KG theory. This is typical of all our data.

V. CONCLUSIONS

It, is important to note that electron densities
determined by comparing experiment with theory
depend upon how that comparison is made. In the
present electron density regime, fitting the lo-
garithms of the measured intensities with the area-
normalized VCS theoretical profiles appears to

COOPER et al. t1973), WITH ION DYNAMICS, IM = Q, )75

2. 5 — BEST LOG FIT,

ne - 1.39

)2.0—
THEORET I CA

ION DYNAM

ne= L64x
5

cn T = I(PK

T -6x10

/

o/ ~~ BEST LINEAR FIT,]oic
l. 07 X 10 5 t:m 3

&&G. 10. Ion dynamics
theory of Cooper, Smith,
and Vidal (Ref. 31) for a
reduced mass of 0.975 com-
pared to the experimental
data of Fig. 3. Curves:
dotted line, theoretical pro-
file with ion dynamics at
n~=1.64x10 cm; solid
line, best log fit; broken
line, best "linear" fit;
circles, experimental in-
tensities at n~ =1.64x10~~
cm
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give the best results in that, although consistently
low, they fall within our estimated experimental
error. KG theory, used in the same manner,
appears to yield electron densities that on the av-
erage are at the extreme lower bound of our es-
timated experimental error.

For all profiles analyzed by fitting the intensities
(as opposed to the logarithms of the intensities),
electron densities obtained using both VCS and KG
theory fall out of range of the estimated experi-
mental error. Again, KG results consistently lie
below VCS theory by typically 10%. The data of
other investigators"'" tend to support the above
conclusions.

As noted above, the agreement between theory
and experiment, as defined by least-squares
straight-line fits to the +, -vs-&, data (Fig. 9 and
11), appears to be as good for half-width-based
+, 's as for results obtained from full-profile log
fitting. It is stressed, however, that this agree-
ment does not hold on a point-by-point basis, i.e.,
the electron density derived from the half -width
of any given profile may be larger or smaller than
&, based on a "logarithmic" best fit to the whole
line profile. This result is not explained, although
it may be due, at least in part, to inaccuracies in-
herent in the establishment of the effective profile
peak height in the presence of merging red and
blue peaks.

As noted in Sec. IV, absorption in the 7273-A
ArI line could affect our results slightly; this
effect is not included in the data of Fig. 9 and 11.
Correction for absorption would shift the indepen-
dently determined &, 's to the right by no more
than 5%, and thus increase the difference between
theory and experiment. Also, the use of 3.9~10 '

A/e instead of 4.1x10 "A/e for the Stark-shift
parameter (see Sec. II B) would move the data to
the right on Figs~ 9 and 11, again increasing the
apparent discrepancy between theory and experi-
ment.

Because of the possibility of macroscopic fluid
turbulence and its effect on line broadening, ' some
discussion of this subject is perhaps in order. Al-
though the plasma velocity is high (-3 && 10' cm/
sec), the Reynolds number for the flow is only
about 2000 for the central portion of the jet and
rises to about five times that on the outer periph-
ery. This is based on the diameter of the nozzle
exit (and coincidentally, on the distance down-
stream from the exit) and on the viscosity mea-
surements of Aeschliman and Cambel, " Reynolds
numbers of about 10' are necessary for transition
to turbulence, "an estimate that has been essen-
tially confirmed by Demetriades and Doughman, '~

who have observed transition to turbulence in a
similar jet at a distance of about 40-cm down-
stream from the nozzle.

To provide data in a form typically utilized by
theorists, we have also compared theoretical and
experimental H8 profiles at the independently de-
termined number density. It was found that VCS
offers a smaller average percent error over the
profile. In view of our possible experimental er-
rors, it is not certain that VCS theory is superior
to KG theory; however, the data of Burgess and
Mahon, ' and Chester and Bengtson" support the
present results.

It is concluded that more work on the theoretical
profiles is necessary to bring them in closer
agreement with experiment, particularly in the
vicinity of the line center.
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FIG. 11. VCS H&-half-width-based n, versus 7273-A
Ar) Stark-shift-based n, . Dashed line represents per-
fect agreement. Solid line represents a least-squares-
fit slope of 0.89. Slope of 0.80 for KG He-half-width-
based n, is not shown.
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FIG. 12. Comparison of experimental Hs profile and
area-normalized VCS and KG theoretical profiles at
n~ = 1.64 x 10~5 cm 3.
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