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Crossed beams of Ba+ and electrons were used to measure the absolute emission cross sections for the
Ba+ hnes, 455.4, 493.4, 490.0, and 413.1+416.6 nm. Polarization fractions of the light were also

measured. The data were analyzed to extract level excitation cross sections. The excitation cross section

for the O'P3/2 level has a value 34.7X10 ' cm' at the 2,72-eV threshold, shows marked structure in

the 3-10-eV interval, and decreases to 1.71X10 " cm' at 747 eV. The polarization fraction for the

455.4-nm light exhibits pronounced oscillatory structure in the interval 3-7 eV. Excitation cross section

for the 6 P i/2 7 S~/2 and 6 D, /2+, /2 levels have values at threshold of 20.0X10 ', 5.4X10
and 4.3 X 10 ' cm', respectively, Total uncertainties at a "high-confidence level" are about +10% for

the O'P „, and O'P3/2 cmss sections. Uncertainties range around +30% for the 7'S&/, cmss section

and +20% for the 6 D3/2+5/2 Measurements for the 6'P cross sections agree at high energies with

the Coulomb distorted-wave calculation of Sheorey and Burgess. Measurements for the O'P3/2 level are

in quite good agreement with the measurements of Bacon and Hooper and of Pace and Hooper for

energies 6 to 100 eV. However, the Pace and Hooper points at 3 and 4 eV are nearly t~ice the

present values. Signals due to excitation of metastable 5 D ions in the ion beam were observed, and

estimates could be made of the cross section for excitation from this state to the final states above.

Cross secitons at threshold were estimated to be 13.4X10 ' cm2+34%, 9.8X10 ' cm'+28%,
7.4X10 ' cm +100%, 6,9X10 ' cm'+27% for excitation from the 5 D levels to the 6 P3/2,
6 P „2, 7'S»2, and O'D5/2+3/2 levels, respectively. The rate coefficients for excitaiton of O'P„,
calcualted from the data are in reasonable agreement with the measurements of Hinnov et al.

I. INTRODUCTION

Cross sections for electron-impact excitation
of ions are theoretically' finite —and often a max-
imum —at threshold; and radiation from ions is
frequently used' for study of plasma properties.
Yet, it is only recently that the crossed-charged-
beams technique' ' has opened the way for direct
measurements of these important cross sections.
Published absolute emission cross-section mea-
surements are limited to those' " on N, ', Ba',
Ca', Ar', and Kr'. There are also relative mea-
surements" "on He'.

In this paper we report measurements of abso-
lute cross sections for four Ba' emissions. Fig-
uxe 1 shows an energy-level diagram of Ba' indi-
cating the four emissions, 455.4, 493.4, 490.0,
and 413.1+416.6 nm, for which the cross sections
were measured as a function of electron impact
energy from below threshold to 750 eV. Polariza-
tion fractions of the radiation were also measured
and are reported here.

After considerable analysis of the emission
data, we extract excitation cross sections. Rea-
sonably accurate values for the 6'S,~, -6'P&, and

O'S~, -O'P@, excitations as a function of electron
energy are obtained which have had cascade and
metastable contributions subtracted. Less accu-
rate values of the O'S~, —7 Si/2 and 6 S~2
-6'D,&, „/, (no cascade correction) are obtained.
Further, because of the presence of metastables

in the ion beam, we are able to make estimates
of the excitation exoss sections at the threshold
energies for the 5'D-O'I'~» 5'D-O'P~»
5 'D- 7 'S, and 5'D- O'D transitions.

Results for the O'P, /', level are related and com-
pared to the previous measurements of Bacon and
Hooper' and Pace and Hooper. ' The present work
adds to the previous measurements: higher pre-
cision, greater accuracy, extended energy range,
and a finer energy mesh revealing structure in the
cross sections. Excitation rate coefficients are
calculated from the measured cross sections and
compared with the measurements of Hinnov et al."

There has been some theoretical interest in
electron-impact excitation of Ba'. The Coulomb
distorted-wave calculations of Burgess and
Sheorey" and the Coulomb-Born work of Petrini"
are compared with the present results.

II. EXPERIMENTAL TECHNIQUE AND

APPARATUS

Basically, the technique and apparatus are the
same as used in studies' of Ca' excitation. The
extension of excitation studies from Ca' to Ba'
was not difficult experimentally. The apparatus
required no modification; the same ion source,
electron gun, and optical detection system were
employed without change, and the optical calibra-
tion was performed simultaneously for Ca' and
Ba'. Therefore, the Ca' work' "and a report
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on the magnetically confined electron source"
are significant references for the present work.

Apparatus arrangement and measurement tech-
nique are schematically illustrated in Fig. 2.
Generally, the procedure is to bombard a beam
of Ba' ions travelling in the x direction with a
beam of variable-energy electrons going in the

y direction and count the resultant photons of a
given wavelength emitted in a cone along the z
axis.

The cross section o is calculated from experi-
mental quantities using the expression

1 S e'v~v,
Y„I,I, (v', +v,')v' D(z„k) '

where S is the photon signal count rate, e the
electronic charge, I, and I, are the ion- and elec-
tron-beam currents, respectively, and v, and tJ,
are the respective particle velocities. The effect
of anisotropy of the emitted radiation on the ob-
served signal is accounted for in terms of the
polarization of the radiation, P, by a factor Y„
given by

YA = (1 —P(cos 8) 0)/(1 —3P),

where (cos'8) „is the value of cos'8 averaged over
the detection solid angle. The quantity D(z„X) is
the absolute average probability that a photon of
wavelength A, emitted from a plane at z=z, within
the collision volume will be detected. The varia-
tions of sensitivity with position from which the

ENERGY LEVELS OF Ba

ion radiates are included in the form factor 5,
given by

JIt(z) d JG(. ) d

JR(z)G(z)q(z, x) dz ' (3)

where A(z) and G(z) are spatial distributions of ion
and electron beams, and q(z, A. ) is the spatial vari-
ation of the sensitivity of the photon detection
system.

Techniques for measurement of the quantities
in Eqs. (1) and (3) have been discussed previous-
ly, ' ""and further discussion here will be limit-
ed to features peculiar to the Ba' work.

A. Electron source

The magnetically confined electron source and
tests for spiralling of the electrons have been
described in detail. '"" The use of the source
for excitation of Ca' and associated systematic
errors have also been discussed, including energy
calibration and measurement of energy spread.
Magnetic field confinement of the beam is of con-
siderable benefit for producing sufficient electron
density to obtain measurable signal at low electron
energies.

For the present Ba' study the temperature of the
cathode was reduced somewhat compared to the
Ca' work. This reduction compensated for the
background light from the cathode which was great-
er at the Ba' wavelengths (455.5 and 493.4 nm)
than for the Ca' wavelengths (393.4 and 396.9 nm).
The temperature reduction was accompanied by a
reduction in current and a decrease in width of
the electron-energy distribution. Assuming the
cross sections are finite at threshold, the elec-
tron-energy distribution at threshold energy is
obtained by differentiating the onset curve. The
full width at half maximum (FWHM) for the mea-
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surements reported here was 0.27 +0.05 eV at
V, = 2.7 eV and a current I, = 7 p, A, and varied
according to hV, =0.18+0.021I,/V, '~'.

The reduction in current was not a severe
problem to signal-intensity levels, but it did de-
grade the smoothness of the vertical distxibution
of the electron beam, G(z). The electron source
wa.s still space-cha. rge limited near threshold,
but became emission-limited by about 100 eV
primary energy. As conditions approach the
emission-limited ease, the vertical distribution
of electrons reveals increasing structure asso-
ciated with "hot spots" on the oxide cathode sur-
face. This structure results in form factors which
are more sensitive to slight changes in ion-beam
vertical position and shape during data collection.
(The electron-beam shape was degraded but still
very stable with time. ) Thus, contribution to the
random uncertainty due to fluctuations in the form
factor during data collection increased slightly.

The reduction in energy spread at the cathode
might reasonably be expected to reduce spiralling
of the electrons in the magnetic field, since ther-
mal energy transverse to the field is reduced. The
same path-length correction has been applied to
the present data as was developed for the Ca'
measurements, even though the reduction in cath-
ode temperature is expected to reduce the path
length by 1% at 2.7 eV (declining to 0.25%%uo by 10
eV).

One small, but significant, modification was
made to the electron gun which reduced the ap-
parent number of secondary electrons in the col-
lision region, and the associated uncertainty in
the measured cross section. Vertical shear of
the beam caused by space charge had extended
the beam so that the upper and lower extx emes
were striking a slit edge prior to the collector,
and secondaries were emitted from this electrode.
The slit was elongated, and the number of secon-
daries, observed as current to other electrodes,
was reduced; so that the uncertainty in cross sec-
tions due to secondaries is now believed to be
less than 1%%uo, even at the highest energy (750 eV)
studied.

B. Ion beam

The hot-surface-ionization ion source was ope-
rated as previously described, except with a, Ba
charge. However, since the creation of meta-
stable ions at the surface is of intrinsic interest
and basic importance in deducing cross sections
for excitation from the metastable levels, more
details of the geometry and operation will be pre-
sented here.

The two major electrodes of the source, the
emitter and the extractor, are machined from

solid molybdenum in the shape of cylindrically
symmetric Pierce electrodes, 8.4-cm diam.
The heated portion of the emittex is a 0.13-mm-
thlek by 19-mm-diam % d1sk with a 0.38-mm-
thick by 6.35-mm-diam Ir disk spot welded in its
center. The extractor is placed 28 mm from the
emitter, and Ba atoms are directed onto the hot
emitter disk through channels in the extractor.
In normal operation the extractor is at a poten-
tial of -330 V relative to the emitter, so there
are electric fields the order of 100 V/cm at the
emitter surface.

The Ir disk is heated from behind by electron
bombardment with about 250 % of powex'. The
brightness temperature was measured with an
optical pyrometer as a function of applied power
and the typical operating temperature was deduced
to be 2200(+40) 'K.

An estimate of the fraction of ions produced in
metastable 5'D@, and 5'D~, states relative to
O'S~, gxound-state ion.s, can be obtained from
application of the Saha equation. This leads to

N, g kT

where g =24+1 (statistical weights), T is the
operating tempexature, and E = 5.210 eV,
E*(5'D~,) = 5.814 eV, and E*(5'D~,) = 5.913 eV
are the state energies relative to ground-state Ba.
This procedure predicts N, (5'D,&,)/N, (6'S&,)
=0.082 and N, (5'D,~,)/N, (6'S,~,) =0.074 for 2200
'K; so that 86.5% of the iona in the beam should be
ground state (6'S~,) and 13.5% should be meta-
stables (5 'D,~, +5 'D@,). The assumption that the
Saha relation will lead to the correct ratio of
metastables at the hot surface has not been tested.
Indeed, it is clear that strict equilibrium does not
exist, but there is good reason to believe that
there is local thermodynamic equilibrium, "
making use of Eg. (4) valid. We will use the pre-
dicted ratio to estimate cross sections, but eall
attention to this uncertainty, the magnitude of
which we cannot assess. It is expected that the
metastable population is equal to or less than that
given by Eg. (4).

%ith the hope of changing the metastable popula-
tion of the beam, an attempt to vary the operating
temperature was made. However, insufficient
ions wex e produced at temperatures below 2150
'K, and it was found inconvenient to obtain tem-
peratures above 2270 K; therefore, no significant
changes in metastable population were achieved.

C. Mass analysis

The 60' sector magnet provides only partial
separation of the natural isotopes of Ba. Exami-
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nation of intensity of transmitted ion current as
a function of applied magnetic field together with
the natural isotope abundances leads to estimated
isotope fractions of 89% mass 138, 8.5% mass
137, and 2.4% mass 136 in the ion beam for data-
collection conditions. Because mass 137 has
nuclear spin —,

' while masses 138 and 136 have spin
0, the polarization of the emitted radiation will
be characteristic of the isotope mixture given
above.

D. Photon detection

Photons are collected by f/2. 0 optics and after
passing through Bn interference filter are con-
verged to a slightly out of focus spot on the photo-
multiplier. A polarizer is inserted into the light
path only for polarization measurements, and its
measured polarizance, "K=0.993 at wavelength
420.2 nm, was used to correct all polarization
measurements. .

Except for filters, the photodetection system
was unchanged from previous descriptions. The
photomultiplier employed was new, but of the
same model and characteristics previously de-
scribed. The photomultiplier sensitivity (moni-
tored by scintillator light source) decayed by
about 20% in one year's time, rapidly at first,
and then more slowly. From the time of calibra-
tion of the optical system until final data collec-
tion, the decay of sensitivity was about 10%. Dur-
ing this important latter period, the response of
the photomultiplier to a small, stable, low-tem-
perature tungsten lamp viewed through a mono-
chromator at 455.4 nm showed the same decay
(within +1%) as the response to the scintillator
monitor.

The filters used for observation of the resonance
radiation (455.4 and 493.4 nm) had nominal FWHM
of 10.0 nm, and each had transmission peaks which
were flat (within a few percent of maximum) for
about 5.0 nm. While such flat-topped filters are
desirable for this application, the cascade emis-
sions at 452.5 and 490.0 nm (see Fig. 1) are,
unfortunately, also transmitted through the filters
intended to isolate 455.4 and 493.4 nm, respective-
ly.

The absolute transmissions of these filters at
the resonance wavelengths were measured in a
double monochromator setup. The relative trans-
missions as a function of wavelength were mea-
sured using a monochromatic light source which
couM be inserted into the collision volume and
scanned in wavelength. Thus, the relative trans-
missions were measured with the filters in the
apparatus at operating temperature and orienta-
tion. These measurements gave transmissions of

0.61 at 455.4 and 0.53 at 452.5 nm for the 455.4-
nm filter, and 0.66 at 493.4 and 0.59 at 490.0 nm
for the 493.4-nm filter. Since the filters are al-
most as transparent at 452.5 and 490.0 nm as at
the resonance wavelengths, we expect to see this
extra light leaking through the filters and contribu-
ting to the apparent emission cross section.

In a sense, the cascade transitions 7'$~, -6'P~,
at 452.5 nm and 7 '8,&, —O'P, ~, at 490.0 nm con-
tribute twice to the apparent cross sections—
through "leakage" as described above, and through
cascade population of the O'P~, and O'P, &, levels.
In order to subtract these effects, separate mea-
surements were made of the 490.0-nm emission
cross section; and from this the 452.5-nm emis-
sion could be estimated using expected relative
intensities taken from Miles and Wiese. " The
disentanglement of leakage and cascade contribu-
tions to cross sections is outlined in the Appendix.

The interference filter used for 490.0 nm has
nominal FWHM 5.0 nm centered at 487.0 nm with
transmission of 0.201 at 490.0 nm. In this case
we must be concerned about "leakage" of the
493.4-nm radiation. Even though the transmission
of the 490.0-nm filter at 493.4 nm is only 0.019,
the "leakage" is substantial because of the much
greater intensity of the 493.4-nm radiation.

To obtain further information on cascade we
observed the radiation at 413.1 and 416.6 nm
from O'D, ~, -O'P, ~, and O'D, ~, -O'P, ~„using
a filter of nominal FTHM 10.0 nm centered at
415.8 nm with measured transmissions of 0.54
at 413.1 nm and 0.60 at 416.6 nm. In this case,
the 389.2-nm emission can be estimated again
using data from the tables of Miles and %iese."

The transmissions of these last two filters,
isolating 490.0 nm and (413.1+416.6) nm, were
not measured jn situ as were the resonance-line
filters, but were measured with a spectrophoto-
meter. The temperature of the filters in the
crossed-beams apparatus was observed to be
12.8 'C lower than when these transm ss ons
were measured. The passband of such fi. . ;ers
shifts with temperature, nominally+0. 0x nm/ C,
and this shift, causes an appreciable correction
and uncertainty to the transmission of the 490.0-
nm filter. The transmission quoted above is
after this correction is applied.

E. Optical calibration

Again, apparatus and procedures are unchanged
from previous descriptions, ' "and will not be
described in detail here. A monochromatic light
source (which could be inserted into the collision
volume) was compared to a standard of spectral
radiance by viewing both sources with a radio-
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meter consisting of a grating monochromator with
lens preoptics, an interference filter for addition-
al dispersion of scattered light, and a cooled
photomultiplier. The monochromatic "transfer"
light source was then inserted into the collision
volume at height z„and D(z„a), defined above,
was determined. The standard of spectral radi-
ance used here was a low-temperature vacuum
tungsten-strip lamp calibrated by the National
Bureau of Standards" by direct comparison to the
gold point black-body standard at several wave-
lengths including 455.4 and 493.4 nm. " The cali-
brated strip lamp was used for a single careful
calibration of the spectroradiometer. The cali-
brated spectroradiometer then was used to view
the transfer light source, and the transfer to the
crossed-beams apparatus was executed. The
transfer was repeated about 10 times at each of
the 5 wavelengths, 455.4 nm (Ba'), 493.4 nm

(Ba'), 396.8 nm (Ca'), 393.4 nm (Ca'), and
391.4 nm (N, '), in order to obtain statistics on
the transfer process.

Only the first two of the calibration wavelengths
are directly applicable to the present work, but
all were employed in interpolating to intermediate
wavelengths. The interpolation was done by divid-
ing out the filter transmissions from the mea-
sured sensitivity. A smooth curve was drawn be-
tween these points, which was taken to represent
the sensitivity without filter at all included wave-
lengths. The sensitivities, D(z„A.), at 490.0,
416.6, and 413.1 nm were obtained by reading
values from the curve and multiplying by the ap-
propriate filter transmissions. Of course, the
accuracy is poorer than at the primary wave-
lengths.

Measured values of D(z„x) were for 455.4 nm

through 455.4 filter, 0.742 x10 ' counts/photon;

TABLE I. Significant uncertainties associated with apparatus and absolute calibration (in
percent) .~

Direct
sum

3 eV

Quadrature
Direct

sum

100 eV

Quadrature

Relative uncertainties
Path-length correction
Form factor
Uncollected currents —secondaries
ScintiI. lator use
Horizontal ion-beam position
Totals

2.0
1.6
0.2
1.0
1.5
6.3

3.6

4.0

0.2
1.6
0.5
1.0
1.5
5.0

1.8

2.4

Absolute uncertainties
Ion velocity
Electron-current measurement
Ion-Current measurement
Totals

Absolute Optical Calibration
NBS calibration of strip I.amp
Our use of strip lamp
Radiometer
Transfer
Totals

Additional uncertainties in D(z O, A, )
455.4 nm through 455.4 nm filter
493.4 nm through 493.4 nm filter
452.5 nm through 455.4 nm filter
490.0 nm through 493.4 nm filter
490.0 nm through 487.0 nm filter
493.4 nm through 487.0 nm filter
413.1+416.6 nm through 415.8 nm filter

0.2
1.0
1.0
2.2

2.5
5.1
4.2
7.2

19.0

0
0
3.5
3.5

19.5
22.0

7.0

1.5

2.5
2.1
2.6
3.4
5 4

0
0
2.6
2.6

10.1
14.3
4.0

Quadrature total
Uncertainty in

D(z O, A, )

5.4
5.4
6.0
6.0

11.5
15.3

6.8

An attempt has been made to take values roughly equivalent to the statistical 98% C. L.
(-3 SDq. Both linear and quadrature combinations are shown. When uncertainties have a
possible correlation, they are first added linearly, and then in quadrature with remaining
unce~nties.
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493.4 nm through 493.4 filter, 0.649 x10 ' counts/
photon; 452.5 nm through 455.4 filter, 0.653
x10 ' counts/photon; 490.0 nm through 493.4
filter, 0.596 x 10 ' counts/photon; 490.0 nm

through 487.0 filter, . 0.203 x 10 ' counts/photon;
493.4 nm through 487.0 filter, 0.019x 10 ' counts/
photon; and 413 ~ 1 +416.6 nm through 415.8 filter,
0.783 x 10 ' counts/photon.

F. Systematic uncertainties

Estimated systematic uncertainties associated
with the measurements are listed in Table I. An

effort has been made to assess the se uncertainties
at what we shall call a "high confidence level"
which we feel is comparable to the 98% confidence
level applied to statistical uncertainties. Individ-
ual uncertainties can be added linearly, or com-
bined in quadrature. Both combinations are shown,
except that in the quadrature case, if separate
uncertainties are judged to have a possible cor-
relation, they are added linearly with each other
and then in quadrature with others not correlated.

The uncertainty in the strip -lamp calibration
by NBS" is primarily in the thermodynamic tem-
perature of the gold point. The uncertainty in our
use of the strip lamp includes considerations of
alignment, current accuracy and stability, pos-
sible change with use, and solid angle of obs erva-

I I lf I I I I

0.20-

tion. The radiometer uncertainty includes un-
certainty in evaluation of radiometric integrals' "
as well as possible changes of radiometer sensi-
tivity. The transfer uncertainty includes consid-
eration of systematic uncertainty associated with

light -source construction and use as well as sta-
tistic s of the repeated transfers . The additional
uncertainties at 490.0 nm and (413.1 +416.6) nm,
where direct calibration is not executed, include
uncertainty in interpolation between primary cali-
bration points and uncertainty of transmission of
filters as used in the crossed -beam apparatus
(discussed in Sec. H D). Other uncertainties in
cross se ctions associated with statistics of data,
anistropy of radiation (Y„), metastables, and

light leakage through filters have not been listed
in Table I. The quadratur e combinations will
be used in final assessment of cross -section un-
certainties with the qualification regarding cor-
related uncertainties noted above.

III. RESULTS

A. Polarization

The linear polarizations of the emissions at
455.4, 493.4, and (413.1 +416.6) nm are presented
in Fig. 3 as a function of impact energy. The
polarization fraction has been evaluated as P
= (III -I )/(III +I ) where III is the radiation inten-
sity with the polarizer axis parallel to the elec-
tron axis, and I~ is with polarizer axis perpen-
dicular. The results are presented after small
corrections are applied for polarizance of the
polarizer, finite solid angle, electron path length,
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and smearing due to spiralling trajectories (see
Ref. 9 for details). These observations of the
linear polarization of observed emissions may
contain a small contribution from excitation of
metastables in the ion beam and from cascade.

Since the ion is sufficiently slow to be considered
stationary during the collision and subsequent
emission, the experiment identifies only the elec-
tron-beam axis, and has symmetry about it. The
only significant effect of the magnetic field is
slight smearing of the direction of this axis due

to spiralling trajectories of the electrons in the
field, and a small correction has been applied
for this. Thus, the analysis of Percival and Sea-
ton" and of Flower and Seaton" expr'essing polari-
sation in terms of partial cross sections (o ) for
populating magnetic sublevels (m~) should apply
in the present case. The expected high-energy
behavior of the g cross sections can be used to
predict the infinite -energy polarization. However,
unlike electron-atom excitation, a simple pre-
diction of polarization at threshold cannot be made
for ion excitation because of the Coulomb inter-
action.

The polarization of the 493.4-nm radiation from
the 6 Pg2 62$g2 j.s expected to be zero. 2 ' 6 The
four measurements (Fig. 3) confirm this expec-
tation. On the same basis, the 490.0-nm radia-
tion has been assumed to be unpolarized. The
radiation from the two lines 413.1 and 416.6 nm

from the O'D, ~, -O'P, ~, and O'D, ~, -O'P, ~, transi-
tions might be expected to be strongly polarized,
and three measurements were made despite low

signal levels and long data-collection times. As

shown in Fig. 3, the polarization fraction is larg-
er and has a steeper slope than the 455.4-nm case.

Detailed measurements of the polarization of
the 455.4-nm radiation from 6 'P, &, 6 '5&, were
made and are shown in Figs. 3 and 4. The behavior
of the polarization with increasing impact energy
is approximately as expected on the basis of the
Percival and Seaton treatment. The predicted in-
finite-energy polarization is -0.401 for our nucle-
ar isotope mixture.

Polarization of impact-excited radiation has
recently been discussed in the context of more
general formalism by Pano and Macek. " Qualita-
tively, their treatment connects the momentum
transfer from electron to target with the colli-
sion-produced alignment of the excited target.
At threshold the momentum transfer should be
along the electron direction and at high energy
should be dominantly transverse to the electron
direction of motion. The corresponding polariza-
tion of emitted radiation should be positive near
threshold and proceed to negative polarization at
high energies. The polaization is expected to

change sign at about 10 times threshold energy.
This view (not different from previous result of
Percival and Seaton) describes the present mea-
surements remarkably well, except for the struc-
ture near threshold.

Near threshold the polarization of the 455.4-nm
radiation exhibits strong structure which is shown
in greater detail in Fig. 4. This structure cannot
be associated with excited states of the ion, which
are placed on the figure at their respective en-
ergies. Fano and Macek". mention this structure
in terms of strong correlation between the impact
electron and the excited-target electron. If the
correlation is of sufficient duration, & 10 "sec,
extensive exchange of angular momentum may
occur between the electrons, resulting in reduc-
tion of the target alignment and hence of the polar-
ization of subsequent emission. In the present
case such correlation of the electrons might be
associated with autoionizing states of the Ba atom.
The existence of such states with configuration
OPnl and 5dnl, lying just be1ow the 6P and 5D
ionic levels, has been demonstrated by ultra-
violet absorption studies. "" The autoionizing
levels involved here should have configurations
Odnl or Vsnl and have not previously been ob-
served.

The finite-energy spread of our electron beam
(shown schematically at threshold in Fig. 4) pre-
cludes determination of the natuxal widths of
these features, and the natural maxima and mini-
ma may be much higher and lower than shown.
The electron-energy distribution may in fact over-
lap more than one autoionizing state. Thus, no
additional analysis of these features is attempted
here. The minima are located at approximately
3.9, 4.6, and 5.V eV.

The polarization of 393.4-nm radiation from the
analogous 4'P, ~, -4'8~2 transition in Ca' did not
exhibit structure. ' However, there was no effox t
to search for structure, and the data were not
taken with close enough energy spacing to define
oscillations of the type seen for Ba'.

Structure has been observed in polarization of
emission from atoms. For example, the 388.9-
nm emission of He exhibits a sharp minimum
within a few volts of threshold (see review of Fano
and Macek" for discussion). The recently ob-
served polarization of C8 resonance line 422.V

nm'o also exhibits a sharp dip followed by addition-
al structure just above thx eshold, but the addition-
al structure may be influenced by cascade so that
interpretation does not clearly rely on resonances.
In the case of Na, recent calculations" clearly
indicate small structure in the polarization of the
D lines near threshold associated with resonances,
and some structure has been observed. "
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B. Cross sections

The apparent emission cross sections, defined
by Eq. (1), for the 455.4-nm radiation and for
the (413.1+416.6)-nm radiation are shown on

Fig. 5. The data were collected over a period of
several months. Usually the electron energy was
stepped through a, set sequence controlled auto-
matically, and the sequence was repeated for up
to 16 h. Each data point represents the average
of the repeated trials of a particular energy during
such a data run. At electron energy about 4 eV,
for 455.4-nm radiation, the signal-plus-noise rate
was about 13 counts/sec, with noise accounting
for about 3 counts/sec. The statistical precision
of data points is not constant, but where feasible,
data collection was continued until the total counts
at a particular energy represented about 1% count-
ing statistics (for 455.4- and 493.4-nm cases).

The electron-energy scale was calibrated by
observation of onset of helium emissions (see
Ref. 9), without any input from observation of the
Ba' or Ca' thresholds. The thresholds observed
for Ba' are within 0.1 eV of the expected values.
There exists the possibility of small changes in
contact potential which could contribute to scatter
in the data since adjacent data points may be
separated by a month or more in time. A small
number of the data points were obtained without
chopping the electron beam, and in this case the
energy scale is not as well established.

Included in the apparent cross sections such
as shown in Fig. 5, are contributions from several
sources which must be subtracted to obtain either
line-emission cross sections or level-excitation
cross sections. First, as discussed in Sec. IIB,
probably 13.5' of the target-ion beam is in the
5 D3/2, /2 metastable level. Contributions from
this source show up as below-threshold-energy
"shoulders" in the data of Fig. 5. Second, light
from the 7'S~,-6'P transitions leaks through the
filters used for observing the resonance lines,
as noted in Sec. IID. If one subtracts these two
contributions, the line-emission cross section
for excitation from the ground state will result.
To obtain level-excitation cross sections, one
must subtract the cross section for cascade popu-
lation of the level, and correct the cross section
for the fact that the level branches in its decay,
e.g. the 6 'P, /, level may decay to the 6 'S,/„ the
5'D, /„ or the 5'D, /, levels. Subtraction of the
metastable contribution involves the assumption
that the shape of the cross section for excitation
from the metastable level is the same as that
from the ground state. This and other details of
the data analysis are discussed in the Appendix.

Line-emission cross sections and level-excita-

tion cross sections are tabulated in Table II.
Figures 6-9 show level-excitation cross sections
for excitation of the 6'P, /„6'Py/, 6 D3/2 g/2,
and 7'S~„respectively. Values shown for the
cross section at threshold were in each case ob-
tained by a simple straight-line extrapolation
through the group of measurements nearest thresh-
old energy. Of course, an additional uncertainty
is included in Table II for this extrapolation. The
excitation cross sections for 6'SJJ2 6 D3/2 5/2
and 6'$,~, -7'S~, are obtained from the (413.1
+416.6)-nm and 490.0-nm emissions and estimates
based on the relative tra, nsition probabilities. The
metastable contributions are subtracted, but cas-
cade from higher levels, particularly 7'P and 8 'P,
may be present in these cases.

The uncertainties presented in Table II include
the quadrature sum of the statistical uncertainty
(at 98% confidence level), all of the uncertainties
associated with apparatus and optical calibration
from Table I, and the uncertainties associated with
each subtraction (see Appendix). We note again
that no uncertainty has been allowed for possible
error in estimating the state composition of the
incident beam.

Finally, the magnitudes of the below-threshold
shoulders on each observed emission together with
the estimated fraction of the beam in the meta-
stable states allow estimates of the cross sections
at threshold for excitation from the two 5'D, /, „/,
states to each level; 6'Pg2, 6 P3/„7 Sy/ and
6 D3/2, /2. These estimates are presented in
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FIG. 5. Apparent emission cross sections vs electron
energy for 455.4-nm (~ —~ —~ ) and 5 times the cross sec-
tion for (413.1+416.6) nm (x-x-x). These are observed
emissions before any attempt to correct for light "leak-
age" or the presence of metastable ions in the beam.
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Table III. Note that a relatively large error in the
estimated incident-beam state population has a
small effect on the cross sections for excitation
from 6'Sy/2 but has a much larger effect on these
threshold estimates of cross sections for excita-
tion out of the 5'D states. An example is discussed
in Sec. IV.

IV. DISCUSSION

A. General shape of cross sections

All of the cross sections, Figs. 6-9, have simi-
lar shape: a sharp peak at threshold followed by

a second peak, a distinct break in slope, and

smooth high-energy behavior. In the case of
6'S,/, -7'S~, excitation, extracted from the 490.0-
nm emission and shown in Fig. 9, the second peak
is nbt outside of the high-confidence relative un-
certainty estimates.

For the 6'Sy/2 6 P3/2 and the 6 S,/, -6'P, /,
excitations the structure is definite, even after
removal of cascades and light leakage. In addition
to the two peaks and slope break which are readily
identified in the 6'Sy/2 6 P3/2 and 6'Sy/2 6 Pg,
excitations (Figs. 6 and 7), there appear small
features at energies above the second peak which

TABLE II. Absolute line-emission and level-excitation cross sections for electron-impact
excitation of Ba+ in the 6 &&~2 ground state.

Energy
(eV)

2.51
2.72
3.0
3.6
4.0
4.6
5.0
5.6
6.0
7.0
8.0

10.0
14.0
20.0
30.0
50
70

100
142
237
345
495
747

493.4 nm

14.7*

1s.s(8)
11.2
9.6
8.8(12)
9.0

10.1(11)
9.3
8.9
9.1
9.0
v.9(8)
6.5
5.5
4.2
s.6(v)
2.9
2.30
1.69(V)
1.26
0.94
0.62

Emission
455.4 nm

25.7*
23.8(9)
19.9
17.4(11)
16.8
16.9
18.2 (10)
17.7
17.1
17.1
16.3
15.2 (8)
12.7
10.3
8.4
7.2 (7)
5.7
4 4
3.11(7)
2.34
1.75
1.28

1/2

20.0*(10)

18.1(9)
15.3
13.2
12.0 (13)
12.2
11.7
9.7
9.5

10.2
10.6
9.5(14)
7.8
6.7
4.7
4.4(10)
3.5
2.9
2.2 (8)
1.67
1.26
0.84

Excitation
6 P~(22

s4.v*(1o)
S2.2(9)
26.9
23.5
22.7 (12)
22.9
21.2
18.6
18.6
19.2
18.9
18.2(10)
15.2
12.5
10.4
8.8(8)
7.2
5.5
4.o(8)
3.0
2.31
1.71

5.25
5.72
6.0
6.5
7.0
8.6

12.0
21.4
70.0

105
237
747

490.0 nm

3.40*

2.83
2.49
2.57
1.70
1.04
0.80
0.33
0.27
0.13
0.0

413.1+416.6 nm

2.81*
2.44
1.86
1.91
1.78
1.51
1.04
0.51
0.28
0.13

7 '~u2

4g (30)

4.5 (29)
4.o(ss)
4.1
2.7
1.6
1.s(sv)
0.54
0.42 (38)
o.2o(42)
0.0

6 D3„+5„2

4.3*(22)
s.v(19)
2.8
2.9
2.7
2.3
1.6(19)
0.77
0.43
0.20 {18)

Units are 10 cm . Hepresentative total uncertainties in % are shown in parentheses; and
are the quadrature combination of random and systematic uncertainties, both taken at what is
judged to be equivalent to the 98% confidence level. Values marked with an asterisk (*) are
threshold values obtained by graphical interpolation.
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are not definite. These seiggles are much smaller
than relative uncertainties and may be a product
of the data analysis procedure, or 7'P and 8'P
cascade; they probably deserve little attention.

At high energies the cross sections are smooth
and. fall off much as anticipated. The 6'$-6'P
exci.'tations are optically allowed and are expected
to fall off as (logE)/E (see Fig. 10). The 6'$-6'D
and 6'S-7 'S excitations are optically forbidden
and are expected to fall off as 1/E."

The cascade contributions from 7'S~, and
6'D, ~„„,,~, are significant in this work, and

certainly larger than in the corresponding Ca'
case where the thresholds for 5'S~, and
4'D, ~, ,~,~, cascade to 4'P levels are not dis-
cernable in the emission from the 4'P states.
In atomic systems the relative cascade in He and
in Hg (both two-electron systems) is compared
in the review by Moiseiwitsch and Smith. " In

assessing the possible cascade contributions from
levels higher than 7S and 6D, we note the iso-
electronic case of Cs. Here Zapesochnyi and
Shimon" measure the total cascade contribution
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FIG. 6. Electron-impact excitation cross section vs
electron energy for the 6 S&/2-6 F'3/2 excitation of Ba' ~

,
Present data —solid line, the extrapolated threshold
value indicated by +; data of Bacon and Hooper (Ref.
7)—0; data of Pace and Hooper (Ref. 8)—6; Coulomb-
distorted-wave calculation of Burgess and Sheorey (Ref.
15) . Bacon and Hooper's data are normalized to
Pace and Hooper's data at 8 eV; and both have been cor-
rected for leakage, cascade, and metastables as dis-
cussed in the text. Bars represent the quadrature com-
bination of high confidence (defined in text) systematic
uncertainties together with random uncertainties at 98%
C. L. The inner bars on present data represent high
confidence relative uncertainties.
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in populating the 6'P, ~, level from nS and nD
levels greater than 7S and 6Dup to n=14, and

find 5.6% if contributions are added at their peaks.
Away from their peaks the total contribution is apt
to be smaller.

In considering the structure in the excitation
cross sections —particularly those shown in Figs.
6 and 7—one notes that the first deep minimum
and peak occur below the 5.25-eV threshold for 7S
excitation. Even though small corrections have
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FIG. 7. Electron-impact excitation cross sections vs
electron energy for 6 S&/2-6 P&y2 of Ba'—solid line,
with extrapolated threshold value given by +. Inner
error bars are high confidence relative uncertainties
and outer error bars are high confidence total uncer-
tainties.
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FIG. 9. Electron-impact excitation cross section for
6 Sf/2 7 ~f/2 of Ba+ vs electron energy. Bars are
high confidence relative uncertainties.

been made for excitation of cascade levels from
the 5D states, it is clear that errors in cascade
assessment are not the cause of the structure,
and one must look to physical processes operative
in the 6'P, /, and 6'P~, excitations. The features
might be attributed to the resonances here re-
ferred to as autoionizing states of the Ba atom
having configuration Vsnl and 6dn/, which we in-
voked to explain the structure in the 455.4-nm
polarization. Even though the polarization struc-
tures appearing at 3.9, 4.6, and 5.7 eV, are not
directly correlated in energy with the structures
in the cross section, the autoionizing levels are
good candidates for the cause of the structure.
The Ca' excitation of 4'S,/, -4'P, /, also showed
structure at energies where such autoionizing lev-
els of the Ca atom could appear. ' The Ba autoion-
izing levels would appear to be stronger (at least in
their effect on Ba' emissions and polarization}
than for the corresponding Ca' case.

Of course, structure in excitation cross sec-
tions due to compound-state resonances is not
new. A recent review by Schulz" in electron
impact on atoms is available, so that no attempt
to cite the many examples will be made here.
Certainly the present results are an interesting
addition, since they are. for excitation of an ion,
and since cascade contributions have been separa-
ted out to reasonable confidence.

Simply from statistical weights the ratio of ex-
citations 6'$-6'P3/, to 6'S-6'P~, might be
expected to be 2 to 1. The present data exhibit
deviation from this ratio at threshold (2.V eV}
where it is observed to be 1.7 to 1, approaching
2 to 1 by 6 eV. The electronically similar Ca'
case' gave 2 to 1 within experimental uncertainty
at all energies.

TABLE III. Threshold cross sections for excitation
from 5 D3(2ys(2 state of Ba' to various levels.

I evel

Estimated threshold
Electron excitation
energy cross section

(eV) (10 "cm')

Estimated
uncertainty~

(%)

6 Ps(2
6 P((~
7 ~u2

5(2+3/2
2

2.0 eV
1.8 eV
4.6 eV
5.0 eV

13.4
9.8
7.4
6.9

'+ 34%
+ 28%
+100%
+ 27%

Additional uncertainty may result from uncertainty in
level population of target ion beam (see text).

B. Comparison to other work
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FIG. 10. Comparison of theoretical and experimental
collision strengths for the Ba' 6s-6p transition. Pre-
sent data —0; Coulomb distorted-wave calculations of
Burgess and Sheorey (Ref. 15), with wave functions
giving experimental oscillator strengths —dashed line,
and with wave functions giving correct energy levels—
solid line; Coulomb-Born II calculation of Petrini
(Ref. 16)—A Bars are quadrature combinations of
high-confidence uncertainty in the excitation cross sec-
tions of 6 Sg/2 6 P3/2 and 6 &g/2 6 Pj/2 which are
added for the 6s-6p transition.

The work of Pace and Hooper' together with
previous results of Bacon and Hooper' are pre-
sented as excitation cross sections for 6'S~, -
6 P3/2 in Fig. 6 with the present results. Ex-
perimental aspects of their investigation are
similar to the present work. The most notable
differences are in the electron sources and optical
calibration procedures. The magnetically confined
electron source used here, with much higher elec-
tron densities, particularly at low energy, affords
the present work significantly better precision.
The higher signal allows investigation of the meta-
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stables, structure in cross section and polariza-
tion, and cascade contributions discussed above.
The corrections applied to the apparent emissions,
to obtain excitation cross sections almost certain-
ly apply to the Pace and Hooper, and the Bacon
and Hooper work as well. For presentation in
Fig. 6, their data have been corrected in the same
way as the present results. That is, subtractions
from their reported emission cross sections have
been made fear light leakage, metastables, and
cascades. To subtract leakage, it was assumed
that their filter (5.0-nm-FWHM) transmitted
452.5-nm radiation at 0.50 times the transmission
of the 455.4-nm resonance line. For their ion
source, the ratios of metastables to ground-state
ions produced were taken to be 0.07 for N, (5 'D, ~,)/
N(6' S&,) and 0.06 for N, (5'D, ~, )/N, (6'S&,); so

that 11% of the total beam is taken to be in the
metastable states.

The agreement in magnitude of these two abso-
lute measurements is well within the combined
uncertainties of the experi, ments, except for the
3 and 4 eV points of Pace and Hooper. Pace and

Hooper give +23% uncertainty for the quadrature
combination of uncertainties in the absolute optical
calibration, and a linear sum of these quantities
of 61/G. Random uncertainties are about 25% for
Pace and Hooper's work (3, 4, 6, and 8 eV) and
about 10% for Bacon and Hooper's results (8 to
98 eV). Other systematic uncertainties in their
experiments besides optical calibration are given
as around 10%. The calibrated point at 8 eV of
Pace and. Hooper was used by them to normalize
the results of Bacon and Hooper at this overlap-
ping energy of their data. One could only con-
jecture as to the reasons why Pace and Hooper's
data at 3 and 4 eV do not agree with the present
measurements. %e note only that the 3 and 4 eV
points of Pace and Hooper were taken with low

signal levels and have a large uncertainty as-
sociated with them; and that the discrepancy can-

not be attributed to differing resolution of one or
more sharp peaks in the cross section, since the
electron-energy spread (approximately 0.3 eV)
is about the same for the two experiments.

Also shown on Fig. 6 are calculations of Burgess
and Sheorey" based on the Coulomb distorted-wave
approach. The calculated result is significantly
higher than the present results at threshold, as
is anticipated. They are, however, below the
divergent points of Pace and Hooper discussed
above. As expected, the calculations converge to
the measurements at high energy, and do so in
a way very similar to the Ca' case.

Comparison at high energies of the calculation
and experiment is more clearly shown in Fig. 10
by a plot of cross section times energy versus
logarithm of energy. The theoretical high-energy
li.mit of such a plot is a straight line with slope
proportional to the optical oscillator strength of
the transition. Two different calculations of Bur-
gess and Sheorey" are shown. The upper curve
used bound-state wave functions leading to cor-
rect bound-state energies. The lower curve used
wave functions leading to the oscillator strength
measured by Gallagher. " The experimental data
lie below the theoretical curves until about 250 eV,
about 100 times threshold energy. Considering
the uncertainties on the experimental points, the
data do not extend to high enough energies to clear-
ly distinguish between these calculations. The
Coulomb-Born (CB) H calculations of Petrini" at
low energy are also shown in Fig. 10.

Barium plasmas have been used for basic plasma
studies and development of diagnostic techniques.
Hinnov et al. ,

'4 have measured rate coefficients
for emission from the 6'P levels of Ba' for use
in such studies. A comparison of rate coeff'cients
derived from the present work is therefore im-
portant and meaningful.

The rate of excitation of the 6'P, y, level of Ba'
in a plasma is

dV6 P ' =N(6 'S)N, a~+N(5 D, y, )N, ap, ) +N(5'D, y, )N, &v (

g(lb'~) (ED~&, E z) g(D5~~) (Ev, ~, —E s) N(6 aS)N—

(5)

where the last equivalence defines 6, g's are
statistical weights, N's are respective state den-
sities, E's are state energies, and the rate co-
efficients (n's) are given in terms of the cross
section for exciting the 6'P, /, level from the state
J by

Qg= Gg V V V dV ~

0
(6)

Here f(v) is the lvfaxwellian distribution of elec-
tron velocities v.

For cross sections of the type encountered here,
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g(D /. ) Z3/2 (Xs/2+1)
g(S) Z, (X,+1)

g(D5/2) Z5/2 (X5/2+1)
g(S) Z, (X,+1) (8)

Evaluation of a~ is done numerically using Eq.
(6) and the measured excitation cross section for
6'Sg, -6 Ps/ . Cross sections, 5,/, and g, /„
are taken to be equal, each with a value one-half
that of the total 5'D, /2+5/2 6'P, /, excitation
given in Table III.

Figure 11 shows a comparison of n thus deduced
from present measurements, with K measured by
Hinnov et al." The lined-in area representing
Hinnov's data encompasses his estimated factor
of 1.5 uncertainty in the value of 6, as well as
his uncertainties in temperature. The solid line
represents our deduced value of K, and the dashed
lines show the range of 5 if cross sections change
by amounts corresponding to the uncertainties in
Tables II and III.

There is general agreement between the two
sets of measurements within the stated uncertain-
ties. However, Hinnov" believes there may be a
true discrepancy present, and that it could arise
from the metastable populations —either in his
experiment or in ours. It is not appropriate for
us to assess this in Hinnov's experiment, but we
can examine effects in our own experiment of
assuming a different metastable content in the
beam than that deduced from equilibrium calcula-
tions. The dot-dashed curve in Fig. 11 shows 6
calculated if one uses cross sections in Eqs. (6)
and (8) resulting from assuming only 3.6% (rather
than 13.5/0) of the target Ba' beam is in the meta-
stable 5D states. For this fraction we find the
cross section at threshold for 6'S~, -6 'P, /, to
be 31 x 10 "cm' (a decrease of about 10% from
Table II, Fig. 6) and 5'D, /, „/, -6'P, /, to be 44
x10 " cm' (an increase of more than a factor of
3 from Table III).

The CB II results of Petrini" calculated at
threshold (neglecting fine structure) give a ratio
for excitation 6'S,/, -6'P~, „/, to 5'D, /, +,/,
-6'P~, „/, of g~/g~ =3.3. Our results from
Tables II and III give oz/o~= 2.4+0.9, in agree-
ment with the calculated ratio. However, the
results for matching our calculated a to Hinnov
(the dot-dashed curve discussed above) predict
approximately o ~/oe =0.7, which is a factor 4.7

a good approximation to n~ is

o.~ =AT~'Z~(X~+1)e

where A is a constant, T is electron temperature,
Zz is the threshold value of gz, and Xz = Ez/kT.
Using this, we can rewrite the expression for u,
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FIG. 11. Excitation rate for exciting the 6 I'3/2 level
of Ba+ as a function of electron temperature in a plasma.
The lined-in area represents the data of Hinnov et al .
(Ref. 14) encompassing quoted uncertainties; the solid
line is deduced from the present data with dashed lines
encompassing the absolute uncertainties listed in Table
II; the dot-dashed line is deduced from the present data
if the fraction of incident ions in metastable states is
changed from the estimated 13.5% to 3.6%.

lower than calculated. The CB II calculations are
not expected to give good results at threshold, but
the ratios of cross sections should not be grossly
incorrect. These observations lend support to the
assumption of the calculated equilibrium beam
populations with the attendant cross sections in
Tables II and III, and the deduced K given by the
solid curve in Fig. 11.

Both Ba' and Ca' are alkalilike in structure—
having a single S electron outside closed shells.
Comparison of the S-P, /, resonance excitations
reveals generally similar behavior with significant
difference just above threshold. In each case,
within the finite electron-energy spread, the cross
section has a finite maximum value at the energy
threshold for the process. In each case, there is
a sharp decrease in the cross section to a mini-
mum about 2 eV above threshold. In barium,
however, this decrease is more pronounced, being
about 40%, compared to about 7% in calcium.
After the minima, the cross sections again rise
to secondary maxima followed by normal de-
clines —apparently going over into the expected
(1/E) logE form at high energies. Both measure-
ments meet the Coulomb-distorted-wave calcula-
tions of Sheorey and Burgess at about 250 eV,
and agree with these calculations within experi-
mental and theoretical uncertainties above .this.
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Neither cross section is accurately predicted by
existing theory in the important threshold region.

In observations of various emissions from ex-
citation of ArlI and Kr II, Zapesochnyi et al."'"
also observe a maximum near threshold followed
by a second maximum 10 ev or so above thresh-
old. The threshold behavior and subsequent struc-
ture are more difficult to assess in these cases,
since the electron energy spread was several
electron volts.

%e acknowledge helpful discussions with many
colleagues, beyond those directly cited in the
paper.

signals 8 by subscripts 0, 8, K, and D for each of
the four filters intended to isolate the 493.5 nm (H
resonance line), 490.0 nm (from 7'8, ~, -6'P, ~,),
455.4 nm (K resonance line) and (413.1+416.6) nm
(from 6'D,~„,~, -6'P, ~,), respectively, we can
write

8„=o „(493.5)D„(493.5) +o,~{490.0)D»{490.0),

(A1)

8» =o,,(490.0)D»(490.0) +o,,(493.5)D»(493.5),

(A2)

8» =o'„(455.4)D»(455.4) +o,~(452.5)D»(452. 5),

(AS)

APPENDIX: EXTRACTiON OF EMISSION

CROSS SECTIONS FROM OBSERVED EMISSIONS

By employing four different interference filters,
we have observed four "apparent" emission cross
sections arising from electxon impact on Ba'.
However, because of the presence of metastable
ions in the incident beam, and because Ba' emis-
sions of two different wavelengths are passed by
three of the four filters used, these apparent emis-
sions do not directly yield specific line emission
cross sections (arising from electron impact on
ground-state Ba') which we would like to measure.

In what follows we consider emission cross sec-
tions denoted by a subscript e and excitation cross
sections denoted by subscript x. Furthermore, we
use a second subscript b to denote excitation from
our beam mixture of ground-state and metastable
ions; the second subscript m denotes excitation
from the metastable level; and the absence of a
second subscript 5 or pg implies excitation from
the ground state Thus, . for example, o„(X) is the
emission cross section for wavelength X when our
target-beam mixture of states is bombarded;
o,(n'L~) is the excitation cross section of the level
n'I ~ when ground-state ions are bombarded;- and
o, {s'L~) is the excitation cross section of the lev-
el n'1.~ when metastable ions are bombarded.

With any of the filters in place in the light-collec-
tion system, we observe a count xate or "signal. "
Equation (1) of the text relates an emission cross
section to the measured quantities; but for three
of the four filters used, there are two emission
cross sections, o„(A.) and o„(A.'), contributing to
the count rate. A normalized signal 8 can be de-
fined by Eq. (1) as the observed count rate normal-
ized by all measured quantities and constants (in-
tegrated. beam currents, form factor, anisotropy,
etc ); except .the absolute sensitivities, D(»„h)
and D(»„X'), which will be different for the two
different wavelengths. Denoting such normalized

o,~(452.5) = 0.6o„(490.0) . (A5)

There are now five equations, (Al)-(A5), in the
five unknowns, and the system can readily be
solved for the o„(X). In Eqs. (A1)-(AS) the first
term on the right-hand side represents the prima-
ry emission intended to be isolated by the filter in
use, while the second represents the unwanted
"leakage" light discussed in the text. Determina-
tion of each of the D(X)'s is discussed in the text
(Sec. IIE) except for the quantity DD(413.1+416.6)
in Eq. (A4). We have chosen to represent the
emission for the 413.1- and 416.6-nm lines origi-
nating from the O'D, ~, and O'D, g, levels as a com-
posite. The composite sensitivity has been ob-
tained by further use of the tables of Miles and
%iese." Assuming the O'D, ~ and O'D, g, are col-
lisionally populated according to statistical
weights, and employing the relative transition
probabilities, we anticipate that 0.909 of the com-
posite light is 413.1 nm and 0.091 is 416.6 nm, so
that,

Do(413.1 + 416.6) = 0.909Do(413.1) + 0.091'(416.6) .

Since the two sensitivities on the right-hand side

8o= „o( 14 31 +41 .6)6D (o4 1.31 +14.6 )6; (A4)

where the subscripts have also been used to dis-
tinguish the sensitivities D(»0, X) for each of the
four filters.

An additional relationship between o„(490.0) and
o„(452.5) is obtained by recourse to relative tran-
sition probabilities given by Miles and %iese."
Since these two emissions originate from the 7'S, ~,
level, they are simply related by the Einstein A.

values for decay to O'P, y, and O'P, ~, . Miles and
Wiese give A, ~,/A, ~, =0.6, with a conservative
estimate of the uncertainty of +50%. This then
leads to
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differ only by the transmission of the filter, 0.54
and 0.60, respectively, the composite sensitivity
D~ is not sensitive to error in the multiplying fac-
tors, 0.909 and 0.091.

Level excitation cross sections

Our targt„'t beam consists of a fraction E of
ground-state O'S ions, with the remainder being
metastable 5'D ions. The excitation from this
beam mixture of a level n'L, ~ can be written

g„Q'L~) =Ex,(rr'L~) +(1 —F)g,„(n'L~) . (AV)

g,.(rr 'L„,}(1-P)
g„,(n 'I.~)

(A9)

Here we have also made use of Eq. (A7) and the
fact that by definition, g„'(n'L~) = 0, in order to
write the numerator in this form. %e now make
the reasonable approximation that o, (n'Lr) and
g,(rr2L~) have the same shape, so that Eq. (A9)
will hold at all energies [making use also of Eci.
(AV)]. Eliminating g„(rr'L~) between Eqs. (AV)
and (A8), we have for the cross section for excita-
tion from the ground state

1-K
g„(n'L~) = g,(n'Lr) . (A10)

This equation can be rewritten in terms of the
emission cross sections resulting from the solu-
tion of Eqs. (A1)-(A5), giving

The g,~(rr'L~) can be obtained from the g„(X) of
Eqs. (Al)-(A5) and appropriate branching ratios.
In order to obtain g,(n'L~) from Eq. (A7), then,
we need g,„(rr 'I, r). Information allowing us to
arrive at approximate values of these cross sec-
tions is contained in the apparent emission cross
section curves such as shown in Fig. 5. At the
lower energies of these curves one finds "shoul-
ders" due to emission resulting from excitation of
the metastables only. Using this near-threshold
data, we define and measure a quantity

IC =g,',(Z)/g'„(X),

where the superscript "5"delineates the emission
cross section to be that above the threshold for ex-
citation from the metastable state but below the
threshold for excitation from the ground state;
i.e., it specifies that g„(X) is the value of the emis-
sion cross section on the "shoulder. " The super-
script a defines g'„(A) to be the observed emission
cross section just above the threshold for excita-
tion from the ground state. Now, recognizing that
g'„(X) and g„(X) are defined at energies where there
is no cascade, and that the branching ratios are
the same, we can rewrite Eq. (AB), in terms of
excitation cross sections

rr, (n'I. ) = ( '~rr„(g, ) —g rr„(x„)) .

(All)

g, (6 'Pg, ) = 1.495g„(493.4) —0.659g„(490.0)

-0.566o,,(413.1 +416.6), (A12)

where the cascades g„(452.5) and g„(389.2) have
been written in terms of o„(490.0) and g„(413.1
+416.6) by use of Miles and Wiese's tables;

g,(6'P, r, ) = 1.484g„(455.4)

—1.098 [g,~(490.0) +g„(413.1 +416.6)],
(A13)

where in both Eqs. {A12) and (A13) only the avail-
able cascade contributions from the 7'S~, and
O'D, ~, „~,levels are accounted for. Further,
we have within the approximation that cascade
contr ibutions are neglected

g, (7 'Sg, ) = 1.535g,~(490.0) (A14)

g„{6 D5r2+sr~) =1 366g,&(413 1+416.6}~ {A15}

Here A.„,. are the Einstein A. coefficients for transi-
tions between a level y and lower levels j', A.„,
is the wavelength of emissions from r to the par-
ticular level g, X~„denote emissions from upper
levels k which feed y by cascade. This expres-
sion is in suitable form for immediate evaluation
of the cross sections for direct excitation out of
the ground state of Ba' to the upper level of each
of the four observed transitions. Specifically,
from the onsets of the g„(493.5), g„(455.4),
g„(490.0), and g„(413.1+416.6), we obtain values
of Z of 0.05 (~30$), 0.05(+30%), 0.17(~51%), and

0.22(+25%) for use in evaluating g, (6'P~, ),
g, (6 'P, r, ), g, (V 'S~,), and g„(6 'D, r, „r,), respec-
tively. The uncertainties in parentheses are
"high confidence" as described in Sec. D and
introduce uncertainty into the excitation cross
sections of +1.5%, +1.5%, +10%, and +7% in the
respective cases. Additional uncertainties of
+20% of the fractions K have been included to allow
for the assumption in extending K to energies
above threshold. The terms P,.A„&/A, are the
branching ratios which have been measured by
Gallagher" for the O'P~, and O'Py, resonance
levels and are evaluated (less accurately} for the
7'S~, and 6 'D, ~, „~,excitations by further use
of the tables of Miles and Vhese. " The branching
ratios obtained are 1.361, 1.351, 1.60, and 1.515
in the respective cases. Kith the above evalua-
tions, we write specifically from (All) for en-
ergies above threshold.
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Expressions (A12)-(A15) have been used to obtain
the excitation cross sections given in Table II
and shown in Figs. 6-9.

Table IV presents actual numbers and uncer-
tainties generated at three particular energies
in the complete above analysis procedure. The
case for S~(413.1+416.6) nm radiation, is more
simply and directly analyzed and is not included
in Table IV.

Finally, estimates of the threshold cross sec-
tions for excitations from O'D, ~, „~,to each of
O'P, y„6'Pg» 7'S,~» and 6'D, ~, +,~, are made.

The shoulders of the o„(X) emission curves are
taken to have arisen from excitations out of 5'D
states which are assumed to constitute 0.135 of
the incident ions. Application of the appropriate
branching ratios gives the threshold value of
excitation cross sections immediately (given in
Table Hl). So, for example, at threshold

o, (6'P, y, ) = (3.85/3. 85)(1/0.135)o„(455.4),
where determination of this cross section has
averaged all data points of o„(455.4) within
+0.1 eV of 2.3 eV.
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