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A linked-cluster expansion for the expectation values of operators between correlated wave functions of
the Jastrow type is described. The expansion is based on the logarithm of the correlation function and
"leads to terms that are explicitly proportional to the particle number for infinite systems. The lowest-
order terms for a weakly interacting system of spin-1/2 particles are calculated explicitly. From these,
the Euler-Lagrange equations for the correlation functions have been calculated. The equation for the
correlation function between particles of antiparallel spin can be solved by Fourier transform, and it
is shown that for r — oo, the corrélation function behaves like 1 + 4 /r2 In the case of a system of
particles interacting by hard-core repulsions, the logarithm of the correlation function does not exist
inside the hard-core radius. It is then necessary to sum over ladder diagrams as in the derivation of
the reaction matrix in many-body perturbation theory. This is carried out to provide a low-density
approximation to the ground-state energy of the system and the Euler-Lagrange equation for the
correlation function. It is argued that the correlation function again behaves like 1 4+ A /r? for large r.
The expansion is applied to the problem of calculating the correlation energy of the electron gas. It is
shown that a variational calculation based on the lowest-order terms in an expansion of the wave
function leads to a divergent result (unbounded from below), but that a convergent result is obtained
by summing over ring diagrams, which correspond to long-range polarization of the electron cloud. The
result is similar to that of Gaskell obtained by a somewhat different method. It is shown analytically
that at high densities the result behaves logarithmically, specifically as 0.0570 Inr,— 0.1324 Ry. The
lowest-order exchange contributions have also been calculated and found to contribute 0.040 Ry to the

energy at densities of physical interest.

I. INTRODUCTION

The purpose of this article is to describe a new
linked-cluster—type expansion for wave functions
of the Jastrow type for fermion systems. The re-
sult resembles the familiar perturbation-theory
cluster expansion of Brueckner and Goldstone much
more than do previous expansions for Jastrow
wave functions, and also permits a more systemat-
ic treatment of the exclusion principle. It may be
that this expansion can be useful in further under-
standing the relation between the Brueckner and
Jastrow theories.

The expansion is based on the logarithm ¢(r) of
the correlation function f(7) of the Jastrow theory
rather than on the function f(r) -1 which it equals
in first approximation. The use of ¢(7) seems to
correspond to a partial summation of terms in
other expansions so that an expansion similar to
the Goldstone expansion becomes valid.

The usual method of analyzing Jastrow-type wave
functions is based on the method of Iwamoto and
Yamada,' which is a rather complicated prescrip-
tion dependent on the calculation of the derivative
of the logarithm of the so-called generalized nor-
malization integral. The expansion, and modifica-
tions of it, have been extensively discussed by
Feenberg? and Clark and Westhaus?® for generalized
types of correlated wave functions.
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The general expansion is described in Sec. II.
It will be seen that the argument is similar to,
but rather simpler than, the linked-cluster theo-
rem of Goldstone. The argument given here is
quite similar to one given in a different context
by Da Providéncia and Shakin.*

In Sec. III the expansion will be applied to deter-
mining the variational equations for the correla-
tion function of a weakly interacting system. These
equations have apparently not been previously de-
rived. The solution of the equations will be con-
structed explicitly, and it will be shown that the
deviation of the correlation function from unity

. behaves like 7 ~2 for large 7.

The problem of carrying out the partial summa-
tions that are necessary for a system with strong
repulsions is considered in Sec. IV. An expansion
of the energy in powers of the density, based on
the number of hole lines in a graph will be dis-
cussed. The contribution of graphs containing
two hole lines will be summed explicitly for spin-
3 particles and the variational equations for the
correlation functions based on these terms will
be obtained. The correlation functions in this
case have the same asymptotic behavior as in the
weakly interacting case. A general prescription
for carrying out the partial summations necessary
in the strongly interacting case has not so far been
found.
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The expansion formalism is applied in Sec. V to
the electron-gas problem. In this case the lowest-
energy correction term diverges because of the
long range of the Coulomb force, and it is neces-
sary to sum over terms that represent the polar-
ization effect. The exchange correction terms
and the results of the calculation are described
in Sec. VI.

II. LINKED - CLUSTER EXPANSION FOR CORRELATED
WAVE FUNCTIONS

The quantity of interest in the Jastrow-type
variational calculation is the quotient

_(®|F'HF|®)
WGl @1

where @ is a Slater determinant, H is the Hamil-
tonian, and F is a correlation operator. For sim-
plicity, only the case of two-particle spatial cor-
relations will be considered; it will be evident
that the argument applies to spatial correlation
functions involving more than two particles. We
will write F in the form

F= exp(iz; ¢('r“)>, (2.2)

where 7, =|F, - F,| and ¢(r) is the logarithm of the
two-particle correlation function. In this case
F'=F,

It seems clear that an exact evaluation of Eq.
(2.1) will never be made beyond the Hartree-Fock
approximation ¢(r)=0. In fact, we should recog-
nize a difficulty involved in the c¢alculation. The
numerator and denominator of (2.1) may each
vanish (or approach «) in the limit of large particle
number, in analogy to the situation in perturbation
theory in which the overlap of unperturbed and
perturbed wave functions vanishes in the thermo-
dynamic limit. A second difficulty related to this,
is that if the numerator and denominator are sepa-
rately expanded in powers of ¢ (or a parameter
describing the strength of ¢), the expansion con-
tains arbitrarily large powers of the particle num-
ber. It is therefore necessary to achieve an exact
division of the denominator into the numerator,
and this is the object of a cluster expansion.

The numerator and denominator in (H) can be
analyzed graphically by expanding

- )
F=2 (o) (@.3)

i<j

and applying the operator
»
(Z ¢(r,-,))
1<

to ®. The resulting matrix elements can then be

represented graphically using Wick’s theorem in
a manner exactly the same as in the many-body

perturbation theory in which matrix elements of
the operator -

<(Eo -H)'d —P)ZV(r”)y
. i<j

are represented graphically; we are here, how-
ever, dealing with the case (E, - H,)"'(1 -P)=1.
For example, if p =5, the graph shown in Fig. 1
may be generated. The only difference from a
many-body perturbation-theory graph is that a
factor of (5!)7! is to be included with the numeri-
cal contribution of the graph. The wavy vertices
represent factors of the form

305k =3, 00,0 o (F = F'D | 9,0, ")) .
(2.4)

In calculating (®|FYHF|®), all graphs of the
form shown in Fig. 2 must be considered. Vertices
below the broken line belong to Fé, those above the
broken line to <I>FT, and the square box represents
a vertex produced by H, which may have one or
two entering and leaving lines depending on whether
the term is a kinetic or a potential energy. The
contribution in Fig. 2 is multiplied by (2!5!)7%;
the contribution of a general graph is multiplied
by (p!q!)"! where p and g are the number of ver-
tices above and below the broken line.

The general graph contributing to (®|F'HF|®)
will consist of several, say 7, disconnected pieces.
The piece of the graph containing the H vertex
will be called the main piece. Graphs which differ
from one another only in the ordering of the ver-
tices in one disconnected piece relative to the other
disconnected pieces give the same contribution to
the matrix element. There are

plq!
pyleeep g leeeg,!

such permutations of vertices in disconnected
pieces relative to one another, where p; and g;
are the number of vertices in piece ¢ above and
below the broken line. (We are considering only
permutations which keep the number of vertices
above and below the broken line fixed.) It is there-

W@@M

FIG. 1. Graph representing diagrammatically a possible
contribution to [J] ¢ (r;;)1°6.
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FIG. 2. Graph describing a contribution to the expan-
sion of (®| FTAF|®). The square box represents a ver-
tex corresponding to the operator A.

fore seen that the contribution of a graph such as
that in Fig. 2 is just the product of the contribu-
tions of the various disconnected pieces, each
taken with a factor (p,!q,!)™".

If there are several, say a, identical pieces,
they should not be regarded as distinguishable so
that in counting permutations of vertices in one
piece relative to vertices in an identical piece, a
problem in multiple counting occurs. If, however,
a factor of (a!)™! is included with each contribu-
tion, the identical pieces may be regarded as dis-
tinguishable, and the summation over permutations
applied. The main piece is, of course, distin-
guishable from the other pieces.

It can be seen that (‘I)IFTHF1<I>> can be factored
into the product of the sum of the contribution of
all linked graphs containing the H vertex, and the
sum of the contribution of all graphs, linked or
unlinked, containing only correlation-factor ver-
tices.

The denominator {(&®|FTF|®) in (H) is given by
the sum of the contributions of all graphs of the
form shown in Fig. 2 except that in this case there
is no piece with an H vertex. This sum is, how-
ever, the factor in (®|F'HF|®) given by the dis-
connected pieces containing only correlation-
factor vertices. It is therefore seen that (H) is
given by the sum of all linked graphs containing
an H vertex, i.e., a graph such as that shown in
Fig. 3. It should be noted that the contribution

FIG. 3. Linked graph contributing to the expectation
value of an operator in the correlated state F®.

of this particular graph contains a factor (2!3!)7,

It is apparent that the above proof is exactly
analogous to the proof® of the linked-cluster ex-
pansion in many-body perturbation theory except
that it is much simpler in that there is no theorem
on disentangling energy denominators to be proved.
Therefore the rules for evaluating contributions in
perturbation theory also apply in this situation,
except that the factors (p!q!)™! must be included.
For example, the so-called exclusion principle
violating graphs in which two or more particles
(or holes) in the same single-particle state are
present in some intermediate state must be in-
cluded. These arise, as was pointed out by Gold-
stone, because in the analysis by Wick’s theorem,
two terms contributing the same amount but with
opposite signs exactly cancel; one of these terms
contributes to a disconnected graph and so is
eliminated when the unlinked pieces are divided
out. .

It is also clear that in the familiar case of a uni-
form system each term in the expansion for (H)
is explicitly proportional toc the particle number,
as in the many-particle perturbation theory.

A further remark about the value of (&|F'F|®)
may be in order. Letus consider alinked graph with
p vertices containing only correlation-factor ver-
tices, with 7 vertices below and p-7 vertices
above the broken line. This contributes, in any
term in which it occurs, a factor [(p —7)!7!]"Xx
where X is given by the structure of the graph. If
we sum over graphs differing only in the number of
vertices above and below the broken line we obtain

£ 1 2¢

,2:5 ri(p —7)! sz—!X'

If a particular linked graph is repeated a times
in a term in (&|F'F|®), it contributes a factor
X%/a! to the term. It is now seen that

1
T _ 7 - AN 33
(8| FTF|®)=) all-o-as!Xﬁl XPs, (2.5)
the sum being on i,,...,i,,@,, ..., a,, where
s=0,1,.... Therefore
(®|FTF|®@)=eS', (2.6)

where S’ is the sum of all linked graphs in which
each vertex factor is doubled, and a factor (p!)~*
is included with the contribution of a graph with p
vertices. This argument is essentially the same
as one given previously by Da Providéncia.®

Since S’ is known to be proportional to the parti-
cle number, it is seen that (®|F'F|®) approaches
0 or « in the limit of large particle number.

It is possible to write

FYHF =F'TF'F2 4+ VF?,
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where T is the kinetic-energy operator. Since

F? =exp(‘z; 2¢(r“)>

it can be seen that (H) is also given by the sum

of all linked graphs in which each ¢ vertex factor
is doubled and the last vertex is either V or FTF™’
This may not be more useful, since FTF™' is a
complicated three-particle operator.

III. LOWEST -ORDER VARIATIONAL EQUATIONS

As an example, we consider a uniform infinite
system of spin-3 particles in lowest order. That
is, only terms in the kinetic energy that are second
order in ¢, and terms in the potential energy that
are first order in ¢ will be considered. This is
appropriate to a system of weakly interacting par-
ticles in which we anticipate that ¢ will be propor-
tional to the coupling constant determining the
strength of the potential.

The graphs shown in Fig. 4 indicate the contribu-
tions to be considered. In these graphs, a broken-
line vertex represents a potential-energy factor
and an X represents a kinetic-energy factor.

Since the system consists essentially of two dif-
ferent types of particles, spin-up and spin-down,
there are two functions ¢,(r) and ¢,(r), corre-
sponding to parallel and antiparallel spins, to be
considered.

SR

(a) (b)
(d)
(f)
FIG. 4. Graphs contributing to the expectation value
of the Hamiltonian in lowest order.

(e)

The contributions of the graphs in Figs. 4(a),
4(b), and 4(e) to the energy are

T,=2) (1/2m)(&, +K|* - k,*)$ (k) (3.1)
and

v, =2 v (k)$ (k). (3.2)

The sums in (3.1) and (3.2) are to be taken over
hole-line momenta k, and k, and particle-line mo-
menta &, +K and k, -k, where k is the momentum
transfer at the ¢ and V vertices. It is therefore
necessary to calculate the functions

1 ’
h(k)=wfd3k,

= _1_ __1_. 3L (B2 bl
HE)= G 2 fd R (k72 + 2K - K),
where the integrations are over k’ values such that
|k’|<kp, |k +Kk’|>kz. These arise from the sums on
k, and k,.
Straightforward calculation shows that

h(k)=(1/87%)kgy(1 —35%), k<2kgp

=(1/6w2)k, k>2k, 3.3)
where ¥ =k/k, and
t(k) = (1 /67 2)k5 (k?/2m). (3.4)

The functions ¢(k) and v (k) in (3.1) and (3.2) are
the Fourier transforms of the function ¢(r) and
V(r), respectively. Equation (3.1) includes both
the particle and hole kinetic-energy terms of Figs.
5(a) and 5(b) and factors of 2 from the two ways of
connecting the graph, the fact that the kinetic-
energy vertices can be on either particle or hole
line, and the two spin states. Equation (3.2) con-
tains a factor of 2 from the fact that the ¢ vertex
may either precede or follow the V vertex.

It can now be seen that

2 Cl -~

%= o f &k t(R)h(R) G (R, (3.5)
2 3 e 2

Ve Goy Qfd ko (R)G(R)R(RY, 3.6)

where Q is the system volume. There are two
such contributions to the energy, given by ¢, and
ba-

It is more useful for some purposes to express
the contributions to the energy in configuration
representation. Each contribution is then a multi-
dimensional integral which is constructed by label-
ing the ends of vertex number ¢ with integration
variables T; and T;. The vertex contributes to the
integrand a factor ¢(|¥ -¥'|) or V(|F, —¥}|), and for
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each hole or particle line joining vertex ends
labeled ¥, and ¥, there is a factor K,(|F, - F,|) or
K,(T, -T,|) where

. -3eT
K,(r)= (2ﬂ)3LpFe a’p

kS 7, (Re7)
g, o)
1 I
K,(T): Wfkae-‘P ap
= 6(F) - K, (r). (3.8)

We will denote K, (r) by K(r). We note that K(0)

T, = 10%Q (1% /m) f dF |V o ()2 - 2o (72 /m) f dt, dF,K (T, - T, )P Vo) Vour,),

FOR JASTROW-TYPE WAVE... 1337

=3p where p is the particle density. If a hole or
particle line contains a kinetic-energy vertex, it
contributes a factor
T,(r)=-(%/2m) VK, (7)
or
T,(r) = - (@?/2m) V3K ,(¥).

(3.9)

(3.10)

Since the various factors in the integrand depend
only on coordinate differences, one integration
can be done immediately and gives a factor Q; one
of the T, is then replaced by 0.

When T; and V; are calculated in this way, it is
found that

(3.11)

V,=3p%Q f dt o(r)V (r) - 2p8 f dt, dt, o(r)K(F, =T,V (r,) +20Q f df, dt,dt, ¢(r))K(|F, -T2V (F, -FoNK (L),

(3.12)

where p is the particle density. These results are essentially equivalent to (3.5) and (3.6) by a Fourier

transformation of the factors involved.

A similar calculation for the exchange-energy—-type terms of Figs. 5(c), 5(d), and 5(f) yields the results

T,=-0r%/m) [ a7 |9 0P K P +05%/m) [ dF a9 $((F ~F')- VoK 0)K 0K (F - F),

(3.13)

V,=-29 j AFK(rRe(r)V (r) +40 f dF dF ¢ )K(F -F)K@VK0)V (')

-29 fdfdf{ dt; oK (T - DK@ V(T - DK (F - T3DK 7).

Equations (3.13) and (3.14) contribute only for ¢,.

(3.14)

We consider now the Euler-Lagrange equations for ¢, and ¢,. The equation for ¢, is obtained

from Eqgs. (3.11) and (3.12) and is

~ 5%/ m) V2, + 2/p) [T (5%/m) VKT - 7P $r")+ Ve () =0,

where

Verr )=V (r) - (4/p)fa'f’K(|f =FPVe)+ (4/pz)fdf’ dr"K(F -T2 v(F -F" DK (")

(3.15a)

(3.15b)

The Euler-Lagrange equation for ¢, is similar to (3.15) but contains additional terms arising from the

exchange energies. It is

2 2 2
-%— V2, + % f‘ﬁ'% [V2K2] (|T =), (") + —fn— % Ve [KFrP Vo,

n: 4
m p?
where

v-K(r) f AT K(F - FDKO")V (| = 7)) 4+ Ve () = V) =0, (3.162)

ww=@/PYK@PV(r)-@/p*)K) de'K(lF -F)K@)V (')

+(4/p%) f a¥' " K(|F - FDK(F - F VKK ") V(F - 7).

(3.16b)
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It is possible to obtain an explicit solution for
Egs. (3.15). This is most easily seen from the
momentum-space representation of Eqs. (3.5) and
(3.6). These lead to the variational equation

2t(R)n(k) (k) + h(k)2v (k) =0, (3.17)
d(k) = =h(k)v (k)/2t (k). (3.18)

This result for ¢ provides important information
about the behavior of ¢(r) for r -, This is
governed by the nature of the singularity of ¢(k) at
E=0. It is seen from (3.3) and (3.4) that ¢(k)
=0(k™!) for k-0, and hence that

o (r)=0(r~?)

for r -,

The common factor of k() in Eq. (3.17) indicates
that the corresponding Eq. (3.15) can be reduced.
The equation

(3.19)

-(12/m)V2$ +V (r) - 2/p) f dF'K(F-F|RV ) =0

(3.20)

is in fact equivalent to (3.15) as can readily be
seen by multiplying (3.20) by

K,(R -TNK,(R - 7)) =2p0(R -7) -K(R - 7|

and integrating over F.

(c) (d)

FIG. 5. Ladder diagrams containing two hole lines
that are summed to give the ground-state energy to low-
est order in the density. To obtain the results of Sec.
IV, it is necessary to include also graphs in which the
Hamiltonian vertices are on hole lines.

IV. SYSTEMS WITH STRONG REPULSIONS

The Jastrow-type wave function was originally
introduced in an attempt to deal with systems in
which the interparticle potentials have a hard core.
In this case it is required that ¢(r)=~» for r<a,
the hard-core radius, and the series expansions that
have been made fail. Therefore itis clearly neces-
sary to sum over subsequences of terms in order
to obtain a finite result, in the same way that lad-
dér diagrams are summed in perturbation theory
to lead to the reaction matrix, The problem of car-
rying out these partial summations to eliminate
the singular function ¢(7) has not been completely
resolved. We will give here the results for lowest
order in the density and the corresponding varia-
tional equations. ‘These results are of considerable
interest in themselves since the Jastrow-type
wave function, involving only two-particle corre-
lations, is essentially a low-density approxima-
tion. .

The terms in the energy that are of lowest order
in the density correspond to graphs with two hole
lines as shown in Fig. 5. We recall also that K,(r)
=8(F) —K,(r); the second term is essentially equiv-
alent to a hole line so that to lowest order we write
K,(r)=6(T). This is the same as extending summa-
tions on particle momenta to the whole of momen-
tum space, and will be called the closure approxi-
mation. .

The graph of Fig. 5(a) calculated in configuration
space can be seen to contribute

V= G 1o [ stV p0y

=Qip? f aF fPV (), 4.1)

in the closure approximation. The corresponding
result from Fig. 5(b) for the kinetic energy is

T,=.05%/m)(p¥4) [ aF |95 (). 4.2)

The Euler-Lagrange equation for the correlation
function f, between particles with antiparallel spin
can be derived from Egs. (4.1) and (4.2) and is
simply

~@Ym)VS, +V ()1, =0. .3)

This equation is to be solved with the boundary
condition f,(<)=1. These equations are not com-
pletely satisfactory, however, in that f,(r) -1
=0(r ~!) for 7 -« and this slow approach to zero
gives rise to divergent integrals in higher-order
correction terms. Also, the energy functional de-
fined by (4.1) and (4.2) may be unbounded from be-
low for sufficiently attractive potentials; this is
known as the Emery difficulty.”*8
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The results of Sec. III on the case of the weakly
interacting system indicate that the difficulty with
the asymptotic behavior of f,(r) stems from a
failure to include terms in the energy that repre-
sent effects of the exclusion principle that are
important at large . The approximations that have
been made in deriving Eqs. (4.1)-(4.3) correspond
in the weakly interacting case to making the ap-
proximation z(k)=3p in Eq. (3.17). It is seen from
Eq. (3.3) that this is valid except for - 0. It is,
however, the behavior of (k) at # =0 that deter-
mines the asymptotic behavior of ¢(). Equation
(3.18) shows that approximating (k) by 3p changes
the behavior of @(k) from k™! to k™2 at the origin,
and hence changes the asymptotic behavior of ¢(r)
from O(r ~2) to O(r ~1).

This observation will be used as a guide for de-
riving more satisfactory results in the strongly
interacting case. We again consider the graphs of
Figs. 5(a) and 5(b), and make the closure approxi-
mation on the particle lines joining two ¢ vertices
but retain the exact K, for particle lines meeting
a T or V vertex. It is also important to include
the contribution of the diagram like Fig. 5(b) but
with the kinetic-energy vertex on a hole line; in
this approximation the diagrams with the potential -
energy vertex on a hole line will be neglected, how-
ever. The reason for including the kinetic-energy
vertex for a hole line is that although a graph con-
taining such a vertex has an extra hole line, this
does not give rise to an extra momentum sum over
the Fermi sphere because of momentum conserva-
tion. )

When these approximations are made, the sums
over ladder diagrams can be carried out as in Eq.
'(4.1) and ¢(7) replaced by f(r). The kinetic-energy
term is then the same as that given in Eq. (3.5)
or (3.11) but with f replacing ¢.

The potential -energy contribution can be written
down in momentum representation as

Vo =30°20(0) +[20/@n°) [ dE (k) v(e) (&)
+[0/(2n)] [dR k! F(REPT ()

x ok -K')f ("), (4.42)

F(K,&")=[1/(@nY] [dk,, (4.4D)
where the integral defining F(K,Kk’) is on Kk, values
such that &, <k, |k, +k|>k,, and |k, +k’| >k5. In
obtaining this result, it is necessary to isolate the
graphs in which there is no ¢ vertex above (or
below) the V vertex. The first term is from the
graph in which there is no ¢ vertex, and the second
term is from the graphs in which all the ¢ vertices
are above or below the V vertex. The factor f (k)

is then the Fourier transform of fr)-1.
The variational equation for f in momentum
representation is now found to be

2h(k) t(R)f (k) + k(R v(k) +[1/(27)*]
xde' F(R, &) (& -K'DF (k") =0.

4.5)

For k’>2k,, it is seen that F(k,k’)=h(k) as de-
fined in Eq. (3.3). In the limit of low density, we
can therefore approximate F(k,k’) by k(k) and Eq.
(4.5) becomes

2t(k) f (k) + h(k)v(k) + [1/(27)°] (k)
xfdﬁ'uqﬁ_m)f(k'):o. 4.6)
In configuration space, Eq. (4.6) becomes
~/m)Vf 4V (0)F () - @/p) [ dF K (F -
XV f@r')=0. (4.7)

This equation is homogeneous, but should be solved
with the inhomogeneous boundary conditions | f(0)|
<w, f(r)=1 as r-. The integral over space of
the second and third terms in Eq. (4.7) vanishes;
this leads to the desired result, f () -1=0(r"2).

Equation (4.4a) involves the quantities v(k) which
is meaningless for a potential with a hard core.
On the other hand, Eq. (4.7) involves only the
product V(»)f(r) which is finite. In order to cal-
culate the energy correction, it is necessary to
express it in terms of the product V(»)f (7); the
result is given by Egs. (3.11) and (3.12) with f(r)
substituted for ¢(r) and 3 V(r)f () substituted for
V(7). It can be noted that if Eq. (4.7) is multiplied
by f(R)$p6®R - F) - K(|R - F|)?] and integrated
over R and T, it is possible, by using Green’s
theorem, to express the energy correction in
terms of f’ and the convolution of f and K2, cal-
culated at the core radius.

The contributions of the exchange diagrams of
Fig. 6(c) and 6(d) can be treated in the same way.
The approximation that has been made leads to
replacing ¢(r) by f(r) and V() by 3V (r)f (r) in the
results for the exchange energies in the weakly
interacting system given in Eqgs. (3.13) and (3.14).
The Euler-Lagrange equation for the correlation
function between particles of parallel spin is ob-
tained by substituting f (r) for ¢ () and V(r)f (r)
for V(r) in Eq. (3.16). .

It can be seen without difficulty that the Fourier
transform of the additional terms in (3.16) behaves
like B2 for k- 0. This implies again that the Fou-
rier transform of f(r) -1 behaves like £~! and
that f(r) =1 =0(r ~2) for v -,
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(a) (b)

FIG. 6. Ring diagrams whose contributions to the po-
tential and kinetic energies are summed to give Eq.
(5.5).

V. APPLICATION TO THE ELECTRON -GAS
PROBLEM

The formalism that has been developed can be
applied to the electron-gas problem. This is a
long-standing and extensively discussed problem,
but the approach to be taken here does seem to be
somewhat novel.

Previous calculations for the problem have been
based on perturbation theory,® and modifications
of perturbation theory that have come to be known
as the dielectric formalism!® and the random-phase
approximation,!’ and on variational calculations.?
Although these methods are superficially different,
the important feature that must be taken into ac-
count in all of them is the effect of the polarization
of the electron cloud or the screening at large
distances. In the present calculation also, it is
the correlations at large distances that are of
primary importance.

The calculation reported here seems to be most
similar to that of Gaskell'? in that the results are
similar. The method employed seems, however,
to be much simpler, and the problem of computing
the higher-order corrections seems to be more
clearly defined in the present approach.

It is convenient to use units such that m =% =k,
=1. In these units the natural density parameter
is the Bohr radius a,. Kinetic energies in Rydbergs
are then given by a2k? or —a2V?, and e*=2q, Ry.
The density is the fixed number (37%)"! and the
customary parameter 7, is (97/4)'/%. To trans-
form to the usual units, in which q,=1, we must
put a,=(97/4)/%7, in the results.

In this calculation, the effect of the exchange
correction to the correlation function between elec-
trons of parallel spin will be ignored, since these
are of short range relative to the long-range Cou-
lomb effects in which we are primarily interested.

The Coulomb interaction in momentum space is
v(k) =8mayk~2. At high density, the potential-energy
terms are small compared with the kinetic-energy
terms, and it is natural to attempt to apply the
theory for the weakly interacting system. Equation
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(3.18) then gives
ci;(k) =(3n/as)k~3(1 __ll?kz), <2
=(@4n/a k™. k>2.

This result is unsatisfactory because of the behav-
ior of cﬁ(k) for k- 0. This leads to energy correc-
tion terms that are undefined.

This difficulty is apparently related to that ob-
served by Gell-Mann and Brueckner which arises
when the many-body perturbation theory is applied
to the electron-gas problem. It arises in the pres-
ent calculation from the failure to take into account
sufficient terms in the energy to give a result that
is bounded from below in the case of the Coulomb
potential.

The direction indicated by Gell-Mann and Brueck-
ner to avoid the low-momentum difficulty is to
sum over the ring diagrams which produce the
most divergent terms in the energy. A similar
approach will be followed here, in which we will
sum over diagrams of the form shown in Fig. 6.

The contribution of these graphs can be computed
in momentum representation. We consider first
the potential-energy term. The momentum transfer
at each vertex is the same, so that the contribution
of a graph with n vertices contains a factor
v(k)p(k)". Each hole-particle line pair contributes
a factor 2(k). The contribution of a ring diagram
such as that in Fig. 6(a) is therefore seen to be

(5.1)

(2 A f d& o(k) (k) R(EY, (.2)
where 7 is the number of vertices and A, is a
numerical factor determined as follows. There is
a factor (plq!)"! where p and g are the number of
vertices preceding and following the V vertex.
There are factors 1/2"*! from the vertex factors
and 2" from the possibility of joining the hole-
particle line pairs to either end of » vertices.
There is a factor 2"*! since each particle-hole
pair can have spin-up or spin-down. There is also
a factor (p +q)! which is the number of ways of
drawing the hole-particle pairs that keep the graph
connected. Since '

Z(PHI)' —on
plq!
we obtain A,=4", n=1,2,....

The contribution of the kinetic-energy graphs
as shown in Fig. 6(b) is

(2 oy B [ dRSEY I, (5.3)

t(k) = (aZ/6m2)k>. (5.4)

The numerical factor B, contains factors 27" from
the vertices, 2" from the possibility of connecting
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a hole-particle pair at either end of » vertices, a
factor 2" from the spins, and the factor (p!q!)~'.
There is also a factor pq(p +q —2)! which arises
since the kinetic-energy vertex can be connected
to p vertices preceding it, g vertices following it,
and the remaining hole-particle pairs can be placed
in (p +q —2)! ways that leave the graph connected
overall. The sum on p and g for fixed » gives a
factor 2""2, Therefore B,=4"""', n=2,3,....

It is seen that the sums on » for the ring dia-
grams are simply geometric, and that the energy
term is given by

FOR JASTROW-TYPE WAVE.. 1341
E_3 f & Q(R) (k) (k) + 4n (k) (R)S(RY
N 87 1 - 4h(k)$ (k)
(5.5)

The function ¢ that minimizes this integral is giv-
en by

o(k) = 4h(k) [1 <1+

The energy term corresponding to this choice of J)
is

4o(R)h (k) )1/ 2].

1%) (5.6)

R
<ab [t -t (L g @) 1o g - deerar)

+%a§f I's [(1 +
2

16 1\!/2 8 1
3ma, k*

~ 37a, F] dk.

(5.7

It is observed that the integrand behaves like # for small k. The singularity noticed in the lowest-order
term is therefore completely removed by summing over the ring diagrams. It must be recognized, how-
ever, that h(k)p(k)=0(k""), so that the summation of the geometric series is purely formal.

The function ¢(r) is given by

o)== f

sm(k'r)[ ( 3 1
1-Lk -1+ na, kz(l—

The behavior of ¢(r) for large 7 is governed by
the singularity in ¢(k) at #=0. It is seen that
$(k)=0(k~2) and hence that

oY= —1n(3/ma, ) /2(1/7)

for -, This asymptotic behavior is not uni-
form, however; as a, becomes large, the range at
which (5.9) becomes valid increases.

(5.9)

1/2 31 o
ﬁkzy) ]dk i —f ksin(kr)[l - (1
r 2

16 1\1/2
* 3a, k“> ]dk

(5.8)

—

It will now be shown that the energy given by Eq.
(5.7) behaves like aln7, +C at large density, or as
a,—~. It can be seen that the second term in Eq.

(5.7) approaches
c,==1/972. (5.10)

We introduce a parameter 6=21mo/ 3 and put k2 =12x
in the first term to obtain

'Cl=2<¥>zf/s = [(1 + F;‘x‘ a _—x)z)llz -1- (:T'(f;f—] dx
2(?) (A +3 +1n% - %ﬂ (5.11)
The integral represented by A can be transformed to
A=%f:dzf°1/3 . <1+ (16;;‘)2> (zz+1+-(—16;—;)2>-1dx
-2 :dz{m% I R (AL ff’(zbﬂ);;fﬁﬂ}
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where b =36(1 +2%) - 1.

As §~x, b- for all z in the range of integra-
tion. We therefore expand the integrand for large
b; because of the factor ¢ outside the integral it is
necessary to determine the integrand to terms in
b2 to obtain the logarithmic term and the constant
in the result. It is found that

=2 (" s 1 2 (g LYY
=ﬂfodz[1n2—3— 1327 1“2’“41;2 In5d

I 8]
737 36b  648b%/]°

The terms in b~! and b~2% can now be expanded in
[36(1 +22)]~! and the integration on z performed.
When all the results are assembled it is found that
the quadratic and linear terms in 8 drop out and
that

31
4872

=0.0570 In7, - 0.1324. (5.12)

E __ 9 4 9
NE 162 In(z7a,) - g 2 2+

The latter numerical result has also been given by
Gaskell.’? The corresponding result of Gell-Mann
and Brueckner is

E/N=0.06221In7, -0.142.

The lack of agreement between the coefficients
of the In7, term indicates that the Jastrow wave
function is incapable of giving an exact description
of the system, since it appears that we have
summed all the terms that contribute logarithmi-
cally.

VI. EXCHANGE CORRECTIONS AND RESULTS

We now consider the other lowest-order con-
tributions to the energy corresponding to Figs.
4(c), 4(d), and 4(f) and given by Eqgs. (3.13) and
(3.14). The various integrals can be written down
in spherical coordinates and are listed as follows
as energies per particle.

ey=-3/nas [ 5,070 0  ar, 6.1
. (V]
e;=(2a§/n2)fwrdrfmr’dr’jl(r)jl(r')

X g, (r,r" )¢’ (r)e’' ('), 6.2)
e=-12/m)ay [ A/, 0PO0NEY,  6.3)
e4=(48a0/112)f”rdrf” ar’ 3, ()5, ")

X g, (r,r")p(r), 6.4)

es=—(48a,/m 3)f” r21(r)o(r)dr, 6.5)

where

at,r)- [ 52, ()7, (7)) dp

1 . .
=~ 75,075, 0)

-5, )i, ()], (6.6)

© r
I(r)=2fD dr,folrzdnjl(”l)fl(n)

x Z[n/n] g, %) g, 7). 6.7

The five contributions to the exchange energy
correction have been computed numerically for
various values of 7,. Although the five terms vary
considerably with 7,, the sum is essentially con-
stant in the range considered, and is 0.039 +0.002
for 0.1<%,<6.0. This is close to the result 0.046
quoted by Gell-Mann and Brueckner for the analo-
gous second-order exchange contribution in per-
turbation theory. The asymptotic behavior of the
exchange contributions for #,—~ 0 has not, however,
been ascertained so that no firm conclusion should
be drawn from this result.

The result given by Eq. (5.7) for the correlation
energy per particle has been calculated numerical-
ly for various values of the density. These results,
together with the results of the exchange energy
calculation are given in Table I. The result at
highest density is given within 1% by the asymp-
totic expression of Eq. (5.12). The results are also
plotted in Fig. 7 together with the results of three
other recent calculations.

VII. CONCLUSION

We have presented a linked-cluster-type expan-
sion which is suitable for Jastrow-type wave func-
tions. In this expansion each term is explicitly
proportional to the particle number or system

TABLE I. Correlation energies per particle (in Ry).
Ae, is the contribution of the ring diagrams, Ae.y is the
exchange contribution and Ae,,, is the net result.

7s Ae, Ae,, Aeor
0.096 —0.269 0.040 -0.229
0.152 —0.244 0.040 —0.203
0.241 -0.219 0.041 -0.178
0.382 . =0.195 0.041 —0.154
0.605 -0.171 0.041 —0.130
0.960 —0.149 0.041 —0.108
1.52 —0.128 0.041 —0.087
2.41 —0.108 0.040 —0.068
3.82 -0.090 0.039 —-0.051
6.05 —0.074 0.037 —-0.037




10 LINKED-CLUSTER EXPANSION FOR JASTROW-TYPE WAVE... 1343

-€ corr (Ry)

L I 1 1 " n

1.0 20 30 40 50 60

FIG. 7. Correlation energy as a function of 7;, includ-
ing the exchange energy (solid curve). The other curves
A, B, and C are the results of Lee and Ree (Ref. 12),
Singwi et al. (Ref. 10) and Pokrant and Stevens (Ref. 12),
respectively.

volume for uniform systems. This analysis can
then be applied to make variational calculations
for many-body problems, although such a proce-
dure cannot provide rigorous upper bounds since
it is not possible to sum the series for the energy
beyond the first few terms.

The result has been applied to calculate the
lowest-order corrections to the interaction energy
in the case of a weakly interacting system and the
variational equations for the correlation function
have been obtained. It was shown in this case that
the correlation function differs from unity by a
term of order -2 for large .

The problem of a system interacting via poten-
tials with a strong repulsive core has not been fully
worked out. It has been seen that the results to
lowest order in the density resemble those for the
weakly interacting system and the variational
equations for the correlation function have been
determined. These resemble the Schrddinger
equation, and reduce to the equations for the weak-
ly interacting system under the approximation
f(r)=1 in the potential-energy term.

A systematic approach to the problem of calcula-
ting higher-order correction terms to the low-
density approximation has not so far been found.
There are several problems that may be noted.
The first of these is the complete elimination of
the ¢ vertices in favor of f vertices, as has been
done in the case of the two hole-line graphs. This
problem must apparently be resolved by summing
contributions of graphs with a fixed number of
particle lines running through them connected by

arbitrary numbers of ¢ vertices, permuted in all
possible ways. The sum over permutations has the
effect of replacing factors such as [(p,+p,+***p,)!]™!
by (p,!py!***p,!)"" and permits the elimination of

¢ vertices.

There are, however, a number of difficulties in
connection with this. The first of these is to take
into account corrections for the closure approxi-
mation made in summing over particle states. It
appears that it is impossible to eliminate ¢(7)
completely from these correction terms but that
it appears in a innocuous way, i.e., in a denomi-
nator, after the particle sums have been carried
out. It may be that other cluster expansions for
the fermion problem, in terms of the function f
alone, are of necessity slowly convergent, because
of the apparent necessity of the occurrence of the
slowly convergent Inf in the expansion.

A second problem is to take into account system-
atically other corrections such as those of the
exclusion principle violating diagrams. It seems
that this problem is related to a third, the general
question of convergence of the integrals arising
in the calculation. Some of the integrals arising
from diagrams with more than two particle lines
running through them are divergent, but the diver-
gences appear to be removed by the exclusion
principle violating diagrams. The fact that f(F)
—1=0(r"?) is also important in this connection.

It is hoped that these questions will be clarified in
a future article.

The results given for the application to the elec-
tron-gas problem must be regarded as somewhat
preliminary. There are a number of ways in which
the result can be improved. One of these is to
include the exchange energy in the variational cal-
culation by considering different correlation func-
tions between electrons of parallel and antiparallel
spin. Another is to include higher-order contribu-
tions, perhaps of the ladder type as discussed in
Sec. IV. It might be hoped that contributions could
be isolated so that the result would approximate
the correct asymptotic behavior at low densities
as well as at large densities.

As was mentioned the results obtained here are
similar to those of Gaskell. It appears, though,
that the approach is quite different, and that the
approach introduced here has the advantage of
permitting systematic calculations of the higher-
order corrections. For example, the exchange
correction could be calculated in a straightforward
manner. The method followed here may also be of
interest in illuminating the correspondence between
the variational method and the perturbation theory
of Gell-Mann and Brueckner.
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