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An excitation Hamiltonian is formulated by adding an operator OA0 to the Fock operation whose
eigenvalue differences represent excitations of electronic systems. O is an operator which projects onto
the virtual space of the Fock operator and A is chosen so that one has a Koopmans theorem and a
variational principle for these states. The formalism is then used to calculate excitation energies of -

atomic He, Li, Be, and Na.
I. INTRODUCTION

One is very interested in finding an excitation
operator whose eigenvalue differences will approx-
imate the excitations of the atomic, molecular, or
solid system under investigation to a high degree
of accuracy (i.e., within experimental accuracy).
The starting point in the past has centered around
the Hartree-Fock equations where it has been
shown by Koopmans’s theorem that the eigenvalues
of the Fock operator for the occupied orbitals
represent ionization energies of the system (the
N -1 system) if relaxation is neglected. However,
when one looks at the virtual orbitals (unoccupied
states), the Fock operator gives eigenvalues which
are related to electron affinities, namely the N+1
system instead of the N -1 system.! This diffi-
culty is inherent in all solutions of approximations
to Dyson’s equation? (of which the Hartree-Fock
equation is the first-order approximation). In
some systems where the excited state has the
redistribution of charge distributed over a large
volume (such as a Bloch-type charge going to
another Bloch-type charge), the energy differ-
ences of solutions of Dyson’s equation of the N+1
and N -1 systems match excitations of the N sys-
tem. This situation is seldom realized in atomic
and molecular systems and is not found in a large
number of excitations in crystalline systems.
Thus there exists a need to develop methods of
obtaining excitations of the N system. In doing
this, one is looking for a simple way to include
the effect found in many excitations—that is, the
excited state appears to have a localized hole and/
or electron—without performing a configuration-
interaction calculation.

To date, the excitation Hamiltonian used most
in solid-state physics calculations has been the
approximate Fock operator where the average

free-electron-gas operator to the exchange term
has been inserted. That is, a local approximation
to the exchange term has been used instead of an
operator which is a function of two electron coor-
dinates. There is some arbitrariness to this op-
erator, namely, whether one makes the approxi-
mation in the total energy equation (this leads to
the Kohn-Sham approximation®) or whether one
makes the approximation in the Fock operator
after the variation of the total energy has been
taken (Slater’s approximation?). The ratio of the
coefficients of the Kohn-Sham approximation to
that of the Slater approximation is £ to 1. This
has led to finding other ways of determining the
coefficient, which most of the time falls between
the above two values. In a lot of examples one
simply introduces a parameter and adjusts the
value to match a particular experimental value.

In most cases this approximation does not match
the Hartree-Fock eigenvalues which it is supposed
to do nor does it match experiment. It causes the
exchange energy to be underestimated and the ion-
ization energies to be too small. In turn it also
causes the N+1 eigenvalues to be too small. This
sometimes matches experimental values of excita-
tions to the N system; however, this is accidental.
Thus one has to consider this approach as a pa-
rameter theory possibly without predictive capa-
bility.

In Ref. 1, Lowdin showed that if p is the first-
order density matrix of the ground state and p’
that for the single “excited” state (where
p’' =p +Ap), one has

Ap(ly 2)=w:(1)¢a(2) —(P;*(l)l/),(Z) ’ (1-1)

where Y, is an “excited” natural spin orbital and
¥; is the “removed” natural spin orbital. Equation
(1.1) was obtained using a Koopmans-like approx-
imation. Such a p’ charge density leads to a V¥-!
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potential for the excited states.

Hunt and Goddard® also took special care in
formulating the correct V¥-! potentials for excited
states from closed-shell ground states. They
maintained the correct spin state when they deleted
the self-energy terms, namely singlet and triplet
excited states. In the calculation of the occupied
orbitals, these self-energy terms cancel automa-
tically. This concept of generating improved
virtual states from V¥~ potentials has been used
extensively by Kelly® in calculating correlation
energies in many-body perturbation theory. His
V¥~! potential consisted of the N -1 occupied
states where the ith state normally occupied is
left unoccupied.

Expanding the above concepts one of the authors,”
using a suggestion of Gilbert,® introduced an op-
erator to be added to the Fock operator which
would cause the virtual states to “see” a V¥~
potential, that is, an operator of the form OAO,
where O is a projectile onto the space of the vir-
tual Fock orbitals and A is an operator which
causes the virtuals to see the V¥ ~!-like potential.
Scofield et al.,® using similar ideas, calculated
the pair-correlation energies of oxygen, fluorine,
and neon with virtual orbitals generated with an
A=-/r.

It is the purpose of this investigation to describe
the choice of A and present calculated results of
one such A. A discussion of the effects of relaxa-
tion and screening of the interaction is included.
In Sec. II an outline of the excitation Hamiltonian
is given. The results and comparison with other
calculations and experiments are given in Sec. III.
The conclusions are then given in Sec. IV.

1. 0A0 BACKGROUND

In obtaining an excitation Hamiltonian the first
step considered here is to make sure that the ex-
cited states or virtual states see the correct type
of field. Since in atoms and molecules plus a
large number of crystals the excitations are lo-
calized, one wants to have this effect included in
the excitation Hamiltonian. A localizing operator
for the occupied space orbitals which will give
the same charge density as the Hartree-Fock
charge density has been suggested by Adams'®
and Gilbert.® Namely, one has

A=pAp , 2.1)
where p is the charge density operator of the
Hartree-Fock operator and has the property

A

p2=p=P . (2.2)

A is an arbitrary operator which is chosen to help
reduce the computational problem. If ¢; is a vir-

tual orbital, one has
Ay, =pApy;=0 . (2.3)

On the other hand, if §; is an occupied orbital, one
has

AYp; #0 . (2.4)

Clearly the use of p as a projection onto the
occupied space can be extended to form a projec-
tion operator onto the virtual space. One has sim-
ply

1=p+(1-p)=P+0, (2.5)
and one can form an operator B of the form
B=0A0 . (2.6)

Here again A is an operator which is at present
an arbitrary operator. In obtaining the correlation
energy in Ref. 7, a substantial improvement of the
rate of convergence of the configuration-interac-
tion calculation was obtained over the use of nor-
mal solutions to the Fock equation. In this calcu-
lation A was a three-dimensional square well,

The best results were obtained with a radius of
the square well at 3 a.u. and a depth of 1 Ry. A
similar basis set was generated in Ref. 9, and
used in the linked-cluster many-body perturbation
theory of Brueckner’s!! and Goldstone’s'? calcula-
tions. In this calculation the operator A was cho-
sen to have the form -3/ with g=1.

Let us now turn to the main objective of this
note, that is, to formulate an A such that when
OAO is added to the Fock operator, an operator
is formed whose eigenvalues are the excitations
of the system being investigated. The removal of
an electron of a core state of an atom will leave
behind a Coulomb potential of the form

2

V(Fl) =f w:(;z)_ %— ¢c(-fz)d?2 . (2-7)

%

There will be some change in the charge density.
Since we are looking at core states, the nuclear
attraction is the major force, and the removed
orbital or hole will retain nearly the same shape.
However, the outer shells may relax substantially.
(One has also an exchange potential which will be
discussed later in this section.) The major change
in the remaining electron charge density will come
from the outer electron orbits. This gives the re-
laxation and causes the energy change between the
ionized atom and the ground state to be less than
the Hartree-Fock eigenvalue. This can be taken
into account by obtaining self-consistent solutions
of both the atom and ion and taking the total ener-
gy 'difference; or one could calculate to a high de-
gree of accuracy the energy change caused by the
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mixing of the top orbitals through second-order
perturbation theory, where the perturbation is the
potential given in Eq. (2.7).

There is one more major effect which will be
discussed more fully in Sec. IIT and taken inte
account in later calculations. That is, the excited
electron will not see the exact potential of Eq.
(2.7); rather, this potential will be screened by
the outer electrons and thus somewhat reduced.

It is useful at this point to develop specific
mathematical formulation of the ideas presented
previously. We begin by defining a system Ham-
iltonian for an N-particle system in terms of gen-
eral one-body operators f; and two-body operators
&;;. We find

N 1 N
H=3 fi+g PIW-TI (2.8)
i=1

4hi=1
i=j

In terms of a Slater determinantal-type wave
function, the form is

(%, ..., X,) = (N )2 det[y;(x;)]
=(N24s f[ Vilx;) . 2.9)

Here As is the antisymmetrizing operator and the
Y; are spin orbitals. The energy E is given as

E=(¥|H|¥)

N
=Y CGlAID + Y 5 (gLl 6) - (ile,li) .

i=1 Hhi=1
(2.10)

If the orbitals are not permitted to relax, the en-
ergy needed to remove an electron in state ¢ is
given as

N
AEN=<NIf1l N>+ Z ((zNIg]_zI zN>_<2NIg12'Ni>) .
= (2.11)

Let us assume ¥ is the system ground state and
the orbitals ¢ are chosen so that the system ener-
gy is stationary; one finds that the orbitals ¢ sat-
isfy the Hartree-Fock equation

(f1+fd‘rzzh: Iwi(2)|2g12)¢,(1)
i=

=30 ) [ dr e @ =<0) -
=1 (2.12)

The solutions to (2.12) fall into two classes. One
class is for i <N, where one finds that AE; as

given by (2.11) is exactly equal to €; given by (2.12).

This is a statement of Koopmans’s theorem. How-

ever, there are solutions to (2.12) for which ¢> N,
For such solutions Koopmans’s theorem is not
satisfied, and the eigenvalues are not ionization
energies of the N-particle system. These orbitals
are termed virtual and are labeled by a, b, etc.,
from here on. It is noted that the variable x in-
cludes space and spin degrees of freedom and that
integration implies summation on spin variables.

Consider a ¥, solution to (2.12) and also the en-
ergy needed to remove the electron in ¢, from an
N-body system, where ¢, replaces y [as in (2.9)]
and the §;, where we adopt the convention that ¢, j
are always less than or equal to N, are orbitals
occupied in the ground state and are solutions to
(2.12). We find

N-1
AE,=(alf,lay+ " (ai|g,,| ai) - (ail gl ia)) .
i=1

(2.13)

However, the €, for (2.12) is given by

N
€.=(alfyla)+ " (ailg,l ai)—(ail g, ia)) ,

i=1

(2.14)

demonstrating the previgusly discussed failure of

Koopmans’s theorem for the virtual orbitals.
Consider now an operator of form OAO,

where A is chosen to be

6/16:6[(-1)<N|g12—g12f’12]N>]0 . (2'15)
P, is defined such that

(a|O(N|g,,P,,|NYO|a)=(aN|g,,| Nay .  (2.16)

One may add 0A0 to (2.12) without disturbing the

ground-state solution, so that the stationary con-

dition is satisfied. The new equation for the orbi-
tals is of the form

(F +0A0)W,; =€,9; . 2.17)

For this equation we find for an €, using (2.15) that

N-1
ca=(alfila)+ Y (ail gyl ai)—(ail g, ia)) .
=t (2.18)

Thus for (2.17) and (2.15) one has a Koopmans’s
‘theorem for the virtual orbitals.

It is simple, furthermore, to show that in the
unrelaxed orbital limit (Koopmans’s limit) the
difference in the eigenvalues of (2.17) using (2.15)
are excitations of the N-particle system for single
electrons. Assume the electron in the state N is
excited to a state a. Call this energy for excita-
tion AE§. Using (2.10), if E, is the total ground-
state energy and E§ is the excited-state energy
one has
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N-1 N-1
E: _Eg=AE7vE<'alf1|a>+Z «ailglzlai>—<ailg12|ia)) _<N|fllN>_ Z ((Nzlgllez)—(NzlglzlzN)) S€,—€y -

i=1

Therefore the eigenvalue differences correspond
to the excitation energies of the N-particle system
for excitation from state |N). Please note that
the choice of excitation orbital |N) is not special
since any of the occupied states can be chosen to
be | N).

This choice of A will lead to the same results
as found in Ref. 5 for the triplet (the lowest ex-
cited state by Hund’s rule); however, it will not
reproduce the singlet case. For the triplet the
exchange-like term is zero and A is just the Cou-
lomb term (sometimes denoted as —J,). To obtain
the spin singlet, the choice of A would be -J,
plus twice the exchange term (sometimes denoted
as K,). Using (2.15) as A and with the spin of the
substituted orbit the same as that of the removed
orbit, one has A equal to —J,+K,. Two points
should be made. First, in complicated systems,
for which this development of the excitation oper-
ator is intended, S? is nota good quantum number.
Second, one needs, in general, more than one de-
terminant for a trial wave function, even in sim-
ple systems, to obtain the correct spin symmetry.
Thus in this work the pure spin-state requirement

J

N-1 N-1

DN =

N-1
E3=3 Glfliy+(alf,lays

i=1 i=1 j=1

The variation produces for the &, the equation

N-1

i=1
(2.19)

r

will be dropped. For the simple systems, such
as the 1s2s excited state of He, an error of ~0.4
eV is found, and in Be, for the 15%22s3s excited
state, one obtains an error of ~0.3 eV.

Finally we consider the proper variational deter-
mination of the virtual ¢,. We show that these are
properly the solutions of (2.17) using (2.15) under
the restriction of having only one Slater determi-
nant. Consider a given set of orbitals &;, iSN-1,
for the self-consistent ground-state Fock equation.
Choose the &, so that the energy of the state

. N-1
Wilx,, ..., x0)= (N2 A, <£a(x~) I é,(xo)
i=1

(2.20)

is stationary with respect to £,£¥. Requiring &,
to be orthogonal to the occupied orbitals leads to

657;’: (fggdv 5)]:0,

l"ﬂ

(2.21)
with

Z:(mlg12 ij)- <lJ|g12lJz>)+Z(<azlg12laz) (ailg,lia)) . (2.22)

i=1

(73 [ la@i,an,) e I [ @@ dm, =10 (2.23)

We see that the form for the expectation value of
this operator with £, is the same as for (2.17)
using (2.15) for ¢,. Thus if we show ¢, to be the
same as §,, the ¢, of (2.17) and (2.15) are those
which minimize the system energy for unrelaxed
$;, 1sN-1.

The proof is to consider the matrix of the oper-
ator B defined by (2.23) with respect to the solu-
tion ¢, of (2.17) and (2.15). We need to evaluate
(%ol Bl 9,) in general. Now we know the operator
in (2.17) is given as

F=§+f [yn(2)|%g,, dT,

- ¢N(1) f delp;(z)g]_zﬁlz . (2.24)

Therefore

(Val Bl 4= €400 —(aN| £, bN ) +(aN| g,,| ND)
—(a|GAO| b)
=€,00 —(aN|g,,| bN)+(aN| g,,| Nb)
+(aN| g,,|bN)—(aN| g,,| Nb)=€,6,, .

(2.25)

Thus one finds that B is diagonal in the solution
of (2.17) (2.15); hence the energy is minimized as
desired.

We also note that for configuration-interaction
calculations based upon single and double replace-
ments of orbitals in the ground-state eigenfunction,
the orbitals defined by (2.15) and (2.17) should be
optimal to a good degree. For one thing, the
virtual orbitals minimize the energy of the excited
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TABLE I. Excitation triplet energies of the He atom.
First column, experimental values taken from Ref. 13;
Second column, calculated values using OAO where A is
equal toV in Eq. (2.7); Third column, bound Hartree-
Fock eigenvalue differences; Fourth column, values for
the excitations by taking differences of total energies
(Ref. 14). The ground and excited Hartree-Fock config-
urations in this case are both self-consistent.

0AO Hartree-Fock

Transition Expt A eigenvalues A eigenvalues AEtot

states ev) ev) eV) eV)
1s%—~1s2s 19.83 20.03 24.95 18.67
1s2—1s3s 23.00 23.36 21.54
1s2—~1s4s 23.59 24.34 22.42
1s?—~1s5s 23.97 24.71 coe
1s®—1s2p 21.30 19.84

wave functions, or, hence, minimize the energy
differences between ground and excited wave func-
tions. Thus in second-order perturbation theory
the energy denominator is minimized. In addition,
the interaction integral in the numerator is en-
hanced since the virtual orbitals see a V¥ ! poten-
tial rather than a V" potential and are much more
spatially localized than the usual Fock virtual
orbitals. The overlap of the virtual orbital with
the occupied orbitals is thus enhanced using solu-
tions of (2.15) and (2.17) in the same way as the
work of Refs. 6, 7, and 9; hence, the interaction
matrix elements are enhanced.

This theory may be considered a generalization
and extension of the ideas introduced by Hunt and
Geoddard (Ref. 5) to solve the dilemma posed by

TABLE II. Excitation energies of the Li atom. First
column, experimental values taken from Ref 13; Second
column, calculated values using OAb where A is equal
toV in Eq. (2.7); Third column, bound Hartree-Fock
eigenvalue differences. For the transition 1s22s —1s%3s
the energy is found to be 3.33 eV by taking the difference
of total energies for the two configurations as obtained
self-consistently (Refs. 15, 16).

AAaA

OAO Hartree-Fock
Transition Expt A eigenvalues A eigenvalues
states (eV) (eV) (eV)
15225 — 1s%3s 3.37 2.85 5.11
1s5%2s — 1s%4s 4.34 4.15 5.18
1s22s — 15 %s 4.75 4,72
1s22s —1s%s 4.96 5.01
15225 — 15252 54.32 62.14 67.25
1s22s— 1s253s 62.79
1s%2s —~1s2s4s 66.14
1s%s —~1s2s5s 66.85
1s22s— 1s2s6s 67.14

2value taken from J. A. Bearden and A. F. Burr, Rev.
Mod. Phys. 39, 125 (1967).

having a V¥ potential for the virtual orbitals. In
the present theory, we have one operator for all
excited states obtained by exciting from a specific
ground-state orbital, whereas in the theory of
Hunt and Goddard, excitation from a doubly
occupied orbital leads to two Hamiltonians, one
for the singlet and one for the triplet. In the
present theory, the operator defining the occupied
and unoccupied space is the same, whereas that
of Hunt and Goddard is not. In addition, a series
of desirable theorems have been proved in this
section.

III. RESULTS

The results of excited triplet atomic He are
given in Table I. One finds very close agreement
between experiment and the calculated values ob-
tained using the OAO formalism described in Sec.
II. As pointed out in Sec. II, A is defined by (2.7)
as in all results presented in this section. The
He atomic system should be the best for this choice
of A because there is only one electron orbital
which can screen and relax left in the system.
Comparing the OAO results with Hartree-Fock,
the first Hartree-Fock excited state is approxi-
mately 5 eV higher in energy than that of the ex-
periment and OAO. In fact, the mean deviation
from experiment of the four 1s? to 1sns excited
states is ~0.5 eV. To get other types of excitation,
such as 1s? to 1s#zp, one only needs to have a com-
plete enough basis for the excited states. We
added a few p-like basis functions and calculated
the first p-like excited state, which is the bottom
number in Table I.

Moving up the atomic table, the next example
system investigated was atomic Li excited states,
and the results are given in Table II. The first

TABLE III. Excitation triplet energies of the Be atom.
First column, experimental values taken from Ref. 13
Second column, calculated values using 0AG where A
is equal to V in Eq. (2.7); Third column, bound Hartree-
Fock eigenvalue differences.

0AS Hartree-Fock
Transition Expt A eigenvalues A eigenvalues
states eVv) (eV) (eV)
1s%2s2—15%253s 6.45 5.53 8.20
1s22s2—=15%2s4s 7.99 7.11 8.32
1s22s2—1s%2s5s 8.55 7.78
1s22s2—1s%2s6s 8.82 8.13
1s%2s%—1s2s%3s 108.5% 124.15 128.48
1s%2s2—152s 4s 127.21
1s%2s%2— 1525255 128.05
1s%2s%2—~152s2%6s 128.41

3yalue taken from Ref. a, Table II.



10 CALCULATION OF EXCITATION ENERGIES OF ATOMIC... 1039

four rows give excitation of the outer electron
from the 2s to 3s-6s states. The mean deviation
of the first four rows is only ~0.2 eV. This means
that the screening and relaxation effects are small
or tend to cancel each other. In the fifth through
ninth row the electron is removed from the inner
orbit. One finds that relaxation about the hole in
the lower orbit appears to be the major factor.
The hole-electron interaction causes a change of
about 5 eV, whereas the relaxation effects appear
to be larger than 8 eV.

In the next example system, namely, triplet ex-
citations of atomic Be, one sees a slightly differ-
ent type of trend in the results of the first four
rows of Table ITl. That is, the calculated 0AQ
values underestimate the excitation from experi-

ment with a mean deviation of 0.8 eV. Thus
screening of the hole-electron interaction which

is not included in the calculation is important and
is mainly done by the remaining 2s electron. How-
ever, when the excitation is from the lower orbit,
relaxation of the hole is again the major factor as
can be seen in row five of Table III.

The excitation energies of atomic Na show the
same general behavior as atomic Be in Table IV.
This table includes different excitations, such as
3s to np and 2p to ns and np, for completeness.
The first eight rows of Table IV shows the over-
bound effect of the calculation with 2 mean devia-
tion of ~0.5 eV. It is surprising that although
there are more electrons in Na than Be one finds
less screening effects. The difference is that in

TABLE IV. Excitation energies of the Na atom. Flrst column, experlmental values taken
from Ref. 13; Second column, calculated values using 0A0 where A is equal toV in Eq. (2.7);
Third column, bound Hartree-Fock eigenvalue differences.

AAA

OAO Hartree-Fock
Transition Expt A eigenvalues A eigenvalues
states eV) (eV) ev)
1s225%2p %35 — 1522522 b4s 3.19 2.88 3.16
1s225%2p 35— 15%2522p ¥55 4.11 3.16 4.78
1522522835 —1522522p 865 4.51 4.09
1s225%22p%3s — 1522522p 875 4.711 4.41
1s%2s%2p 835 — 15225225 63p 2.10 1.66
1s22s5%2p 835 — 15225 22p 84p 3.75 3.29
1522522835 — 1s22522p 85p 4.34 3.711
1s%2s22 835 — 1522522p b6p 4.62 3.74
1s225%2p83s — 1522522p %352 36.32
1s%2522p 835 — 152252253545 37.89
1s%25%2p 835 — 15%2522p %3555 39.48
1522522 €35 — 1522522 %3s6s 40.28
1s%2s522p83s — 1522522p 535 7s 40.73
1s225%2p 835 — 1522522535 3p 36.26 39.73
1s%25%2p 835 — 1522522p53s4p 39.62
1522522 835 — 15 22522p53s5p 39.76
1s225%2p 835 — 1522522 53s6p 40.06
15%25%2p 835 — 152252 8352 71.22
15225229 €3s — 152252p €35 4s 72.77
1522522p 635 — 152252 35 55 74.37
15225%2p 83s — 152252 #3565 75.17
15225%2p 635 — 1522525 835 7s 75.62
1s%25%2p63s — 152252 35 3p 71.16
1522522 83s — 15225 2p 83s4p 74.51
1s%2s%2p 35 — 152252 835 5p 74.51
15225%2p 835 — 152252p 835 6p 74.95
1s22522p 835 — 152522p €352 1095.77
1s5%2522p83s —~ 152522 63s4s 1096.24
1s%25%2p83s — 152522p 83s 55 1098.93
1s225%2p 83s — 1525225 83565 1099.55
1s225%2p 835 —~ 152522p %35 7s 1100.03
1522522p83s — 152522 3s3p 1071.1% 1094.36
1s22522p 835 — 152522p 35 4p 1098.89
1s225%2p 835 — 152522p 835 5p 1099.07
1522522p 635 — 152522p 635 6p 1099.51

2value taken from Ref. a, Table II.
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the case of Na one has a closed-shell core remain-
ing whereas Be does not.

IV. CONCLUSIONS

It has been demonstrated that one can form an
excitation Hamiltonian whose eigenvalue differ-
ences between occupied and virtual states repre-
sent excitation energy. By adding an operator to
the Fock operator of the form 0AO which only ro-
tates the virtual space and by making a particular
choice of A, one has a variational principle and a
Koopmans theorem for these states. With partic-
ular choices of A, one can have local excitations
which will turn out to be of great importance as

the study is extended to molecules and solids.

For the lower-energy states it was also found in
this study that the relaxation of the hole state is
important. This effect is also important when one
studies solids, since the same type of behavior
will be found in these systems. Overall, the ob--
taining of excitation energies from first principle
of real systems has been overlooked for some
time; so this study appears to be a major step in
the right direction. There seems to be one conclu-
sion related to solid-state physics to be drawn
from this study. This is for the case of core ex-
citations (soft x-ray spectroscopy): charge cloud
relaxation effects may well be far more important
than direct electron-hole interaction.

TThis research was supported in part by the National
Science Foundation under Grant No. GH-33634.
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