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Total y-ray attenuation coefficients have been measured at nine energies in the range of 88
keV to 2.75 MeV for the following elements: Be, C, Mg, Al, S, Ti, Fe,¹,Cu, Zn, Zr, Nb, Mo,

Ag, Sn, La, Gd, Hf, W, Au, Pb, Th, U, and Pu. Radioactive isotopes were used as sources of
monoenergetic y radiation in a narrow-beam-collimated geometry. Experimental errors are
less than 1%.

INTRODUCTION APPARATUS

A significant number of photon attenuation-co-
efficient measurements, calculations, and com-
pilations has been published recently. ' " Ap-
preciable discrepancies between some of the ex-
perimental and theoretical values indicate the
need for additional accurate and consistent mea-
surements of total attenuation coefficients. The
initial results of comprehensive measurements
in the energy range of 25 to 130 keV were re-
ported by McCrary et al." The present paper
presents additional results extending the range of
attenuation-coefficient measurements to 2. 75 MeV.

The narrow-beam total attenuation coefficient
p, with units of cm'/g, is defined by the relation

I=ID e

where I, is the incident beam intensity, I is the
transmitted intensity, and x is the sample thick-
ness in g/cm'. In the present work, p was mea-
sured at nine energies in the range of 88 keV to
2. 75 MeV for 24 elements with atomic numbers
ranging from 4 to 94. Radioactive isotopes were
used as sources of monoenergetic y radiation.
Both the incident and transmitted beams were col-
limated.

Figure 1 is a schematic representation of the
experimental apparatus. The y source is located
in a collimated steel source holder having a slot
which provides for about 2 in. of incident beam
collimation. The sample is placed between the
source collimator and the main collimator, which
is a 15-in. -long steel slab having a 0. 1-in. ' col-
limating slot. For a typical sample, this collima-
tion system reduces the maximum solid angle of
scattering from sample to detector to less than
0. 5 x 10 4sr. The source, sample, collimators,
and detector are shielded by approximately 8 in.
of lead. The detector is a 1—,'-in. -diam by —,'-in. —

long NaI(Tl) crystal with a 0.005-in. Be window
mounted on a RCA 6342A photomultiplier tube.
Signals from the photomultiplier are amplified and
fed through a single-channel analyzer to a preset
time sealer.

SOURCES

The nine radioactive isotopes used as y-ray
sources are listed in Table I. The y-ray energy,
half-life, and method of production of each source
are indicated. The y-ray energies used are con-
sidered to be the most accurate values from the
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FIG. I. Schematic diagram of experimental apparatus.

current literature and are referenced individually.
Five of the sources, '"Lu, "'Au, "Zn, '4 La, and
"Na are multiple y emitters. The highest-energy
y ray was used with '"Lu, "Zn, and ' Na. The
'"Au source emits two y rays of higher energy
than the 411.80-keV y ray used in the measure-
ments. These y rays are emitted at 676 keV (1%)
and 1.088 MeV (0. 2%). '4'La emits one higher-
energy y ray at 2. 53 MeV (8%). Thus, for the
"'Au and '"La sources, it is possible that an elec-
tron resulting from the Compton scatter (in the
Nai crystal) of a higher-energy y ray may be de-
tected at the photopeak energy of the principal
y ray. Corrections for this effect were found to
be negligible for '"Au, while only a small correc-
tion was necessary for '"La, as discussed in the
data- analysis section.

SAMPLES

Most of the samples were machined as right
circular cylinders with diameters 0.5-0.75 in. and
thicknesses approximately 0. 2—2. 0 in. The Ag and

Au samples were cut in rectangular shapes from
rolled plates of 0. 08-0. 25 in. and 0.005—0.10 in.
thicknesses, respectively. The S samples were hot
pressed into cylindrical shapes. The Pu samples
were machined from a Pu rod to thicknesses of
0. 006—0. 25 in. and were clad with 0. 0004 —in. Ni
for health protection. The area and weight of each
sample were measured and the average thickness
in g/cm' was calculated.

A specimen from the material used for preparing
the samples of each element was subjected to
spark-source mass spectrometric analysis and/or
chemical analysis to determine the quantities of
all impurities in the samples. In general, the
samples were very pure, but for some elements
small impurity corrections to the measured at-
tenuation coefficients were necessary.

EXPERIMENTAL PROCEDURE

In addition to the sample thickness, three quan-
tities are measured to calculate JU, , namely, the
incident beam intensity, the attenuated beam in-
tensity, and the background. Incident beam in-
tensities varied from 500 counts/min with the
'"Cd source to 50 000 counts/min with the "'Au
source. Attenuated beam intensities were mea-
sured with the sample in a movable holder which
positioned the sample normal to the incident beam.
The sample could be moved mith respect to the
beam so that any part of the sample surface could
'be exposed to the y rays. Errors introduced by
deviations in the average thickness of the sample
were then minimized by measuring the attenuated
beam intensity at a large number of positions over
the sample area. The background count was taken

TABLE I. Gamma sources.

Source

$09~d

$41C

f77 L
203H

$98A

137C

65p

$40L

24N

Energy (keV)

88.09
145.41
208.36
279.12
411.80
661.6

1115.5e
1598.0
2753.9

Half-life

453d
32.5d
6.7d

46.9d
2,7d

30y
245d

40.2h

15h

Method
a

production

C

C

N
N
N
C

N
N

C is commercially produced source; N is produced
by thermal neutron capture from irradiation in LASL
reactor.
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by placing a 4. 0-in. -long depleted uranium rod
in the sample position.

Counting times from 1 to 5 min were used, de-
pending on the source strength. For each sample,
counts were taken in the following sequence: back-
ground, no sample, sample, sample, sample, no

sample, background, no sample, sample, and so
on. The sample was moved between "sample"
counts. The counting sequence was continued in
most cases until counting statistics contributed
less than 0. 6% error to the measured value of p.
In obtaining this statistical level, it was necessary
to make from 9 to 135 sample counts for a single
element and energy. Most efficient use of count-
ing time was made by selecting a sample thick-
ness which gave a value of I/I, in the range of
0. 1 & I/I, & 0. 4. For the radioactive samples Th,
U, and Pu, counts were also taken with the sample
in place and the source removed, in order to cor-
rect for any y contribution by the sample to the
sample counts. In taking the Pu data, the "no
sample" counts were made with two layers of
0.0004-in. Ni in the beam to correct for attenua-
tion caused by the Ni cladding on the Pu samples.

DATA ANALYSIS

From a sequence of counts taken for a given
y-ray energy, a series of transmission ratios
R =I/I, was calculated. The procedure was as
follows: Let the sequence of counts be denoted

by B» N» S» S» S„N» B» N3p 847 S5 and so
on, where 8 is the background count, N is the no-
sample count, and S is the sample count. For the
short half-life sources the data-recording cycle
was adjusted so that a linear decay correction was
sufficiently accurate over the period of a single
cycle. All counts for a given sample are for the
same counting time. Then we have

R, = (S, —B,)/(N, -B,),
R, = [S,——,'(B, +B,)j/[ ,(N, +N, ) —,(B, +—B,)], —

Ra = (S3 —B~)/(N2 -B2),

R~ = (S4 —B,)/(Ns -B,),

R, = [S,—'(B + B,)—]/[ —,'(N, + N ) — (B,+ B,)] . —

where x= average sample thickness in g/cm'.
From the standard deviation 6R calculated from
the set (R.j, a standard deviation of p, , 6&, was
calculated:

(4)

Where applicable for the radioactive samples Th,
U, and Pu, a sample correction C was subtracted
from the numerator of Rz, where

C = (sample background-room background).
S

These counts were taken, with the source removed,
for a long period of time and corrected for the
appropriate counting time. The sample correction
for Pu at the 88-keV energy of the '"Cd source
resulted in an increase in p, of about 2%%uo. Sample
corrections for Pu at the other energies and for
Th and U at all energies were negligible.

The measured values of p, at the ' 'La source
energy of 1.60 MeV were corrected for Compton
electron counts resulting from the 2. 53-MeV

y rays which were scattered within the NaI de-
tector. The correction was made by subtracting,
from the numerator and denominator of each R~,
the fraction of the counts due to Compton electrons
which are detected in the analyzer window width of
about 1.60 MeV. For the sample count due to
both the 1.60- and 2. 53-MeV y rays, we have

S f (l. 6)P (1.6)P (1.6)

+f (2. 53)p, (2. 53) P„(2.53),

where f(1.6) is the fraction of source y rays with
1.6-MeV energy, pf(1. 6) is the probability of
transmission through sample for 1.6-MeV y ray,
and Pd(l. 6) is the probability of detection in Nal
for 1.6-MeV y ray. These quantities are defined
similarly for the 2. 53-MeV y ray. For the "no-
sample" count due to both y rays,

N o- f (l. 6)P (1.6) +f (2. 53)P (2. 53) .

The source fractions are f (1.6)= 0. 96 and f (2. 53)
= 0.03. The transmission probabilities are

(1 6)
-P(l. 6) x

t (2 53)
-p, (2. 53)x

ln this manner, a set (Rf) was calculated for each
sample at each energy. From the mean trans-
mission R of the set, a value of the attenuation co-
efficient p, was calculated:

p, = —x lnR q

where g in cm'/g and x in g/cm' are the attenua-
tion coefficient at the appropriate energy and the
sample thickness, respectively. The detection
probabilities are

Pd(1 6)= v (1.6),
y
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and P (&. 53) =p (1 —e ),e

where p,
a 1(1.6) is the photopeak cross sectiony

in the NaI detector for a 1.60-MeV y ray, and
p, e

a is the cross section for production of a
1.60-MeV electron resulting from the Compton
scatter of a 2. 53-MeV y ray. 60 93NaI is the
YaI detector efficiency' for the 0. 093-MeV scat-
tered y ray (hv'=hv0 —T ) so that (1 —E0 93Nal)
is the probability that the scattered y ray escapes
the detector, resulting in the detection of only the
1.60-MeV electron. This correction was applied
to all samples at the ' 'La source energy and re-
sulted in an average increase in p, of 0. 5%. The
correction was applied for the two higher-energy
y rays from the "'Au source and was found to be
negligible for all samples at the '"Au source en-
ergy, which is in agreement with the experimental
and calculated results of Colgate. '

For certain combinations of energy, sample
material, and scattering angle, a y ray may be
coherently scattered through a small angle and be
degraded so slightly in energy that the scattered
y ray reaches the detector and is incorrectly
counted as part of the unattenuated "sample" count.
While this Rayleigh scattering is generally not
considered in broad beam conditions, it must be
accounted for in the interpretation of experimental
attenuation coefficient data. " Using the calculated
differential scattering cross- section data of Brown"
to interpolate at small angles and the data of
Veigele" for extrapolation to energies above 1
MeV, the Rayleigh scattering was found to contrib-
ute a maximum of less than 0. 05/p to the mea-
sured attenuation coefficients, so that no coherent
scattering corrections were applied to the data.

Using the Klein-Nishina formula" for Compton
scattering, it was found that incoherent scattering
in the sample made an insignificant contribution
to the "sample" count.

From the quantitative analysis of each sample,
corrections in p, because of impurities were ap-
plied as follows:

RESULTS

ERRORS

Sources of random errors include counting sta-
tistics, uncertainties in sample thickness, and
errors in applying sample impurity corrections.
Counting statistics for most of the measurements

IOO-

IO—

cu I.O—

PLli

Qd

~ l
\

Fe &

l

t

Al

\
\

1
\

II

--~-- McGRARY Bf 01.
PRESEN T WORK

The results of the present series of measure-
ments are listed in Table II. The errors are 1
standard deviation in the corrected value of p, ,
where the corrections are those discussed in the
data- analysis section.

It should be borne in mind that absorption coef-
ficients in cm'/g are unsuitable for Z interpolation
and should be converted to units such as b/atom
before use in this regard.

The attenuation coefficients of five representative
elements (Be, Al, Fe, Gd, and Pu) are plotted in
Fig. 2 along with the results of McCrary et al. "
to illustrate consistency between the x-ray and the
y-ray measurements in the energy region where
the two sets of measurements overlap.

The present measurements are in general agree-
ment with the results of Wyard' in the energy range
of 279 keV to 1.51 MeV, while agreement with the
results of Davisson and Evans" and Colgate' is
seen with the exception of some measurements at
2. 62 and 2. 75 MeV, respectively.

where p, . is the attenuation coefficient for the ith
impurity and ff is the weight fraction of the ith
impurity element in the sample. Since the values
of ff, were small, the required accuracy of values
of p, z was not as great as the desired accuracy in
p. element. This was demonstrated by applying
second-order corrections in (5), i.e. , impurity
corrected values of p. ~ were used to recalculate

The second-order corrections made no
changes in any of the values of p, element. All
impurities as large as 10 ppm were included in (5).

O.I—

0.01
O.OI 0.05

I

O. l

MeV
0.5 I.O 5.0

FIG. 2. Attenuation coefficients (cm /g) versus photon
energy (keV) for Be, Al, Fe, Gd, and Pu.
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were less than 0.6%. Errors due to variations in
sample thickness were kept to a minimum by mea-
suring the transmission at a large number of po-
sitions over the sample area. Since the sample
impurity corrections were small, errors in ap-
plying this correction were correspondingly small.
For all samples except Ti, the average impurity
correction to p was 0.06%. The correction for
Ti at 88 keV was 8%, while corrections for Ti at
all other energies averaged 0. 4%. The impurity
corrections for Ti were due to the presence of 0.44
weight% W in the Ti samples. There are no known
sources of systematic errors in the present work.
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