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The Quantum-Mechanical Partition Function
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A simple method is demonstrated of expanding the quantum-mechanical partition function in powers of
the interaction potential between the particles of the system. The result is valid for all types of statistics and
for all types of interaction, provided the interaction potential is nonsingular. The general term is expressed,
in terms of known quantities, in a compact form. It is shown that the series must be considerably modified
for the case in which the potential is singular. The convergence of the series is discussed brieQy.

I. INTRODUCTION

HE problem of expanding the quantum-mechan-
ical partition function in powers of h (Planck s

constant) has been discussed by various authors. ' s

Several methods of obtaining the original expansions,
due to Wigner and Kirkwood, have now been given.
As these series are, however, only useful at suKciently
high temperatures, where quantum sects are com-
paratively small, eGorts have been made to develop an
expansion convergent at low temperatures. Thus, Green'
has obtained the erst two terms of an expansion in
powers of the interaction potential between the particles
of the system. His results are in an extremely cumber-
some form and are, in any case, limited to the case of
Boltzmann statistics, whereas the few calculations that
have actually been carried out' at low temperatures
definitely show that the type of statistics obeyed by the
particles is of considerable importance. Goldberger and
Adams' obtained the general term in the series proposed
by Green. The final result was, however, left in an
awkward operational form and the calculations were
again limited to the case of Boltzmann statistics.
Finally, Siegert' showed how the series could be ob-
tained by solving an integral equation for the partition
function by an iterative procedure. In this approach it
is easy to take into account, in a formal manner, the
type of statistics obeyed by the particles. The general
term in the series was not, however, calculated in an
explicit form. A knowledge of the general term is clearly
of importance if we wish to discuss, even qualitatively,
the convergence of the expansion.

The purpose of the present paper is to rederive, and
to discuss the validity of, the expansion of the partition
function in powers of the interaction potential. It is
6rst shown that the series may be obtained by a
straightforward application of Taylor's theorem to the
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partition function of the system. The calculation is
quite general and is valid for all types of statistics. The
general term is expressed, in terms of known quan-
tities, in a compact form. In Sec. 3 we compare our
work with that of previous authors. The equivalence of
our expansion with that due to Goldberger and Adams
is established. Lastly, the validity of the expansion is
discussed. It is shown that the terms in the series must
be considerably modified if the potential possesses any
singularities. In fact, the series is only valid in this case
if the particles of the system are considered to have
Rnite (nonzero) incompressible cores. A condition is
obtained for the convergence of the series.

II. THE EXPANSION IN POWERS OF
THE POTENTIAL

The partition function (Z) of a system, is usually
written as

Z=P, exp( —Ph,),
where in Eq. (1.1), P= 1/kT, and the h, are the energy
levels of the system. A well-known alternative form of
Eq. (1.1) is

Z= Tr[exp( —PH) j,
where JJ is the Hamiltonian of the system, and Tr(A),
stands for the trace of the quantum-mechanical
operator A. It is assumed, in what follows, that the
Hamiltonian is independent of any spin coordinates of
the particles.

The trace of any operator is invariant. under change
of representation. Consequently, any complete set of
wave functions can be used to form the trace in Eq.
(1.2).

For a system of S' interacting particles, in an en-
closure, IJ can be written B'p+gV, where JIp is the
translational energy and gV the potential energy of the
mutual interactions. The partition function Z can now
be thought of as a function of g. It will be shown that
the Taylor series expansion of Z in powers of g is
identical with the series proposed by Goldberger and
Adams. We erst write

- (—1)"
expL —P(Hp+gV)) =exp( PH) =Q — P"+'— (1 3)

v~ P.
606
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If Taylor's theorem is applied to the right-hand side of
Eq. (1.3), it becomes

-p(-!H)=Zg. /. . i(-1)I3/. .u-H &. .. (1.4)
n=o v=0

where in Eq. (1.4) D= 8/Bg. Combining Eq. (1.4) with
Eqs. (1.2) and (1.3),'

~=~(g) =2 g"/n. 2( 1)"—3"/~! Tr(LD"H"jq-o& (13)
n=o v=0

Ho""VHo" 'VHp" '' ' Hp""'VBo"'"+ . (1 7)

In the expression (1.7) the i ),
' are integers and can take

on any values from 0 to v—e, subject to the condition
that

vp =v —s.

As we are only concerned with the trace of (1.7), the
theorem that Tr(AB) =Tr(BA) can be used to rewrite
it as

Hov'VHo~VHov' Ho""V, (1.8)

with precisely the same conditions on the v&. The
complete expression for (D"H"),= coal now be written
down:

(D"H") q
——(n 1)!p P H;iVH;q —Hp"~V, (1.9)

(vjg)

where in Eq. (1.9) P(.~) means that the summation
is to be taken over all sets of integers v&, satisfying the
relation

vy= v —%.

The factor v arises from the fact that the first differen-
tiation gives rise to v equal terms of the form Ho 'V,
while the factor (n —1)!arises because at the kth stage
of forming the nth diRerentia1 coefficient there are k —1
groups of H's, any one of which can be chosen as the
operand for the kth operator. Thus, (k—1) terms,
each of which is identical with a typical term of the
form (1.8), arise from the kth stage of forming D"H".
In this way, the complete factor (n 1)!is built u—p. The

9 This step involves the interchange of the operations of trace
and summation. lf any di%culty arises, in any particular case,
from this interchange it can be regarded as being purely formal
and the remainder of the analysis will still be valid,

Thus, the fundamental quantity to be calculated is
Trf)D"H"7, pj. To carry out this calculation the fol-
lowing simple relations are needed:

D(H)=V, D"(H)=0, n)1, and LHjq=o=Ho (16)
It is now easily seen, using these relations, that
(D"II"), q can be written as the sum of a number of
terms of the form

result, Eq. (1.9), holds for n &1; for n=0 the calcula-
tions are trivial, and the term for n=0 in Eq. (1.5)
reduces to Tr/exp( —PHq) j. We can thus confine our-
selves to the case n & T.

The trace of Eq. (1.9) is now formed using free
particle wave functions (4q) which satisfy the wave
equation Ho+, =E,+,. These wave functions must be
correctly symmetrized (or antisymmetrized), according
to whether we are dealing with a system which obeys
Hose-Einstein or Fermi-Dirac statistics. If this sym-
metrization were not carried out, and a single product
wave function were used, then we would merely have
the case of Boltzmann statistics. However, all three
cases are included in the following analysis; the dif-
ference arises only in the way certain matrix elements
are calculated. Thus, forming the trace of Eq. (1.9),

Vq;q; =
~

4'q;*V%'q;dr, dr„.

The integration in Eq. (1.11) is to be taken over all the
coordinates (including a summation over any spin
coordinates) of the particles in the system, the limits
being determined by the boundaries of the enclosure.
As the E&; are the same, whether the 4&; are sym-
metrized or not, the only difference due to the statistics
arises from (a) the enumeration of states %q; in forming
the sum Piq, ) and (k) in the form of the matrix ele-
ments, Eq. (1.11), according as the 4q; are symmetrized
or antisymmetrized.

The sum over the sets (i~) in Eq. (1.10) can be
carried out by using a generating function. Equation
(1.10) is written as

T L(D"H),=.3= ( -1)!Z V...,
(cg)

&&Pcoeff. of s "in+(1—zEq;)
—'j. (1.12)

i=j

The required coefIjcient can easily be picked out, if a
technique due to Dingle' is used. The generating
function is broken up into partial fractions, thus:

D(1 sEq) '=Q A —(1 sEq )'—
i,=l j=l

(1.13)

It is assumed, for the moment, that the Eg; are unequal;
I R. B. Dingle, Proc. Cambridge Phil. Soc. 45, 275 (1949).

Tr(D"H") =,=(n —1)!.P P Zq ~Zq~. . .
(qj) (vk)

X&q ""Vq,q, . Vq q„(1.10)

where in Eq. (1.10), the Eq, are the free particle energy
levels, and the summation P(q;) indicates that the
summation is to be taken over all sets of the q;. The
Vq;q, are the matrix elements of the interaction potential
V, and are given by
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then the A; are given by

A = g Eq " '(Eq —Eq ) i

i+2 =1

Combining Eqs. (1.14) and (1.13),

(1.14)

If we identify a with PPp and b with PVg, then the left-
hand side of Eq. (2.1) is merely the partition function of
Sec. II. Formally, it is quite clear that this expansion is
identical with that given above, both being expansions
in powers of g. This can easily be verified by writing the
general term in the series in Eq. (2.1) as

n n, QQ

II(1—»q~) '=Z II (1—sEqJ) ' (113)
ss.) (Eq;—Eq;)

ThecoeKcientof s "in (1—sEq;) ' is Eq; ", so finally,

TrL(D"H")q p]=v(n 1)—(Q Vqq Vq q

n n

XQ Eq ~'g(Eq Eq ) ' —(1.16)
j=l i&j

The expansion of Z may now be written down, remem-

bering that the term for m=0 requires special treat-
ment; thus,

( P) aga 1 (si
Z'=

S Q "o

XTr (Vv & ")8~' ~ Ve-sgss ~ ~ ~ sn8/rp) (2 2)

The trace in Eq. (2.2) is now formed, using the same
wave functions as before; thus,

( 0)"g—"
Z„'= Q Vq, q, Vqaq,

S (ej')

1

X
J

si ' exp( —ps)Eq, )dsi'
0

Z=Zp+P g"Z„,
n=l

(1.17) 1

X " ds„exp( —Psisq. . s„Eq„). (2.3)
~o

where in Eq. (1.17) Zp is given by,

Zo= E.exp( PE.)—,
and Z„ is given by,

Z„=—(P/N)Q Vq, q, Vq„q,
(ej)

n

XZt:-p(-~E.;) rr(E.;-E.')j (1 19)
2 iwj

Thus, Eq. (1.19) gives an explicit expression for the Nth

term in the expansion of Z in powers of g, and also in

powers of the matrix elements of the interaction poten-
tial. In the above derivation, it might be thought that
the summation over the sets (q;) should be restricted
to unequal values of the q;, because of terms with

(Eqs —Eq;) in the denominator. Such a restriction is,
however, unnecessary as it is easily shown that the
numerators of these terms also vanish for E&,=E&;. By
a careful passage to the limit (Eq, +Eq;) a finite result
is obtained. This result is identical with that obtained

by allowing some of the Eq; in Eq. (1.13) to be equal.

III. COMPARISON WITH PREVIOUS W'ORE

Goldberger and Adams, in their paper, ' quote the
following result, due to Schwinger. If u and b are any
two operators, then

TrLe & +')]=TrLe j—TrLbe aj

- (-1)- "+P si dsi sq dsq' ' '
J

dsaJ,
XTr(be-(l—s&)abe—s&(1—s&)a. . .be

—s& ~ ~ .saa) (2 1)

By direct integration it is easily shown that

exp (—PEq))
Q Vqq, . .Vqq, p.

q( (q&) s=i g(Eq —Eq~)
i/2'

(2 4)

thus Z„' and g"Z„are identical. In this form, Eq. (1.19),
the general term is expressed in terms of known quan-
tities, Eq; and Vq;q, . This is a considerable advantage
if we wish to estimate the order of magnitude of the
terms in the series. In deriving the expansion, it was
assumed initially that the Hamiltonian could be split
into two parts 8'p and gV, one of which (EIp) had a very
simple eigenvalue equation, the solutions of which were
known. However it is obvious, from the method of
derivation, that the expansion is valid for any partition
of a general Hamiltonian, provided that the solutions
of the eigenvalue equation of one of the parts are
known, and these are used to form the trace in Eq.
(1.5). Another formal method of generating the series
is to substitute in the usual formula, Eq. (1.1), for the
partition function, the perturbation expansion for the
qth energy level, and then expand the resulting expres-
sion in powers of g. The procedure requires to be justi-
fied because of possible degeneracies in the energy
levels. Our procedure avoids this.

It is of interest to compare the first-order term in the
above series, with the same term in the series due to
Goldberger and Adams' and Green. 4 In both these
papers the series was generated by expanding the con-
6gurational distribution function, in a power series in
the interaction potential, and then integrating term
by term over all the coordinates. No account was taken
of quantum statistics in either case. It was pointed out
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by Goldberger and Adams that the first term in their
series is identical with that given by Green. However,
when the term is integrated over all the coordinates,
the result is trivial, namely that

(2 5)g~s 0 ~0,

This result follows at once from our expansion, for

fZi ———Pg 2, Vw exp( —PE,), .(2.6)

and in the case of classical statistics V« is independent
of q, and thus Eq. (2.6) at once reduces to Eq. (2.5).
However, in the case of quantum statistics V« is not
independent of q, and Eq. (2.6) is no longer trivial. In
a later paper Green" has derived the general term in
the form of an extremely complicated integral. This
result is again limited to the case of classical (Boltz-
mann) statistics. It would seem, however, that if the
series proves to be useful, it will be in the region of low
temperatures, where the Kirkwood expansion is too
slowly convergent to be of any use. In this region there
is reason to believe that quantum statistics exert a
marked inQuence on the properties of a system. Thus,
the two isotopes of helium show markedly diB'erent
properties at low temperatures. Likewise, De Boer's
calculations ~ on the light isotope of helium again
show up the importance of the statistics obeyed by the
particles. Indeed, the discussion of the second term in
the series, Eq. (2.6), completely confirms our statement.

It might seem, at first sight, that each term in the
series is proportional to P. However, the general term
Z„consists of a sum of terms of the form E(q,), where
(q) is the set of all summation indices qi q . It is
easily shown that if any term E(&,) has r of these
indices equal then it is proportional to P". Consequently,
each term Z contains "sub terms" proportional to all
powers of P up to P". This is contrary to Green's sug-
gestion4 that each successive term would be proportional
to

IV. THE VALIDITY OF THE EXPANSION

In this section, the existence of the individual terms
(Z„) will be investigated first, and then the more diK-
cult problem of the convergence of the series will be
discussed.

In the deduction of the series, no account was taken
of any singularities in the potential function V. In
many cases, however, U will possess singularities, for
instance, if it represents the interaction potential of a
number of particles. This type of potential was assumed
in Sec. II. The importance of such singularities is
illustrated by considering the classical partition func-
tion. This is proportional to J; exp( —PV)dQ, where S
is the whole of con6guration space, and Q stands for all
the coordinates. If the exponential is expanded in
powers of V, and V has any singularities, then there
will be an e such that all integrals of the type

"H. S. Green, J. Chem. Phys. 20, 1274 (1952).

J,'(P V) "dQ(P &I) will diverge. Consequently, this
expansion of the classical partition function is invalid.
This state of affairs can easily be remedied, if the only
kinds of singularity that V possesses are such that it
becomes positively infinite. If this is assumed, then the
range of integration (S) can be split up into two parts
S~ and S2, such that S~ constitutes the region where V
is bounded, and S2 consists of the remainder of con-
figuration space. Then it is seen at once that the integral
over the region S2 vanishes, because exp( —PV) is
identically zero in this region. The partition function
is now proportional to J,', exp( —PV)dQ and as V is
bounded in the set of points S~ all integrals of the type
J;,(PV)"dQ will be finite. Thus, if we wish to expand
the partition function in powers of V, the range of
integration of each term must exclude the points at
which V is singular.

It will now be shown that precisely the same con-
clusion holds in the case of the quantum-mechanical
partition function. First, it is easily seen that similar
divergent integrals will occur in the quantum-mechan-
ical case. For the expansion of exp( —PH) consists of a
sum of terms of the form Bo'1V -.IIO" U. Clearly, if
any one of these operators is expanded, then there will
always be one term of the type V"Ho . When the
trace of this term is formed, the integral that results
will diverge for suKciently large e. To avoid this dif-
ficulty, a similar method to that used above is em-

ployed. The following assumptions are first made
about V: (a) if any pair of particles with position
vectors r; and r, take up a configuration such that

~
r;—r,

~
&2ro, then V is to become positively infinite;

(b) otherwise, V is to be continuous and bounded
everywhere. The entire configuration space (S) of the
system is again divided into two parts, S& which consists
of S apart from the E(S 1)/2 regio—ns such that
~r;—r;~ (2ro, while S2 constitutes the remainder of
S.These assumptions about the potential energy include
all the types of interactions that are commonly met
with in statistical mechanics. Thus, if V has no sin-
gularities ~0 is zero and S2 is merely the null set. If V
is singular at isolated points, then ro is again zero, and
to proceed with the analysis, ro is replaced by e, which
is set equal to zero at the end of the calculations.
Finally, if there are regions in which V is singular, then
ro is finite. This would occur for the case in which the
particles are supposed to have incompressible cores of
radius ro.

The partition function Z is given by

Z(P) = "E.4.*(Q)0.(Q) em( P&.)dQ, —(4 1)
4S

where in Eq. (4.1) P, (Q) is the qth eigensolution of the
eigenvalue equation H@,=E+„and Q stands for the
set of all coordinates. The p, must, of course, be
suitably symrnetrized. Define I(Q) by the equation,

I(Q) =Z.e.*(Q)e,(Q) e~( P&.) (4—.2).
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Then, I(Q)dQ is the probability that at a temperature
T the coordinates (Q) of the system have values lying
between Q and Q+dQ. This statement follows immedi-
ately from the definition that gq*(e)gq(Q)de is the
probability that the coordinates of the system have
values lying between Q and Q+dQ, when the system
is in the state Pq(e). Now, it follows from a theorem
due to Pauli" that P,*(e)g,(e)r(Q)~0 as we approach
any of the singularities of U, where dQ has been written
as r(Q)dri dr~, r(Q) being the weight factor for dQ.
If this were not so, then the Hamiltonian of the system
would be no longer be Hermitian. Thus, in the set of
points S& I(Q)dQ is identically zero. That this must be
so is obvious in the case of particles with incompressible
cores, for the wave functions must be made to vanish
in the region of the core. However, this type of potential
requires special consideration; we will, therefore, sup-
pose, for the moment, that the potential is only singular
at isolated points. The function I(e) can be written in
the form

I(e)=Z. A*(e) e p( —PI'I)4. (e) (4 3)

The wave functions pq are now expanded in terms of
the complete orthonormal (suitably symmetrized) set
of free particle wave functions 4„(e), and it is easily
shown that Eq. (4.3) becomes

I(Q) =Z- +-*(Q) exp( —III)+-(Q). (4.4)

When Eqs. (4.4) and (4.1) are combined, it is found that

Z(P) = I(Q)dQ= Z +-*(Q) exp( —III)+-(Q).
S1+Sg S

(4.5)
I

If Tr'(A) stands for the trace of A, with the restriction
that all the integrals are to be taken only over the set
s&, then Eq. (4.5) becomes

Z(P) =Tr'(exp —PII) . (4.6)

It is easily proved that the following results still hold:

when the trace of exp( —PIIq) is formed, the normaliza-
tion integral J,'4'„*4 de has to be replaced by the
integral J;P„%'„de.This integral is, however, unity,
because the set S2 is a set of zero measure and the
integrand is bounded in S2. We thus have

Z= Zq+P g"Z.',
n=l

(4.10)

where in Eq. (4.10),

Zq ——Pq exp( —PEq) (4.11)

Z„'= —(P/n) Q U'q, q, U'q. q,
{qx)

&&&Lexp( —P&e)/II(&q' —&e)] (4.12)

In t:he case in which V is singular only at isolated
points, the set S~ is defined by the parameter e. Thus
each of the Z is a function of e. Clearly as e—+0 each
of the Z„'—+~ for suQiciently large e, and no individual
term in the series has any significance. In fact, it is

only possible to pass to the limit after the series (or
part of it at least) has been summed. Consequently, in
this case, the series cannot be used term by term.

We next consider the terms in the expansion when
the potential represents the interactions between par-
ticles that have incompressible cores. For this type of
potential the transformation of I(Q) from Eq. (4.3) to
Eq. (4.4) is no longer valid. If we write pq(Q)
=P„a„q+„, then the transformation can only be
carried out if Pq a„qa„q~=8 „, that is, if

4A,~-(e')+- *(Q)dede'= ~-, -" (4»)
S"S

Now Pqpq(e)pq*(e') =b(e—Q') in Si, and since the
wave functions pq(e) vanish identically in the set S&,

Pq Pq(e)gq(e')=0 in Sq. Consequently, we must have

and
Tr'(AB) =Tr'(BA), (4.'?)

Tr'(ABC. II)=Q A'q, q,B'q,q, II'q q„(4.8)
{a&)

where in Eq. (4.8) the A'q, q„etc., are defined by equa-
tions of the type

&(e—Q')+-(Q')+- *(Q)dQdQ'
1" S1

(4.14)

A 'q, q, =
~

+q, *A+q,de.
~S,

(4 9)

We shall call matrix elements such as this "restricted
matrix elements. " If these results are used, then the
whole of the previous analysis can be carried through
again, the usual matrix elements Vq, q; being replaced
at each step by the restricted matrix elements V'~,~;.
The zero-order term (Zq) requires special attention. For

- ~ W. Pauli, Hundbmch der I'hysik (Springer, Berlin, 1933),
second edition, Vol. 24, pp. 123-24.

This last relation is obviously not true because the 0'„
are orthonormal over the whole of the configuration
space, S~ and S~. This difhculty can, however, be over-
come, if the pq are expanded in terms of the complete
orthonormal set x„(e), where the y are the solutions
of the wave equation for a system of X perfectly elastic
spheres of radius ro. These wave functions vanish
identically in the set S~, and obey the normalization
condition that

(4.15)
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With these wave functions instead of the 4„, the trans-
formation from Eq. (4.3) to Eq. (4.4) is obviously
valid. Moreover, these wave functions satisfy the free
particle wave equation Hgx (Q) =E„x„(Q), in the set
5&. This means that the whole of the analysis of Sec. II
is valid provided we replace the free particle wave
functions +„(Q) by the wave functions y (Q). Thus,
the expansion given by Eq. (1.17) is formally correct,
if V&;&; is redefined by the equation:

Vq, q;
——xq,*(Q)Vx„(Q)dQ.

s ~—ids
0

s~~ 2ds& ' ds~

Xexp[—j(siL~'q, +s, (1 si)Eg., s, s—I q„]. (4.18)

From this equation it is seen that F&qq&) 0 for all (qI,)
and P, and is moreover monotonically decreasing in all
the summation indices q&. If any one term in the mul-
tiple sum in Eq. (4.17) is considered, then it is easily
shown that Fige, ~ (exP[—P(EqI) ] where (Eqi) is
the smallest value that Eqj„- takes on for this particular
term. If it is now assumed that the following multiple
series S„,where 5„ is given by

S.= —P-&[ &' V„„. V,.„je,p(—PE„), (4.1g)
Q1 E,QQ) ~91

converges, then it follows that the multiple series in Eq.
(4.17) also converges. This is essentially because the
F(qI, ) are monotonic in all their indices gI, and are

We must also take into account the fact the summations
over the indices (q;) are over all distinct accessible
states. Now, the number of these states Gq; that are
associated with any energy level E&; will be difI'erent,
according to whether we are dealing with free particle
wave functions or elastic sphere wave functions. Con-
sequently, even though the first term Zg appears to be
identical in these two cases, it is, in fact, entirely dif-
ferent. It is clear from Eq. (4.16) that the Vq, q; are
finite.

It should be mentioned that the methods of Gold-
berger and Adams, and of Siegert, both require to be
modified for this type of potential. Consider, for
instance, the method of Goldberger and Adams. When
the trace is formed in Eq. (2.2), it is not permissible to
use free particle wave functions for the same reason as
we have given above. The simplest suitable set is the
set of elastic sphere wave functions x„(Q). When these
wave functions are used, the series again becomes iden-
tical with that given in this paper. A similar considera-
tion applies to the integral equation derived by Siegert.

It still remains to discuss the convergence of the sum
in Eq. (4.12). Write

Z = —(P /e) Q Vg, q. ' ' Vq q, F&qy&, (4.17)
(c&)

where, if Eq. (2.3) is used,

bounded by exp( —P(Eq&) ) as qz~~. The symbol

P {qg)+q, in Eq. (4.18), means that the sum is to be
over all sets of indices (q&), omitting always the index q„
and that the values of the other qI, are to be such that
q& & q&. This seems to be as far as one can go rigorously.
However, the unrestricted sum P (qq) Vq, q, Vq„q,
cotiverges because the integral for Vq, q, converges-
this follows from the assumptions that were made
about the potential V. This makes it very reasonable to
suppose that the restricted sum converges as well,
particularly as the unrestricted sum always converges,
no matter in what order the summations are performed.
Because of the factor exp( —PEq ) the summation over
the index q~ will converge, provided the restricted sum
is of order less than exp( —PEq, ).

The much more dificult question of the convergence
of the series as a whole has still to be discussed. The
classical analog of the series, Eq. (4.10), converges for
all finite value of g

—always granted the assumptions
we have made about V. Vnfortunately, it does not
seem possible to establish a similar result in the quan-
tum-mechanical case. However, the following remarks
seem to be worth noting. Firstly, the convergence of the
perturbation expansion in powers of g for the energy
levels h, does not guarantee the convergence of our
series. Conversely, the convergence of our series does
not guarantee the convergence of the perturbation
expansion of any energy level b, . This is because in
each case it is necessary to rearrange a double sum.
Finally, it is quite easily shown that the series will be
absolutely convergent for all finite g, if the series
Q'(q~)Vq, q, Vq q, is absolutely convergent for all it, .
This appears to be so restrictive on the potential V
that it is unlikely to be very useful.

The following conclusions can be drawn from the
preceding analysis. Firstly, if the interaction potential
has no singularities (of the type discussed), then the
original series [Eq. (1.17)) is valid. The existence of the
individual terms being almost certainly quaranteed by
the convergence of the integral for Vq, q, . Secondly, if
the potential has regions in which it is positively in-

finite, then the original series must be modi6ed and
must be replaced by the series given by Eq. (1.17) and
(4.16). In this case the existence of the individual
terms again depends on the convergence of V~„,. If the
potential is, however, singular at isolated points, then
eventually the terms in the series become in6nite, and
the expansion is invalid. Finally, even in the cases in
which the individual terms exist, we are unable to de-
duce any really useful criterion for the convergence of
the series.
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