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It can be seen that the theory leads one to expect
fewer neutrons than were observed; it predicts too few
events of m=2 by one order of magnitude and too few
events of v=3 by at least two orders of magnitude
(except for Al). It should be noted that the data indi-
cate that the probability of having v&3, or b& 22 Mev,
is about 4'. to ~~ for Pb, Bi, and Sn, while according to the
calculations of Tiomno and %heeler, and Rosenbluth,
P(h) =0 for h) 23 Mev, and the probability of events
with v&3 is negligible.

The theoretical maximum excitation energy b=23
Mev, which is inconsistent with the experimental re-.

suits, comes from the assumption that the nucleons in
the nucleus constitute a Fermi gas with a maximum
energy of 20 Mev and from neglect of the interactions
between nucleons. These interactions permit the mo-
mentum and energy to be distributed to more than one
nucleon in the capture process and thus give rise to
higher nuclear excitations.

The author wishes to thank the Ithaca Gun Com-
pany for the use of its tunnel. It is a pleasure to thank
Professor Kenneth Greisen, Professor Giuseppe Cocconi,
and Professor Philip Morrison, and Dr. Vanna Cocconi
Tongiorgi for many helpful discussions.
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Proton-Proton Scattering from 1.8 Mev to 4.2 Mev*
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Measurements of the scattering of protons by protons have been made at six energies in the range from
1.8 Mev to 4.2 Mev. At each energy, the difI'erential cross section was measured as a function of angle from
6' in the laboratory system up to 45' or higher. In the angular range above 20', the cross sections are deter-
mined to within ~0.3 percent. Below 20', the uncertainties become larger, approaching ~0.6 percent at 6 .
Departures from pure S-wave scattering are observed at all energies .These deviations are larger than can be
explained by the experimental uncertainties. They closely resemble the eGect of a negative E-wave phase
shift of approximately —0.1' at 4 Mev and exhibit a reasonable energy dependence.

I. INTRODUCTION

A NUMBER of excellent surveys of experimental
results on proton-proton scattering and their

theoretical interpretation have appeared in the past
few years."It is generally concluded that the presence
of higher phase shi,fts has not been established, and the
need for improved accuracy in experimental data is
strongly indicated.

In the present experiment the scattering of protons
by protons is re-examined in the energy range from 1.8
Mev to 4.2 Mev with fractional percent accuracy.
Information about the form of the interaction potential
is sought through a more accurate determination of the
S-wave phase shifts. By a closer inspection of angular
distribution and by extending angular distribution
measurements to smaller angles, the sects of higher
angular momenta are sought.

II. GENERAL FEATURES OF SCATTERING CHAMBER

Details of the chamber design are shown in Figs. 1
and 2. The beam enters the chamber from the large
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collimating tube at the right, it traverses the chamber
and is collected by a Faraday cup at the rear. Hydrogen
gas at a pressure of 8-mm Hg 611s the entire cylindrical
chamber and provides the target. Scattering occurs
everywhere along the path of the beam, but only that
from a small region at the center of the chamber can
reach the detector through the narrow slits of the
analyzer. Details of the analyzer slit system can be seen
in Fig. 3. The de6ning slits are mounted on dovetail
slides in such a way that any one of three slit sizes may
be selected by varying the vertical positions of the
slides. Manipulating rods in the top cover of the
chamber enable the slits to be changed without inter-
ruption of operation.

The analyzer and detector are mounted on a large
angle-wheel which can be rotated to any position within
&100' of the forward direction. This wheel is rim
supported and rim driven. It was originally the meridian
circle of an astronomical telescope and has near its
rim an angle scale 50 cm in diameter graduated at
2-minute intervals of arc. On division marks, angles
can be set within about 0.001'. As index marks, two
6ne quartz fibers are used, one in each of the two
backward 45' positions. They are mounted on open
frames close above the scale and are viewed by tele-
scopes mounted in the lid.

A proportional counter with a thin nickel window
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FIG. 1. Vertical cross section of chamber with analyzer slit assembly at zero-angle

serves to detect scattered protons. The counter gas
may be either argon or hydrogen at pressures up to
one atmosphere. The gas connection for the counter is
provided by the same line that serves as a high voltage
coax and as a low capacitance signal lead. This conduit
is equipped with a vacuum-tight rotary joint on the
axis of the wheel. Electrical continuity is maintained in
this rotary joint by means of a thin torsion wire.

Details of the collimator tube are seen in Fig. 1. The
de6ning apertures, A~ and A3, are 1.5 mm in diameter
and are spaced 1 meter apart. Aperture A2 is 2 mm in
diameter and serves as a baRe to shield the diaphragms
behind it from the beam. These diaphragms and those
behind apertures A~ and A3 are not a part of the col-
limating system proper and are not exposed to the
beam. They form a series of capillary constrictions for
the diGerential pumping system. A hydrogen Row of
18 atmospheric liters per hour maintains a pressure of

8-mm Hg in the chamber. Pressures in successive stages
of the Qow system are then 0.2-mm Hg, 2 &(10 4 mm Hg,
and high vacuum. 9'ith this system no foil window is
needed and no appreciable amount of gas is present
between the de6ning apertures of the collimator. Thus,
the uncertainty as to the energy loss at the entrance of
the chamber is made negligible and the spreading of
the beam by scattering is so slight that the beam may
be collimated to &6 minutes without appreciable loss
of intensity.

The collector cup is recessed in the rear wall so that
the analyzer assembly may be rotated freely through
zero. A 1/20-rnil nickel window isolates the evacuated
region around the collector cup from the chamber. This
window is 1.67 inches in diameter to insure a high

efficiency in beam collection despite the spreading of
the incident beam in the gas of the chamber. Sup-
pression of secondary electrons from the window foil
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HG. 2. Scale diagram showing cross section of principal components in the plane of scattering.
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of accuracy is not required. By making supposedly
symmetrical readings to the left and to the right of the
beam, one may eliminate the first-order alignment errors
in the average. The second-order terms which remain
are about two orders smaller in numerical magnitude;
e.g., an asymmetry of &1 percent between the left-
right readings corresponds to an error of about 0.1
percent in the average. A great advantage is thus ob-
tained by using the average of "symmetrical" readings,
and the ultimate accuracy is made to depend upon
the accuracy with which the interval 280 is known rather
than upon the accuracy of the zero alignment. In the
presence of simultaneous misalignments of various
kinds, the relationship between the asymmetry and the
error in the average becomes less favorable. For this
reason the specifications for alignment were based
upon the requirement that the asymmetry introduced
by any single error should not exceed &~ percent at 10'.
The corresponding error in the average yield should
then be negligible. In terms of angular alignment this
amounted to a tolerance of ~0.01'. Corresponding
linear tolerances were deduced for the various com-
ponents of the system. In general, those tolerances were
of the order of one-thousandth of an inch.

Method of Alignment

Alignment of the components of the chamber was
accomplished by means of an optical projection system,
making use of the fact that the images of colinear
objects are also colinear. The analyzer was set at the
zero angle of scattering, where all critical apertures
should be centered on a common line passing through
the axis of rotation. This axis was marked by means
of a vertical fiber. A lens was set up in the approximate
position of the collector cup so that it could project
images of the apertures into the open space behind the
chamber. Optical resolution was maintained for each
image by removal of intervening apertures. All aper-
tures were designed to be accurately replaceable. The
series of images were checked for alignment by means
of a cross-hair which was arranged to move in a straight
line approximately parallel to the image line. At each
position, the lateral distance between the image center
and the cross-hair was measured by means of a trave1ing
microscope. The displacements of the images from the
line of motion of the cross-hair were then used to cal-
culate the displacements of the objects from a corre-
sponding straight line in the chamber.

Results of the final alignment are shown in Fig. 5,
where slit positions are p1otted with respect to the axis
of the collimator on a lateral scale that is enlarged 200
times. The 1-mm slits are seen to be aligned within ten
seconds of arc and within 1 mil. The 2-mm and 4-mm
slits are less accurately aligned but are quite satis-
factory. In the vertical plane the alignment was checked

by the same method and was found to be correct within
one mil.
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The term (e'/E)' comes from 'the Rutherford cross

IV. COMPENSATION FOR MULTIPLE SCATTERING

The accuracy of scattering experiments using gas-
611ed chambers is dependent upon the existence of
compensation processes whereby particles that are
scattered out of a beam are replaced by particles scat-
tered into it from surrounding regions. Such processes
are inherent in the scattering geometry and are very
effective. As much as 5 percent of the Aux in the scat-
tered beam may be exchanged before reaching the
detector, whereas the introduction of an uncertainty of
more than 0.03 percent by this effect was considered
undesirable. A careful analysis of the compensation
processes was necessary to determine the degree to
which they are intrinsically effective and to establish
criteria for the design of bafBe systems. Formulas were
obtained whereby the errors due to baffies were made
negligible, and the errors inherent in the compensation
process were shown to be so small that corrections were
scarcely necessary in the range of energies and angles
covered.

Figure 6 illustrates the principal mechanism of com-
pensation, which involves an envelope of Aux surround-

ing a central beam. A wedge-shaped beam from a line
source is taken as an example. There is an envelope
above and below the beam which extends the illu-

mination beyond the edges of the slit, as indicated by
shading. A pair of compensating scattering events are
shown by the arrows. If the scattering conditions are
completely symmetrical for this pair of events, the
probability of compensation is unity. It can be show~

by simple qualitative arguments that compensation is
provided for any scattered particle which strikes the
plane of the slit within the area illuminated by the
envelope. A net loss results only from scattering which
falls outside of this area. Thus, if the envelope is made
suKciently thick, only single-scattering events of rela-
tively large angle will be important in the loss and the
error may be computed quantitatively on that simple
basis, using the Rutherford cross-section values. The
fractional error due to the limited size of the envelope
in Fig. 6 is given by the expression
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section for proton-proton scattering. For 8=1 Mev
and e corresponding to 1-cm Hg, the error is

a=0.6X10 ' (cm—') percent.
S] Xo

(4)

FIG. 6. Diagram illustrating the process of compensation for mul-
tiple scattering by means of a scattering envelope.

4 E. J. Williams, Phys. Rev. 58, 292 (1940).
~ G. Molliere, Z. Naturforsch. Ba, 78 (1948).

H the error is equal to a few tenths of a percent, the
assumptions involved in the formula are valid. If the
error is a few percent, the assumptions should be checked

by referring to detailed expressions for the multiple
scattering distribution. 4'

The above formula may be applied directly to the
problem of multiple scattering in the vertical plane of
the analyzer. In that plane, the scattered beam is de6ned

by the rear aperture of length / at a distance Eo from
the incident beam. The top and bottom ends of the
front slit serve as baRes and are spaced widely enough
apart to permit a scattering envelope to exist above and
below the beam. From the vertical extent of the illu-

mination pattern on the plane of the rear slit one can
calculate the error using Eq. (3). This formula also

applies to scattering inside the analyzer in the horizontal
plane (see Fig. 3). In that application each element of
width of the front slit may be regarded as a source of
Qux; the wall baRes limit the size of the envelope and
give rise to an intensity pattern on the plane of the rear
slit similar to that shown by the shaded area in Fig. 6.
From the width of that illumination pattern and the
width of the rear slit, one can calculate the error.

It is clear that the Aux required to form the envelopes
inside of the analyzer must come from various parts of
the main beam. Care must therefore be taken to see
that shields and baRes outside of the analyzer do not
conceal any part of the main beam that is required to
supply Aux for these envelopes.

The scattering envelope is not the only mechanism
of compensation required in the system, but it is found
that baRes and shields which are properly designed to
meet the requirements for e6ective compensation by
means of scattering envelopes will satisfy the require-
ments for compensation in other respects as well. The
baRes in the present analyzer are so designed that their
eGects at 1 Mev and 1-cm Hg pressure are less than 0.2
percent.

The intrinsic effectiveness of the compensation for
multiple scattering depends not upon the details of the
geometry but upon the degree of symmetry which

SLIT
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exists between the scattering events which cause loss
of Aux and those which provide compensation. At small

angles, the variation of intensity with angle is so great
that the compensation process becomes unbalanced
and an error results. The error is found to depend
mainly upon the second derivative of the cross section.
It is important only at small angles and is positive in

sign there. It depends also upon the mean-squared
deviation of the gas-scattering distribution and derives
its energy dependence and pressure dependence mainly
from that quantity. The error is essentially independent
of the slit width but does depend somewhat upon the
relative lengths of the paths in various parts of the
chamber; For example, the scattering which occurs in
the path between the collimator and the target tends
to oGset the eGect of the scattering which occurs
between the target and the 6rst slit. The final expression
for the intrinsic error due to multiple scattering in the
present experiment is

6= 0.01 cot'e(PE ') percent, (5)

where P is the pressure in cm Hg and E is the energy in

Mev. This expression is based upon the Rutherford
cross section and is applicable only at small angles. The
error was evaluated for E=2 Mev and P=1-cm Hg
according to the multiple-scattering distributions of
Williams. ' The dependence (PE ') is introduced as a
convenient approximation. The largest error according
to this formula occurred at 7', 1.855 Mev, and was
+0.15 percent.

V. COUNTING EQUIPMENT AND PROCEDURES

The Counter

The proportional counter consisted of a cylinder of
2-in. i.d. and 2—,-in. effective length with a 3-mil molyb-
denum wire displaced 7/16 of an inch from the axis.
It was large enough to accommodate the divergent Aux

from the largest analyzer aperture, which was about
20 mm&(4 mm. Windows of two diferent thicknesses
were used according to the scattering conditions, with
a 1/20-mil nickel window for high pressure and high

energy operation, and a 1/50-mil nickel window for
low energy operation. The strength of the foils was
utilized effectively by shaping the mounting surface so
that the foil assumed the form of a segment of a cylinder

2 of an inch in diameter. A 1/20-mil nickel foil of this

form could withstand pressure differentials up to 25 psi
across an opening 1 in. &(0.28 in.

Pulse-Height Distribution

Counter performance was most favorable at moderate

gas pressures, such that protons lost only a fraction of
their energy. Ideally the pulse-height. spectrum should

consist of a narrow group of pulses completely separated
from background noise, whereas, in actual practice, a
spectrum such as that in Fig. 7 was obtained. A low
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tail extends from the main group of pulses down to the
x-ray noise.

During all yield measurements, two scalers were

employed, one (8) with a discriminator set at 0.2 of
the height of the main group and one (A) set at 0.4 of
this value. The difference between the readings will be
referred to hereafter as the (8 A) differenc—e. This
difference gives information in regard to the pulse
spectrum and also provides a check upon scalar per-
formance. During normal operation, its value was
below 0.1 percent. Abnormally high values called atten-
tion to troubles. Only a minute percentage of the
normal distribution falls below the level of discriminator
(8) and is lost. Such low pulses appear to result from
scattering in the counter window and in the counter gas
and must be due in part to protons which scatter widely
enough to strike the counter walls. At angles above 45',
the proton. energies become quite low, and such scat-
tering eGects become appreciable. Analysis of a number
of pulse-height curves, such as that in Fig. 7, showed a
very good correlation between the percentage of de-
graded pulses in the (8 A) channel and the perc—entage
in the extrapolated distribution below level (8). It was
therefore possible to construct a correction curve in
which the percentage correction for counter performance
is given as a function of the percentage (8 A) differ-—
ence. These corrections were insignihcant below 45' and
reached 0.7 percent only at the extreme angle of 60'.

X-Ray Background

A small background was observed in the (8A)—
channel at low angles in every run. It was satisfactorily

identided as being due to the superposition of electron
pulses upon each other and upon the long exponential
tails of the proton pulses. This correction was negligible
above 12.5' and reached 0.2 percent at only seven data
points.

Resolving Times

At high counting rates counts may be lost either
because of the finite recovery time of the counting
circuits or because of superposition of pulses. In the
present work the pulse width was made the controlling
factor. The "resolving time, "which was approximately
3 microseconds, could then be determined at any time
from information obtainable on the oscilloscope. The
resolving time of the fast scalers (A and 8) was made
less than 1 microsecond for double pulses and less than
7 microseconds for triple pulses. Scales of 128 were
used to maintain reasonable output counting rates. The
mechanical registers could handle output rates up to
15 counts per second without introducing losses. The
sealer for high pulses (C) was an ordinary scale of 64
operating at very low counting rates.

In calculating the counting loss resulting from super-
position of proton pulses, one may safely assume that
all of the pulses are of the same shape and height. It is
easy then to determine the resolving time from the
shape of the single pulses appearing on the oscilloscope.
Resolving times were measured for each level of dis-
crimination (A and 8) using a calibrated oscilloscope
sweep, and they are considered accurate to &10percent.
It may be noted that the resolution is not the same for
the (8) and (A) discriminators and that consequently,
the (8 A) difference—must be corrected for counting
loss. The counting loss at any level is given by the
ratio of the resolving time at that level to the average
time between pulses. With a steady beam the average
time is calculated from the total running time and the
total number of counts. The counting losses were
generally less than 0.2 percent and rarely reached 0.4
percent.

VI. CORRECTIONS

Slit-Edge Scattering

The penetration of slit edges by protons results in
a continuous distribution of low energy protons. Such
protons were studied as high pulses in the present ex-
periment. Figure 8 shows pulse size as a function of
proton energy with argon at 7-in. Hg in the counter. Sy
analysis of yield as a function of the setting of dis-
criminator (C), the distribution of low energy protons
can be determined.

For example, at a setting of 1.2 on the pulse-height
scale of Fig. 8, discriminator (C) registers pulses from
protons between 0.8 Mev and 2.7 Mev in energy. At a
setting of 2.5, it will detect only those between 0.9 Mev
and 1.3 Mev in energy. Such measurements do not
give unambiguous information about the distribution
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of protons, however, because the ener gy interval
changes at both its upper and lower %mits and the
variation in yield may be due to the change in either.
This difFiculty was overcome by repeating the measure-
ments at several different counter pressures.

Not all of the high pulses are d.ue to low energy
protons; some are caused by superposition of regular
proton pulses. The percentages of such pulses were cal-
culated and deleted from each of the high pulse obser-
vations. In each case investigated, the distribution of
low energy protons was found to be uniform over the
observable energy range. The solid curve of Fig. 9 shows
results obtained at 3.5 Mev with the 1-mm slits set
at 8'.

Some high pulses are caused by the superposition of
electron pulses upon those due to protons. These pulses
are less than 1.2 in. height and confuse the measure-
ments below that level of discrimination. Thus, the
protons in the upper 20 percent of the energy range
could not be observed. The scattering by slit edges can
be calculated theoretically, provided the energy lost in
the process is small compared to the total energy. ' The
results of such a calculation for protons losing less than
20 percent of their energy are shown by the dashed
lines in Fig. 9. Values are higher than one might expect
from the experimental data but are not unreasonable,
and they were accepted as the best available estimate
for the upper 20 percent of the energy range. The com-
bination of observed and calculated yieMs in Fig. 9
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FIG. 8. A typical plot of pulse-height vs proton energy. Yield
measurements are based upon the reading of discriminator (B).
The channel between (A) and (B) is used to monitor counting
conditions. Discriminator (C) is used to study the high pulses
from low energy protons. Such curves are obtained by observing
pulse height as a function of 8 and applying the relation
E=Ep cos 8

E. D. Courant, Multiple Scattering Corrections for Collinsating
Slits (Princeton University Press, Princeton, New Jersey, June 5,
1951).The formulas in this paper apply only for conditions such
as those found at rear aperture of the analyzer where the ac-
ceptance angle for scattered Bux is unrestricted. Approximate
formulas for the other slits were obtained using information from
B. Rossi and K. Greisen, Revs. Modern Phys. 13, 267 (1941);
and using the results of the analysis of compensation for multiple
scattering.
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Fxo. 9. Distribution of low energy protons from edges of 1-mm
slits at 8', 3.5 Mev. Such protons are observed as high pulses
(see Fig. 8).

gives an error of 0.79 percent in the total yield at 3.5
Mev with the 1-mm slits set at 8'.

Measurements giving the percentage of protons scat-
tered by shts were also taken at 1.855, 1.858, 3.527,
3.899, and 4.203 Mev with 1-mm slits. Corrections for
other energies and the other slits were computed from
these values using calculated relationships, and from
these values the correction curves of Fig. 13 were con-
structed. An uncertainty of ~25 percent is assigned
uniformly to all corrections for slit penetration. Within
such limits the corrections are independent of the quan-
titative accuracy of the theoretical calculations.

Contributions of the various slits to the yield of
slit-edge protons are best known from theoretical calcu-
lations. They show that the front slits contribute about
two-thirds of the yield. The second important con-
tribution to the yield of slit-edge protons comes from
the rear slits of the analyzer, which contribute about
one-third of the total. Another possible source of low

energy protons is the last defining aperture of the col-
limator (As, Fig. 1). That aperture is strongly illu-

minated by the main beam, but it is followed by a
narrow capillary which intercepts most of the scattered
Aux. The calculations show that the distribution of
scattering from the steel edges of that aperture is so
broad that less than 5 percent of the scattered Aux

emerges from the exit ori6ce. The net effect is neg-
ligible.

Special Slit-Edge Correction at 3.9 Mev

The (13 A) differences a—t 6' and 7', 3.9 Mev, gave
(8 A) counting rate—s that were not consistent with the
x-ray electron background. High pulse data at that
energy also showed the presence of a strong group of
pulses corresponding to protons of low energy. These
pulses could conceivably have been the result of.pene-
tration of a baRe slit at some unsuspected thin spot,
since the nominal limit for the baRes was only 4.3 Mev,
with the stopping power of the counter window in-
cluded. This explanation is unconfirmed, but, since the
spurious yield was directly observed, a correction was
applied. That correction is —0.38 percent at 6' and 7'.
The uncertainty assigned to the correction is ~100
percent.

At 4.2 Mev, a similar effect was observed in the
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(8 A)—data at 6', 7', and 8'. The counting rates in
excess of x-ray electron background were nearly three
times as large as those observed at 3.9-Mev. A cor-
rection similar to that applied at 3.9-Mev is implied,
but, in this case, the high pulse data did not include per-
tinent information. No correction was therefore at-
tempted. Instead, large uncertainties were assigned to
the 6', 7', and 8' points. Those uncertainties were suf-
ficient to include the various possible values of error
that, had been deduced on the basis of reasonable
assumptions concerning the origin of the observed
excess (8—A) differences.

Special Correction for Neutrons

At 3.04 Mev with a hydrogen-filled counter at 8'
a neutron background was observed. It was eliminated
by changing to an argon 6lling, the 8' data were
repeated, and corrections of —0.52~0.18 percent and
—0.66~23 percent were applied, respectively, to the
6' and 7' data.

I

Gas Contamination Correction

Yields from the 90' contamination counter (Fig. 1)
were taken for every data point. Corrections for con-
taminant gases were only appreciable below 25', where
all scattering cross sections approach Coulomb values.
To compute corrections, values are needed for the 90'
ratios to Rutherford of the contaminants. The energy
dependence of the 90 contaminant yield was well
established because of the practice of taking check data
at 1.855 Mev. Values for the ratios to Rutherford at
90' were obtained by observing scattering yields as a
function of angle from gases which accumulated in the
evacuated chamber when hydrogen was not being
admitted and by observing the eGects of air admitted
in the presence of hydrogen. Such data served to deter-
mine the ratios to Rutherford within ~30 percent. An
uncertainty of this magnitude applies to each correction
shown in Fig. 12.

VII. MEASUREMENTS

Proton Energy

The energy of the incident beam was defined by a 90'
electrostatic analyzer~ set for an energy resolution of
~0.1 percent. It was calibrated three times during

the scattering work against the Li~(p,n)Be~ threshold
using the value of 1.882&0.002 Mev (abs), as deter-
mined by Herb, Snowdon, and Sala. ' Threshold values
were reproducible to &0.02 percent on the average,
which is well within the uncertainty of &0.1 percent
that is quoted for the threshold value.

IG' Factor

Slit dimensions were measured by means of an im-
provised traveling microscope employing a ruling
engine screw which had been calibrated against a
standard meter bar. Observations of the slit-edge posi-

'

tions were reproducible within 0.5 micron, which is
consistent with the optical resolution employed. The
lengths (h) and (Ro—h) were measured by means of
spacer bars which were compared with those distances
directly and were then measured with the travelling
microscope. Results for the three slit systems are pre-
sented in Table I.

Temperatures

Both uniformity and stability of temperatures in
the chamber were fairly well insured by the good
thermal conductivity and large mass of the aluminum
housing which weighed approximately 1200 lb. The
bottom of the base plate of the chamber was insulated
with polystyrene foam against the heat of the diGusion
pumps beneath it and the room temperature was held
constant within a few tenths of a degree. Incoming
hydrogen was passed through a heat exchanger in
contact with the base plate before being admitted to
the chamber. Three mercury-glass thermometers gradu-
ated in tenths of a degree were placed in oil-6lled wel1s
at various points on the base plate and cover plate to
measure chamber temperature. They were calibrated
at the ice point and at the sodium-sulfate point
(32.384'C). The effect of the proton beam upon the
temperature of the hydrogen gas was computed and
was found to be negligible. An over-all uncertainty of
&0.02 percent has been assigned to the measurements
of gas temperature.

Pressure

Hydrogen pressure in the scattering chamber was
measured by means of an oil manometer containing
Octoil-S diffusion pump oil. The heights of the oil

TABLE I. G-factor dimensions.

Slit
system

4mm
2 mm
1 mm

. Width of front slit (2b1)
(mm)

3.9932~0.013 percent
1.9986&0.025 percent
1,0090~0.050 percent

Ep =317.867 mm~0. 006 percent
h= 187.934 mm+0. 005 percent

Width of rear slit (2b2)
(mm)

3.9893~0.012 percent
1.9987~0.025 percent
1.0047~0.050 percent

Length of rear slit (l)
(mm)

20.4593~0.008 percent
10.1886~0.015 percent
5.105/~0.030 percent

G = (4btbel) /RpA'
(cm )&10p)

545.580 ~0.04 percent
68.130 ~0.08 percent
8.6643~0.14 percent

'%arren, Powell, and Herb, Rev. Sci. Instr. 18, 559 (1947).
'Herb, Snowdon, and Sala, Phys. Rev. 75, 246 (1949).
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TABLE II. Systematic uncertainties. The symbol (&) is omitted wherever the sign remains constant for all three slit systems.

Source of error

Energy
Proton current
Capacitance
Oil density
Gas contamination
Slit edge scattering
G-factor
Multiple scattering

1-mm slits

0.10
0.10
0.04
0.02
0.30 max
0.25 max

&0.14 percent
0.07 max

Uncertainty (percent)
2-mm slits

0.10
0.10
0.04
0.02
0.33 max
0.12 max

&0.08 percent
0.03 max

4-mm slits

0.10
0.10
0.04
0.02
0.3 to 0.0
0.06 max

~0.04 percent
0.01

Approximate energy dependence

Constant in percentage
Smooth variation within +0.1 percent
Constant
Constant
(See Fig. 12)
Approximately linear in E (see Fig. 13)
Constant

columns were compared to a calibrated precision scale
placed between the arms of the U-tube. A precise
cathetometer located 1.1 meters from the manometer
was used for this purpose. Its accuracy was limited by
the optical resolution of its telescopes, and the re-
sulting uncertainty in the height of the oil column was
&0.02 percent. The pycnometer method was used to
determine the density and temperature coefficient of
the oil and gave for the density in grams per cma,
d= 0.9104+0.00072(25.0'C —t) with an uncertainty of
~0.02 percent.

Current Collection

The proton beam was collected through an aperture
4.2 cm in diameter after traversing a path of approxi-
mately 64 cm length in hydrogen at 8-mm Hg pressure.
The efficiency of beam collection was determined experi-
mentally by inserting diaphragms of various sizes in
front of the collecting aperture, while monitoring the
yield of protons at a 6xed angle. From the variation
of yield with aperture diameter, it was possible to deter-
mine an upper limit for the collection loss. The col-
lection loss at 1.85 Mev was concluded to be less than
0.03 percent. This effect should vary as (E ').

For suppression of secondary electrons, a ring-shaped
permanent magnet provided a uniform field of 164
gauss in the space between the window and the cup.
This ring was electrically insulated from the housing
and was maintained at —900 volts to provide, in addi-
tion, an electrostatic barrier. The effectiveness of the
electron suppression was determined by varying each
suppression field in turn while monitoring the proton
yield at a 6xed angle. The intensity of suppression 6eld
was increased until a saturation of the eRect was shown
in the measured yield. The uncertainty assigned to
electron suppression is &0.1 percent, which is the
statistical uncertainty in the monitoring yield measure-
ments. Pressure in the collector cup housing was main-
tained at 2X10 'mm Hg.

The condenser in the current iutegrator was a 4-micro-
farad polystyrene condenser made by the John E. Fast
Company. This condenser had been used by Ralph'
in 1947 and had been calibrated with ~0.1 percent
accuracy by a current-time method. A new calibration

D. C. Ralph, Ph.D. thesis, University of Wisconsin (1949)
(unpubhshed).

Source

Statistics
Height of oil column
Gas temperature
Counting losses
Counter performance
X-ray electrons

Resolution (geometrical}
Beam size

Representative
value of

uncertainty
(percent)

~0.22
~0.02
~0.02
~0.02
negligible
negligible

negligible
negligible

Remarks

100N &

Limited by optics

Reaches &0.15 at 60'
Reaches ~0.04
Reaches ~0.2 percent

at 7 points

' H. L. Curtis, Electrical Measlrements (McGraw-Hill Book
Company, Inc. , New York, 1937).

with the Maxwell bridge method" gave an accuracy of
&0.02 percent for the conditions prevailing in the
bridge, i.e., for charging and discharging times of the
order of 1/100 sec. The phenomenon of "soak-in"
increased the effective capacity by (0.20+0.03) percent
for charging cycles of ten seconds and longer. The
capacitance measurements, including temperature de-
pendence, and soak-in, ar'e considered accurate to ~0.04
percent. The new value of capacitance agrees with the
old value given by Ralph within the probable error.

The current integration cycle was the following: The
condenser was charged at —10 volts for a period of
30 sec. Collection of proton beam current was then
begun simultaneously with the counting of yield. The
run continued until the condenser was discharged to
zero-volts as indicated by a balanced dc ampli6er. At
this point, the run was terminated automatically by
a relay switch in the output of the dc amplifier. In
this operation, the proton current was diverted to
ground but the condenser was not shorted. It remained
connected to the dc ampli6er. Variation in the tripping
time of the relay was held to a few hundredths of a
percent, and a correction was applied for this error.
A means of integrating the grid current from the input
tube of the dc amplifier was incorporated in the circuit,
enabling that eGect also to be made negligible. The
uncertainty introduced by the dc amplifier is considered
to be ~0.01 percent.

VIII. SUMMARY OF UNCERTAINTIES

The uncertainties in the various corrections are
divided into two categories according to their effect

Twsr. E III. Nonsystematic uncertainties.
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upon the interpretation of the data. An error is regarded
as "systematic" if it is constant with angle or if its
angular dependence appreciably resembles that of a
I' wave or D wave anomaly. Values of systematic
uncertainties are listed in Table II.

The "nonsystematic" uncertainties are listed in
Table III. The second and third items, as well as the
first, are considered statistical, since they were measured
in each individual run and accuracy was limited by the
sensitivity of the measuring devices. These three uncer-
tainties are added quadratically. That resultant is then
added linearly to the sum of all other nonsystematic
uncertainties, including the uncertainties in special
corrections not listed here. The total is tabulated with
each value of the cross section in Table IV.

IX. EXPERIMENTAL PROCEDURE

Angular Distributions

Angular distribution runs were usually preceded
by a preliminary survey of counting conditions and of
operating conditions in general. Then, before the

regular measurements were begun, standardization
measurements were made at 1.855 Mev. The absolute
cross section was measured at two points at that energy
as a check on the reproducibility of results. After these
so-called "check points" had been measured, the
regular measurements were begun.

Angular distribution measurements were usually
made in the direction of increasing angle. Generally the
1-mm slits were used from 6' to 10', the 2-mm slits
from 10' to 15', and the 4-mm slits from 15' upward.
Whenever conditions permitted, the measurements were
extended beyond 45' in order to check the symmetry
of the cross section about 90' in the center-of-mass, but
no specia1 eRorts were made to obtain such data at all
energies. At each angle, a total of approximately 200 000
counts was accumulated. These were equally distributed
between the measurements at the left and the right of
the incident beam. Individual runs corresponded to the
collection of 40 micro-coulombs of incident charge and
varied in number between two and ten according to the
magnitude of the yield. Care was taken to vary the
sequence of left- and right-hand measurements so that

TABLE IV. Experimental values of the di6'erential cross section in the center-of-mass system.

P.E.b
percent

1.858 Mev&
(July 10)

0'e m.
(barns)

P.E.
percent

1.855 Mev
(June 18)

&c.m.
(barns)

2.425 Mev
(June 20, 23)

&c.m. P E
(barns) percent

P.E.
percent

3.037 Mev
(June 26)

cc.m.
(barns)

12'
14'
16'
20'
24'
30'
35'
40'
50
60
70'
80'
90

100'
iio'
120'

~ ~ ~

5.75321
3.25245
1.25760
0.59277
0.27824
0.19750
0.16763
0.15594
0.15992
0.16420
0.16753
0.16793

~ ~ ~

~0.27
&0.29
&0.21
&0.25
~0.21
a0.26
~0.20
~0.23
~0.21
a0.25
~0.24
a0.28

~ ~ ~

~ ~ ~

5.76721
3.26649
1.26017
0.59828
0.27778
0.19675
0.16732
0.15590
0.15958
0.16416
0.16737
0.16775

~ ~ ~

~ ~ ~

&0.26
~0.31
~0.19
&0.29
&0.17

0 15c
~0.21
a0.17
~0.12
~0.22
~0.46
~0.30

~ ~ ~

6.41529
3.33742
1.89917
0.75311
0.37787
0.20453
0.16273
0.14922
0.14673
0.15064
0.15467
0.15708
0.15686
0.15604
0.15450
0.15012

&0.26
~0.32
+0.34
~0.22
&0.29
a0.15
~0.22
~0.28
~0.26
+0.23
~0.21
+0.20
~0.24
&0.28
&0.37
a0.49

4.04698
2.10501
1.21101
0.49519.
0.26680
0.16286
0.13868
0.13160
0.13203
0.13615
0.13832
0.14067
0.14084
0.14060
0.13953
0.13579

~0.30
~0.33
~0.40
~0.30
&0.35
&0.49
~0.29
~0.20
&0.25
~0.26
~0.28
&0.23
&0.28
&0.33
&0.39
a0.54

c,m.
P.E.

percent

3.527 Mev
(June 30)

0e.m.
(barns) (barns)

3.899 Mev
(July 2)

P.E.
percent

co.m.
(barns)

4.203 Mev
(July 5)

P.E.
percent

12'
14'
160
20
25'
30-
35'
40'
50'
60
70'
80
90

100'
110
120'

2.99318
1.57734
0.90700
0.38055
0.19410
0.14090
0.12442
0.12056
0.12139
0.12526
0.12769
0.12925
0.12926
0.12885
0.12754

~0.28
&0.33
a0.46
~0.28
w0.45
~0.21
&0.25
~0.20
&0.21
~0.25
~0.26
~0.24
~0.28
&0.28
&0.45

2.44610
1.28660
0,74649
0.32162
0.17095
0.12769
0.11479
0.11252
0.11379
0.11705
0.11900
0.12027
0.12062
0.12074
0.11924
0.11674

&0.47
&0.60
~0.34
~0.35
&0.56
~0.27
a0.35
~0.19
&0.31
&0.33
~0.36
~0.29
&0.26
a0.25
&0.36
&0.53

2.10983
1.10775
0.64336

~ ~ ~

0.15415
0.11882
0.10825
0.10652
0.10815
0.11104
0.11316
0.11403
0.11420
0.11400

~0.48
~0.82
&1.11

\ ~ ~

&0.45
&0.32
&0.35
a0.30
~0.32
~0.33
&0.29
a0.29
~0.31
&0.34

& Low pressure run, H2 at 6.12-cm oil. Pressure in other runs was 11.4-cm oil.
b Only the "nonstematic" uncertainties are listed here (see Sec. VII).' This point obtained on June 23.
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(30')

0.15973
0.15943

June 18

June 20
June 23
June 25

June 27
June 30
July 1
July 2
July 4
July 5
July 10'
Wtd. average
Rms deviation

0.19722
0.19649
0.19643
0.19656
0.19745
0.19673
0.15 percent

' These points wp ints were taken at 1.858 Mev. The
h bu are not included in th e average.
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FIG. 11. Observed departures from cross sections calculated to
6t the data assuming a pure S-wave anomaly. Uncertainty bars
represent the nonsystematic uncertainties.

large uncertainties introduced by the slit penetration
eGect noted earlier.

The conspicuous feature of these low angle deviations
is that they do have the general form of a repulsive
P-wave anomaly, especially at the lower energies. The
de6nite maximum between 20' and 30', center-of-mass
angle, and the sharp decline at lower angles are strong
indications that the anomaly is of nuclear origin. No
single systematic error has such a form. It is con-
ceivable that a combination of errors might produce
deviations of this form, but no admissible variation in
the magnitudes of the applied corrections will remove
the anomalies shown here. This can be seen in part from
Figs. 12 and 13, in which the larger errors of the experi-
ment are plotted on the same scale as the data of Fig. 11.
These are actually plots of the applied corrections, but
the ordinates are reversed in sign so that the errors
which have been removed from the data may be com-
pared directly with the anomalies which remain. Apart
from the behavior at very low angles, both the gas-
contamination error and slit-edge scattering error have
somewhat the form of the low angle anomaly, and that
is true also for errors due to energy, beam current, and
6 factor, which introduce the only other appreciable
systematic uncertainties. Taking the linear sum of the
uncertainties in all of these quantities, together with
the linear sum of nonsystematic uncertainties, one
should obtain a fairly generous estimate of the limit
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FIG. 13. Percentage contribution from slit-edge scattering. Ap-
plied corrections are negative and have an uncertainty of &25
percent.

FIG. 12. Percentage contribution from gas contamination.
Applied corrections are negative and have an uncertainty of &30
percent. Discontinuities in curve for 3.5 Mev resulted from
momentary air leaks in slit-changing mechanism.

I
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of error in the data. The anomalies in Fig. 11 lie outside
of such limits of error. Since the uncertainties are largely
based upon experimental evidence and are considered
to be reasonably conservative, the fact that the
anomalies are larger than the uncertainties is considered
significant. Even if one were to suspect the accuracy of
the uncertainty, estimates and were to speculate upon
the eGect Of increasing the sizes of certain corrections,
it would still be necessary to observe some restrictions
as to the energy dependence of the errors. When that
is done it is found difficult to eliminate the anomaly at
one energy without causing a considerable deviation
at some other energy. Thus, there appears to be little
possibility that the low angle anomaly is due to any
of the known sources of error. If unknown and un-
suspected errors are the cause of the anomalies, it is
almost certainly necessary that two diferent errors be
present in order to cause deviations of the form ob-
served. That possibility seems unlikely but it obviously
cannot be excluded except by repetition of the experi-
ment under a variety of conditions and by diferent
persons.

A theoretical analysis of these data has been made
by J. L. Powell and H. H. Hall and is presented in the
accompanying paper. For a central potential they And
that a negative I'-wave phase shift fits the data at each

energy reasonably well within the limits of uncertainty.
The phase shift varies fairly regularly from E&= —0.05'
at 1.855 Mev to E~= —0.11' at 3.9 Mev. At 4.2 Mev
however, the value falls to E~———0.07'. It is not sur-
prising that the 4.2-Mev value should be irregular,
considering the poor quality of the data there, but it is
surprising that the uncertainties do not readily admit
a continuation of the trend of the lower energy data.
The eGect may be real, but it seems more likely that
the determination of E& at 4.2 Mev depends too strongly
upon one or two data points and is, therefore, much
more susceptible to error than are the values at other
energies. If any use is made of the 4.2-Mev low angle

data, it should be done only with complete and cautious
regard for the uncertainties in those data.
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