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Analytical solutions have previously been given for the number distribution functions and for the general
moments of the electron-photon and nucleon cascades neglecting ionization losses (approximation A).
Solutions are now given for the moments of the electron-photon and proton-neutron cascades taking into
account energy loss, via ionization, by electrons and protons (approximation B). The diffusion equations for
the differential moment functions, which yield the required factorial moments by a simple integration over
the energy variables, are transformed by Laplace-Mellin transforms to matrix recurrence relations, the
general solution of which is obtained in the form of power series. From these series, solutions for the moments
in a form suitable for numerical calculations are obtained by a generalization of the method used by Bhabha
and Chakrabarty for the first moments of the electron-photon cascade and by Messel in the proton-neutron
cascade. To a first approximation, the solutions for the moments in approximation B are expressed as a
correction factor multiplying the solutions obtained in approximation 4.

1. INTRODUCTION

NALYTICAL solutions have recently!=® been

given for the fluctuation problems arising in
nucleon and electron-photon cascade theories in ap-
proximation 4 (neglecting ionization loss). In the above
references, analytical expressions were obtained for the
general number distribution functions as well as for
their factorial moments. It is the purpose of the present
paper to give solutions for the (7, m)th factorial moments
of the electron-photon and nucleon cascades when
energy loss by ionization is accounted for (approxima-
tion B). In this case it is necessary to distinguish the
protons and neutrons in the nucleon cascade, and to
emphasize this the cascade will be called the “proton-
neutron’ cascade.

The method used in this paper is the following:—
The diffusion equation for the differential moment
function is solved in series form. From this probability
function the (%, m)th factorial moments are obtained
by a simple integration over the energy variables. In a
manner similar to that used by Bhabha and Chakra-
barty®7 and Messel®? for the first moments in electron-
photon and proton-neutron cascade theory, respectively,
the series solution for the moments is transformed to a
new series, the first term of which gives an approximate
formula for the moments in a form suitable for nu-
merical calculations.

The general results, not unexpectedly, are exceedingly
complicated. The amount of work required to compute
the second moments is not prohibitive providing one
has the aid of an electronic brain. A program is at
present being set up for such a calculation.

2. THE ELECTRON-PHOTON CASCADE
(a) The Diffusion Equations

Using the same notation as previously,® we let
Qn,m(n(-Eo; Ey -, Ex; Engyy -0y Engm; x) be the dif-
ferential moment function expressing the probability
that after a depth of x cascade units a primary (5) of
energy F, has given rise to » electrons with energies in
the ranges Ex, dE:, k=1, -+, n in any order, to m
photons with energies in the ranges E,yi, dEn41, I=1,
-« +m in any order, and to any numbers of electrons and
photons with arbitrary energies. For j=1, the primary
is an electron, for j=2, a photon. It is assumed that the
electrons suffer a constant energy loss 8 by ionization.
For the cross sections, the well-known Bethe-Heitler
expressions in the full-screening approximation will be
used: w(Ey, E;) for bremsstrahlung, w®(Ey, E;) for
pair production, and a® and «a® for the corresponding
total cross sections.

The last-collision diffusion equation® satisfied by
qn,m(ﬁ is
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+Z f Jn—1, m+1<i) (EO, El’, ity En-ll; En+1, ety -En+m, U; x)Zw(z)(U—E,.', Enl)dU
0

o
+Z q'n,m(i)(EO; El/) ttty En——ll, U; En+ly Tty Eﬂ+m; x)w(l)(En,, U"'E”/)dU
c® vy

+Z qn+1, m—l(j)(EO; El; ] Em U; En+11; ] En+m—-1,; x)w(l)(U—En+ml n+m’)dU
o™ Vo

n d
+8 Z —qn, m(j)<E0;'_Eh co s Eny Enyyy 00y Engm; x). (1)
k=1 aEk

This equation, apart from the last term which expresses a shift in energy due to ionization loss by electrons, is
the last-collision diffusion equation for the differential moment function in approximation 4.° The reader is
referred to this paper for definitions of the notation used in (1) and subsequently.

If the Laplace-Mellin transform Q. »® and the Mellin transform W® are defined by

Q’ﬂ, m(j)(sly * s Sny Satly 0ty Sadmy )\) =f dE;- - f dEn+mf dx(El/EO)sl' T (En+m/E0)sn+me_MQn, m(n (2)
0 0 0
and
. © "g’ﬂEl 81 E2 82 ]
W@ (s1,52) =f ( ) ( ) WD (Ey, Ey)dEs, 3)
o \Eit+E, E\+E,

then (1) may be transformed to
M ra®D+ma®)Qp n?— bntj, 30mi1, 5
=2 2 Onm1 sty + oy Sat'y S/ Snpm’5 Sntt’s 0y Snpmts NW O (s Sntm”)
ot o™
+§ Qn—2, m+1(’7(3‘1’, ceey Sn—ZI; Sntly *°y Sntmy 5n—1,+snl; A)W(z)(sn—xl, Snl)
2
+§. Qnet,m 1P (51y *+ =y Snct’s Sntty = * *5 Snpmy Sa'3 A)2W@(s,/, 0)
X

+Z Qn,m(i)(sl, e 803 Snaly s Snam) )\)W(l)(sn/, 0)
(o) %d

+Z Qn+l, ’m—l(ﬂ (51’ tty Sny sn-{-ml; Sn+1/; Ty sn+m-—1l; A)W(l) (0, sn+m’)
(&1

- (ﬁ/EO) Z ann. m(j)(sl) tty Sa—1y Sn_ls Sntly * ) Sagm; )‘) (4)
ot

This equation may be transformed into the matrix The notation is as used in reference 5 with the addition

equations*® that Sy(s,) is the direct product of N2X2 matrices:
. sy 0
[)\El“i‘Al(Sl)]Ql(Sl, N SN(Sr)= E,X--- X{O O:IX ...XE,. )
and =E1—(8/E£0)S:1(s1)Qi(s:i—1; )  (5) +th factor
N . . -
[AEx+3 Ax(s)1Qn(s1, -« -, a3 M) (b) Series Solution for ¢, »?
r=1

. The Egs. (5) and (6) are matrix recurrence re-
=022NWN~—1(SN——1; sw)Qu—a(sy, -+, Sz, Sv—1tsw; M) lations, tl?e solution of which may be obtained in the
—(B/E)Y. Sn(sx)Qu(sy, - - -, Sv—, sy—1; \), form of a power series in (8/E,). Although this series
o itself cannot be used directly because of its slow con-
N>1. (6) vergence, it is shown in a later section that it may be

* For definitions of A,(sy) see Egs. (22) and (23) of reference 5.  transformed to give rapidly convergent results.
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0. m<f>=:20(—ﬁ/Eo>aQn, o, ®

QN=§0<—6/E0>GQN,M N=im (9

then from (5) and (6)
Ql, u(Sl; )\) = [KE1+A1(31):|_1S1(S1)QL a—1(51— 1; )\) (10)

and

Qu, os1, -+, 533 N)
N
=ZD\EN+Z AN(sr):l_IWN—l(SN—-Iy sN)
CZN r=1
XQn-1,o(s1, ** -y Sv—2, SN—1F5N3; N)

+ZDEN+é An(s)T"Sw(sw)

C’1N

X Qw, a-1(s1, N>1. (11)

For =0, the solution in approximation 4 is obtained,
namely,®

ctty SN-1 SN—I;A)7

QN, 0= H Z [)\Ed+l+Ad+1(S1)+ e

d=N-1 ozt

FAsi(sa)FAsii(Saprt - syt

XWa(sa, Sav1, + -+ ‘+SN)}

XAE+A(si4 -« -+sp) T (12)

To solve (10) and (11) is by no means an easy task
because of the recurrence on N and also on a. The
general solution given below may be verified by
induction:

0 b(e+1) b(e)+1
Qva={ 11 Z{ II 2 Fao} 22" G
e=a—1 b(e)=0 d(e)=b(e+1)
X Qoo 1,0, (132)

where
Fo= Ea r1+Ausoa(sn)+ - - - +Auo1(Saw)
FAuo1Sae 1t Fsy—at14e) ]!

XWae(Sa@, Sa@+1+ - - +sy—a+1+e); (13b)
Go=[AEs 41+ Ave1(s1)+ - - -+ Apeo-+1(50c0)
FAs 106041+ - - - Fsv—at+14e) ]
XSp@+1(Se@+1t - - +sy—at1+e); (13c)
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Qb(0)+1,o= Qb(0)+1, 0(51, * 0ty Sb(0),y Sp)+1F " '+SN“a),

which is given by (12);
/=2 cuwn signifies summation over all choices of
Sd(e)y Say+1t+ -+ ++sy—a+14e from s,
Saey1 T +sv—a-t+1+e;

D=3 cpon signifies summation over all choices of
Soey+1+ -+ +sy—a+14¢ from s, -- °
So(ey41F - - Fsv—a+1+4e; and b(a)=N—1.

The order in which the summations and products in
(13a) are to be carried out is as follows: first []., then
> s(ey from the left, next a4y and finally 3¢ from the
right.f To illustrate the notation and result, a simple
case will be discussed in a later section.

Equations (13), (9), and (8) determine the solution
for Qn, » . Taking an inverse Laplace-Mellin transform
yields

Gn, m(i)(EU; E17 Tty En; E?H—l) tt Y E,,+m; x)
= [ mBEo~ (™ (EO/E1)51+1. . e

ttty Sace),

Sb(e)s

X(Eo/ Enim) 1 37 (= B/E0)*Qu,m, o, (14)
a=0
with I, defined as the operator

u1+ 190

Un+m+ 10
In+m= 1/(2Wi)"+mf dSl' . 'f dsn+m, (15)
Un+m— 10

%1— 10
and
Qn,m, a(j)(sly frty Sny Sadly tty Sndmy x)
Ao+ 200
=@ri) [ O
Ao— i
X (sly cct gy Sny Sntly 0y Sntmy )\)d)\ (16)

In carrying out the inverse Laplace transform (16),
it is convenient to express the inverse matrices ap-
pearing in (13) as partial fractions. This can be simply
done by using the following result in the theory of
resolvents:’® If M is a matrix of order p with non-
degenerate eigenvalues A,, then

» 1 [ME—M]
DE+M] =3 .
r=1 )\—{—)\,k;é:r Ae— Ny

an

The eigenvalues of the matrices appearing in (13) may
be easily obtained. For example, consider the matrix

N
2 Ax(sy),

r=1

where An(s,) is the direct product of N matrices of

t The summation Z¢ refers to 2’ and Z”. Furthermore, b(e)
and d(e) are dummy variables.

10 Frazer, Duncan, and Collar, Elementary Matrices (Cambridge
University Press, London, England, 1938).
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order 25
A1(Sr) Az(S,-)
Aw(s)=Ex-- -x[ ]x .XEy (18)
As(S,-) A4(S,)
rth factor
The N matrices Ay(s,), r=1, -- -, N, form a set of com-

muting matrices, and hence the eigen values of their sum
are the sums of the eigenvalues of each. If the eigen-
values of the 2X2 matrix

[A 1(Sr> A 2(5,—)
Aa(s,) A4(S,—)]

are A(s,) and Ay(s,), then the eigenvalues of the direct
product A,(s,), being the products of the eigenvalues
of the factors, are Ai(s,) or Aq(s,) according to whether,
in the 2¥ binary numbers s;52- - - sy with digits 1 and 2,
the rth digit is a 1 or 2. Hence the eigenvalues of

N
Z AN(Sr)

r=1
are

() H+Nils2)+ - - - Malsv—)+N(sw),
(D))« - - Aalsv—1)+Na(sw),
etc., which may be read off from the binary numbers

1 1 11
11 12,

etc. A table of numerical values for A;(s) and Ay(s) has
already been given by Janossy and Messel.!!

The solution for the (»,m)th factorial moments,
derived from the ¢, »?, will be given after the differ-
ential moment function for the proton-neutron cascade
has been determined.

3. THE PROTON-NEUTRON CASCADE IN A
FINITE ABSORBER

(a) Preliminaries

The analytical solution for the moments of the
nucleon cascade in approximation 4 has been given by
Messel and Potts.> Some of their results required for
the present work are quoted below.

If yn(Eo; Ey, -+, En; 0) is the differential moment
function for nucleons, then the Laplace-Mellin trans-
form of the diffusion equation for yu is

{AA(s)}Yi(si; M) =1, (19)
N
(M2 ()} Y a(sy, -y 585 N)

r=1

N

=Z Z Bk(sll) Tty skl)YN-—k-{-l

k=2 (k)

x(sk+1/7 trty SN,) sl’+"'+sk1;k), N> 1, (20)

( ;ISL) Janossy and H. Messel, Proc. Roy. Irish Acad. A54, 245
1951).
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where

(a) Yy is the Laplace-Mellin transform of yy as in
Eq. (2).

(b) By(sy, - -+, sw) is the N-fold Mellin transform of
the distribution function bn(Eo; Ey, - - -, En) giving
the probability that a primary nucleon of energy
E, collides with a nucleus giving rise to NV nucleons
with energies Ey, dEy and any number of nucleons
with arbitrary energies.

(c) h(s)=1—B(s).

(d) 2 @ signifies summation over all compositions of
$1, *++, Sy into the two groups s/, ---, s’ and

’ ’
Sk41y * 00y SN,

The solution of (19) and (20) is

Y(sy, -y 5w N)

= ¥ (T SO h(s)+ - +lsuco)

c¢(N—1) d=t¢

Fh(sg 1t +58)) " Boay 41
ey ety Sae+1t o FSN)}

XAt +sw)}

X (Sqa—1+1,
(21)

where > .(v—1) signifies summation over the 2¥-2 com-
positions of N—1, ¢ being the composition ¢(1), ¢(2),
-+, ¢(f), with g(d)=c(1)+- - -+c(d); and Y’ signifies
summation over all combinations of the ¢(d)+1
symbols s1, * -+, Sea), Sqy41+ - +sy taken c(d)+1
at a time.

(b) The Diffusion Equations in
Approximation B

The diffusion equations for the differential moment
functions appearing in a proton-neutron cascade theory
are derived in a manner analogous to that used for the
electron-photon case. Let 3, m®(Eo; Ey, «+ +, En; Enya,

++, Enim; 6) be the differential moment function ex-
pressing the probability that after a depth 6 (measured
in interaction mean free paths) in dispersed matter a
primary () of energy E, has given rise to # protons in
the energy ranges Ey, dEy, k=1, .-+, n in any order,
to m neutrons with energies in the ranges E,yi, dE.q4,
l=1,--+-,m in any order, and to any numbers of
protons and neutrons with arbitrary energies. For j=1,
the primary is a proton, for j=2, a neutron. Further-
more, we take b, . ?(Eo; E1, +++, By Engt, -+ *y Engm)
as the corresponding differential moment function for
nucleon-nucleus collisions. Assuming that protons suffer
a constant energy loss 3 by ionization, the last-collision
diffusion equation satisfied by y,,»? is
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(8/30+n+m)yn, n?(Eo; Exy ++ +, Enj Eny1, +++y Engm; 0)

@
m
22 2| {biPUSEY, -+, Es Enyd, -
1—00 ) (O Jy

X (EO; Ek+1’, T En,) U; En+l+1’y v

g

P
i‘o
\4

n 0
X(E(l; Ek—HI: ] En,§ En+l+1,7 R En+m,9 U; 0)}dU+B Z —a_l.:’yn. m(i)(EO; El) ] En; En+1r ] E"+m; 0)'
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U
En+l )yn——k+1. m—1

. En+m'; 0)+bk,l(2)(U;E1,, N Ek’;En+1', ..
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€))
(€]

’
‘y En+l )yn—k, m—I+41

(22)

If we define the Laplace-Mellin transforms of y, »” and b, »? as

Yn,'m(i)(sly "')sn;sn—}—ly "',sn+m; )\)=f dEl...f dEn+mf dB(EI/EO)SI...
0 0 0

X (En+m/E0) an+me~xoyn, m(DBn’ m(:’) (51, .o

=f dE;- - f dE,H,m(El/Eo)“' « « (Enym/ Eo)mby, @,
0

0

then the Laplace-Mellin transform of (22) is

y Sy Sng1y t 00y 5n+m) (23)

(24)

AFn4+m) Vo, D (51, <+ Sn3 Sntty* = *5 Sntms N)—=Bntis Onti2

k

n

=0 1=0 (&) (D)
’ ’ ’

FSapr o Saad; Snprads o

’ . ’
XYooty metp1 P (Siepty + oy 05 Snpint’y +

’. ’ ’. ’
5 Sngm’s N B (D (sty o+ oy S5 Say o

m
Z Z Z{Bk, 1(1)(5117 ) Skl; sn+1,) Y sn+l,)yn—k+1. M—l(i)(sk+1,s ) Sn,, 31/+ v '+sk’

) Sn+l’)

Y Sn+ml, 51"1" S +sk,+s‘n+1,+ v +S7L+l,; A)}

—(B/E0) 2 $a¥n,m® (51, ** 5 Snty Sn—=1; Sng1, =+ *, Snm; N. (25
(o4

Just as the transformed diffusion equation for the electron-photon cascade was written in the matrix form,

(5) and (6), so (25) may be written

D\E1+h1(31)]Y1(S1; N=E,— (B/EO)S1(51)Y1(51'— L)),

(26)

N N
AEx+2 hv(s)T¥n(sy, -+, svs =2 X Bualst’, -+, 1) Yuowpa(suads -+ o5 swy '+ - - +si/5 N)

el k=2 (k)

- (B/EO)ZN Sn(sn)Yn(s1, -+, snv—1, sSv—1; ), N>1.(27)
Cy

The matrix hy(s,) is the direct product of N 2X2
matrices:

hy(s)=EiX -+ Xh(s))X - XEy, (28)
rth factor
where h(s) is defined as
1— B, @ — B, @
h(s)=[ no(6) 1o6s) ] (29)
—Bo1V(s)  1—Bo1®(s)

The matrix Yy is a 2¥X2 matrix the columns of which
correspond to Y@ and ¥, and the rows are ordered
by the binary numbers s;- - -sy with digits 1, 2 in the
same way as Qy was formed for the electron-photon
cascade.® The matrix By, x(sy, - - -, 51) is a 2V X2V —*+1

matrix in which the rows are ordered by the binary
numbers ;- -sy. The nonzero elements are arranged
according to the following rule: if in the binary number
s1-++sy it occurs that sy/=s)=-..-=s,/=1, and s,/
=5, =---=s5;'=2, then all the elements of the row
are zero except for the terms By i, V(s’, --,s/;
5r+117 ) skl) and B, k—T(2)(Sl’y ) Srl; ST-H,: Tty sk,);
which are placed in the first odd-numbered and first
even-numbered columns, respectively, in which these
terms have not already appeared. For example,

By, 0V (s1, 52) By o®(s1, 52)
By, 10(sy;552) By, 1D (sy1;59)
By, 1(s9551)  B1,1®(s2;50) |’
Bo, 2™ (s1, 53)  Bo, 2P (s, $2)

B o(s1, 52) = (30a)
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(B, 0" (s1, $2)

=
Bs' 2(S1’ 32) B],l(l)(52$ $1)

Bo, 2(])(6‘1, 52)

(c) Solution for ¥, »?, 3=0

If we set 3=0 in Egs. (26) and (27) and write Yx, o
for Yy in this case, we get

[AE+hy(s) Y1, o(s1; N)=Ey, (31)
N
AExv+2 ha(s)JYw,o(s1, <+, 583 N)
r=1
N
=3 > Byilst, -, se) Yy o(seqd, - -,
k=2 (k)
Xsn'y st s N), N>1. (32)

These are the transforms of the last-collision diffusion
equation for the proton-neutron cascade in approxima-
tion A. Their solution is

YN,()(S[, ct SNy )‘)
1
= > {II Z'DMEyay1t+hgay1a(s)+- - -
c(N—1) d=t

+hyy+1(Se@) o +1(Se@ 41+ - - - +sw) ]2

X Byr11, ccr+1(Sata—n+1, * * *5 Sat@ys Sa(ay+1

+ -+ sy)AE+hi(si+ - Hsw) T (33)

with the same notation as in (21). The solution for
Yo, m@, =0, is

Vrm, o(;’) — In_l_mEO-—(n-l—m) (EO/El) s1+1, ..,
X (EO/En+m) 8n+m+1@n’ m, O(i)) (34)

where 9 m 0@ is the inverse Laplace transform of
Y o mo® as given by (33).

The matrix Egs. (31), (32), and their solution (33)
for the proton-neutron cascade in approximation 4 are
very similar in form to Egs. (19), (20), and their solution
(21) for the nucleon cascade in which the protons are
not distinguished from the neutrons. It is the power of
the matrix method that the matrices alone keep the
protons separated from the neutrons. Once the equa-
tions for the proton-neutron cascade have been written
in matrix form the difference between the protons and
neutrons is hidden. Even the “trees” used to describe
the solution for the nucleon cascade® can be used as
they stand for the proton-neutron cascade in approxi-
mation 4.

This matrix method is a general one and has already
been applied by us® in electron-photon cascade theory
in approximation 4. Here again the matrices alone
take account of the differences between the electrons

H. MESSEL AND R. B.

Bs, 0@ (sy, 52) 0 0 1

0 0 By, 0(s1, 53)  Ba0'?(sy, 52)
B1,1D(s1;59) By 1®(sy;59) 0 0
0 0 By,1P(s1352)  B11®(s1;589) |

B1,1®(s25 51) 0 0
0 0
Bo, 2(2)(.51, 5‘2) 0 0
L 0 0

POTTS

(30b)
B1,1D(s3; 51) Bl,i(z)(32531)

B0,2(1)(51, Sz) BO,2(2)(51, Sz);

and photons and the different cross sections for
bremsstrahlung and pair production. In matrix notation
the equations and solutions become analogous to those
for the proton-neutron cascade in homogeneous nuclear
matter, in which just one type of particle cascades by
collisions with single particles of the same type.

(d) Series Solution for y,, ., 30

Equations (26) and (27) are matrix recurrence rela-
tions, the solution of which may be obtained in a
manner similar to that used in Sec. 2(b) for ¢, »®. Set

Y"- m(j) = i(_ ﬁ/Eo)a’Y"' m, a(i)) (35)
a=0
and hence
Yy= Zﬂ(— B/Eo)*Yx,a. (36)

From (26) and (27),
Yy a(s1; M) =[AEs+hi(s) J7'S1(51) Ya,a1(s1— 15 X)  (37)
and

Yu,a(sy, -+, 55 0)

N N
=3 Z[AExy+2X hy(s) T By, i(ss, - -, s&)
k=2 (k) =1

D@ FIARTRIN CINRURPERINE SR TR X DY

+z[wa+é hv(5) TS (s) Y as

ClN

X (s, *+y Sn—1, sSx—1;A), N>1. (38)

For a=0, we obtain the solution for the proton-
neutron cascade in approximation A4 as given by (33).
The general solution for Yu,, is [compare Eq. (13)],

0 blet+l) 1

Yvo={II > {&

2" HY Goew} Yo+1,00
e=a—1 b(e)=0 d—=t (39)
where
Ha=[AEg+5+1+hg@ b +1(s)+ - - -

+Fhe@ 150 +1(Sa@+5@) FHa(@ +ber 1

X (Sq@+b@+1t -+ - +sv—a+14€) ]!

X B+ +1, c@+1(Sa@—1+5@+1, * * 5

X Sai+5(0)» Sa(@+b@+1+* - +sy—a+1+e¢). (40)
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Gy) is as given by (13b) with the matrix Ax(s,)
replaced by hy(s,).

Yoo +1,0= Yo 41,0051, « * *, Sec@, Snoy 41 - - Fsv—a; \)

as given by (33).

D=3 clo(er1)—b(ey} Signifies summation over all com-
positions of {d(e+1)—b(e)}, ¢ being the composi-
tion ¢(1), ¢(2), -+ +, ¢(¥) with ¢(d) =c(1)+ - - +¢(d).
=3 Co e signifies summation overall choices
of Sa)+5(s Sa(@+btey+11 ++*Fsy—at1+e from
Sty Tty Sg(@b()s Se@+b@+1T sy —at1+4e,
and

> "= cpen signifies summation over all choices of
Ss1F - Fsy—atl4e from s, o, S,
Sb(ey+1t - Fsy—at1+e.

The order in which the summations and products in
(39) are to be carried out is as follows: first J]., then
> by from the left, next 3/, then J]4 and Y ¢ from the
right.

Inverting the Mellin transform we obtain the solution
for ¥, »? in the form

Yo m@(Eo; By, +++y En; Engty *+*y Engm; 0)
=In+mE0—(n+m)(Eo/E1)s1+l. .. (EO/En+m)s"+’"+‘

X3 (—B/E) D ma?, (41)

a=0

where

Motin

@n, m, a(j) (0) = f exoyn, m,a(j) ()\)d)\.
271 I ag—in

The same method as described in Sec. 2(b) may be

used to perform this inverse Laplace transformation.

4. SOLUTIONS FOR THE (n, m)th FACTORIAL
MOMENTS Ty, @

I Ton®(Ey;E,B;%) 1is the (n,m)th factorial
moment of the distribution function ¢, »? giving the
probability of finding specified numbers of electrons
and photons above a given energy E and an arbitrary
number of electrons and photons with energies less
than E, then*5

© o (n4a)! (m+0b)!
Tom®(Eo; E, B52)=22 2
a=0b=0 gl b!

X(on-]-a. m+b(i) (EO: E> ﬁ) OC), (42)

by definition. The solution for 7', »? is obtained imme-
diately by making use of the relation*

Ty, m®(Eo; E, B; 2)= f “a-. f ) AEningnm; (43)
hence from (13), ¥ i
T, m®(Eo; E, 8; %)
= I ym(Eo/ E)rttowtn é (—B/Eo)*
Xgn,m,a(j)(sl; .. .";;; Sutly *° s

XSnym} x)/sl' * Sntme (44)
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An identical set of relations holds between the (#, m)th
factorial moments and y, » for the proton-neutron
cascade. Thus,

T n(Eo; E, B; 0)= f dEy- - f Bty n(0)
E E

(45)
and, using (39),
T (Eo; E, B; 6)
~LynlBy/Eymim 3 (—/Boy
XDr, ma(S1, ***y Sn} Snty *+ 5
XSnim; 0)/51°* *Snime  (46)

The solutions (44) and (46) for the (#; m)th factorial
moments are of little value for computational purposes
because of their slow convergence. They may, however,
be transformed into a series which is rapidly converging.
The method is a generalization of that used by Bhabha
and Chakrabarty®” and Messel®® for the electron-
photon and proton-neutron cascades, respectively. The
Bhabha-Chakrabarty method has been severely criti-
cised,'>®® but Messel* has pointed out that these
criticisms were inapplicable and that the Bhabha-
Chakrabarty method of solving for the first moments
in approximation B is the best available and gives the
most reliable results.

The following development will be carried through
for just the electron-photon cascade; an identical
treatment may be given for the proton-neutron case.

By writing sx-+a/(n+m) for s; in (44) and by suitably
changing the contour of integration, we obtain

Ts,w?(Eo; E, B; x)

=Inim go(EO/E)31+-.-+3n+rn+u(_ﬂ/Eo)a

a a —
X{(31+ )"'(Sn+m+ )l
n+m n+m

a a
Xgn,m,a(sl_*‘ y "y Snt 3
n+m n+m
a a
X Snp1+ y 7 Sngm ] x) 47)
n+m nt+m

For E we write {(E+4Bg)—Bg}, where
8=gnmP(s1, - 3 Sngm; %) (47a)

is as yet an arbitrary function, to be determined at a
later stage. Thus

3 Sns Snt1,

o T(sit- - Fsppmtatdt+1)

=0 BIT(s1+ -+ Supmtat+1)
X (Bg)P(E+Bg)— (1t tontmtatd)

21, E. Tamm and S. Belenky, Phys. Rev. 70, 660 (1946).
13H. S. Snyder, Phys. Rev. 76, 1563 (1949).
14 H, Messel, Phys. Rev. 82, 259 (1951).

(1/E)sl+"‘+3n+m+a=

(48)
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By introducing (48) into (47) and setting b=c—a we get
Tn, m(j) (EO; Ea ﬂ; x)

© E, 81teeetsntm B c
e (52) T (5)
c=0 E+6g E+ ﬁg

T(si4-- ‘+sn+m+c+1)
X s cm;
F(S],-l- M '+sn+m+ 1)

(49)

where

Srm, & (s,
e (_ l)agc—a

a=0 (¢c—a)!

Sy Sy Sngly t 0y Snim) %)

F(Sl+ . '+5n+m+ 1)
P(81+ © ‘+5n+m+a'+1)

() o)

a
’...;

e
b

XQn, m,a? (31+

n+m

a

; x) (50)

X Sn+m+

n+m
In particular,

f", m o@ =Qn' m? (Sl, .

X Snt1y **

Cey Su}
“y Sngm} X)/S1° *Sngm.  (51)
The function g is so chosen that f, . 1?=0, i.e.,
gn,m(’7(31, <oy Sn) Sndly *t %y Snim) x)
= {5152 * *Sngm} (S1F -+ FSnqm)

X{si+tm)=} 1 - - {sngmt (ntm) 71}

: )
;X
n+m

(52)

,"‘;"',5n+m+

Xgn, m, 1(’-) (51+
n+m

X{Qn, m, oD (51, -

The general series solution (49) for the factorial
moments may now be used for numerical work in the
case of small # and m. For E= 8 and E¢>>( the following
formula gives approximate results for the moments

Tn, m(i)(EO; E) ﬂ; x)
~[E/(E+Bg) ]+ +owtnTy, D (Eo; E, B=0; %), (53)

where [E/(E+Bg)Jert"+e+m is a correction factor
multiplying T, »®(8=0), the solution for the moments
in approximation 4.%-°

This completes the solution for the (1, m)th factorial
moments in approximation B, both for the electron-
photon and proton-neutron cascades. Together with
the results presented,!% it constitutes a complete
analytical solution of the fluctuation problems arising
in electron-photon and proton-neutron cascade theory.
It is true that the solutions obtained in approximation

*ySay Sntly * %y Sndm; x)}_l-

H. MESSEL AND R. B.

POTTS

4 were exceedingly complex and that those just pre-
sented were more complex still; however, this is not
surprising when one appreciates the complexity of the
problems solved. It should be recalled that the solution
of the cascade fluctuation problem demands a mathe-
matical representation of every possible event, with
suitable weight factors, which may take place in
building up the cascade. When one further realizes
that in many large air showers one often deals with
millions of particles, the results are not unduly com-
plicated. One may wonder what possibility there is of
using the solutions presented for computational pur-
poses. Numerical results for the 1st moments in both
approximation 4 and B are easily obtained and have
been given for instance by Janossy and Messel,!!
Bhabha and Chakrabarty,®” and Messel.®* The second
moments in approximation 4 have also been calculated,
both for the electron-photon and nucleon cascades (see
Janossy and Messel!® and Messel'6) ; in approximation
B results using (53) will be given in a subsequent
publication. With the aid of an electronic brain it is
proposed to calculate the third moments as well and
then to use the first three moments to reconstruct the
appropriate distribution functions (see Green and
Messel'?). This at present appears to be a more satis-
factory method of attack than attempting to evaluate
directly the analytical solutions given for the dis-
tribution functions.

In the next section we will give a simple example of
the matrix method used in this paper.

5. THE FIRST MOMENTS OF THE ELECTRON-PHOTON
CASCADE

To give a simple example of the Laplace transform
and matrix method used in this paper, the g functions
and expressions for the first moments of the electron-
photon cascade will be derived.

To obtain the g function defined by (52) we require
Ql,o and 01,1. From (12),

Qu0(5; M) =[AEi+As(s) 17, (54)
where A45) Ass)
so=[0 ) (55)
As(s) 44
Hence
Q10053 M) = { (\+21(5)) (Na(5) = Ma(5))}
X[A2(s)E1—As(5)]
F{AFX)) A1) = Ne(s))}
X[Ai(s)Ei—A44(s)], (56)

where Ai(s) and No(s) are the eigenvalues of A(s).

5 L. Janossy and H. Messel, Proc. Phys. Soc. (London) A63,
1101 (1950).

18 H. Messel, Progress in Cosmic Ray Physics (North Holland
Publishing Company, Amsterdam, 1952), Vol. 2.

17 H. S. Green and H. Messel, Proc. Cambridge Phil. Soc. (to be
published).
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An inverse Laplace transform of (56) yields
L1,000(s52) Qyo,0?(s; %)

o106V (s5%0) Qo 1,02(s; x)]

ez r(s)—A(s)
=)\2(s)—>\1(s)[ —A4(s)
e~ [)\l(s)—Al(s)

M) =)l — i)

1, 053 x)=[

— As(s) ]
)\2(8) —A 4

— As(s)
. 7
M(s) -—A4] 57)

Q1 0,1V (5; x) gl, 01? (53 x)
1, 1(s; %) =[ ]
Lo 110 (s5%) Qo 11P(s; %)

Sg—h(s)x
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From (13),

Q1 1(s; ) =[AE+Ai(s)J1S1(s)[AE1+As (s— 1) ],

(58)
Qu1(s; N)=s{ A+N1(s)) ANa(s))
X A+ME—1) M Ao(s—1))}
(A+44)? ~Aa(s—1)(A\+4y)
q | o
—A3(s)(N\A4y) As(s)A(s—1)

Taking the inverse Laplace transform of (59) we find

[ =

- {A2(8) = M() H{ M= 1D = Ni() {Ne(s— 1)—>\1(S)}I-A 3($){Ai(s)— 44}

Se'“xﬁ(e)x

As(s— 1){>\1(5)—A4}]
As(S)Az(S— 1)
[ 0w -4

+
((8) = Aa(5)H M (5= 1) = Aals)}{Mals— 1) = Ma(s)} A 5(5){Ma(s) — A}

se—-)\l(s—l)x

Az(S—' 1){)\2(3)—144}]
Ag(s)A2(s—1)

+
() = Mls— DF{Na(8) = Mals— D}{Mals— 1) = Mi(s— 1)}

se—M2(s—Dz

+
{N(8) = Na(s—= D F{Na(s) = Ae(s— DI N1 (s—1) = No(s— 1)}

Formula (52) now gives the values of g10", g1,0®,
20,1, and go,1®. The result for g,V agrees with that
obtained previously by Bhabha and Chakrabarty® in a
different manner. The result (60) enables one to cal-
culate Ty, »?(Eo; E, 8; x) using (53). To obtain a more
accurate value for T, ,,? one must use (49) and (50);
for instance, to carry the approximation (53) one stage
further it is necessary to evaluate f, . 2® and hence
1, 2(s; x). From (13),

Qy,2(s; M) =[AEs4A41() I S1(s) (NEy Ay (s— 1) ]!
X Si(s—D[AE+Ai(s—2)], (61)

and hence, taking the inverse Laplace transform, we
find

(60)
[ {(MGs—1)—A4432  Aos—1D{M(s—1)— A4}
As(s){M(s—1)—A44) As(s)A2(s—1) ]
[ {Na(s—1)—Ag}?2  Ao(s—1){Na(s—1)— A4}
Ag(S){)\z(S"‘l)“Ad AS(S)AZ(S'—I) ]
L1,0,20(s5 %) Qg 0,22(s; %)
Bussin)-| ]
Qo, 1,20(s; x) >s30,1.2(2)(53 x)
_—=s(s—l)zﬁ:{A4---'y;(s)}e““(“)z
X {gk (va(s)—vi(s))
(vi(s)—A4)? A2(s—2)(vi(s)—Ay4)
x[ ] (62)
As(s)(vi(s)—Ad) Ag(s)A2(s—2)

where
Y1(S)=N(s), ve(s)=Mils—1), 7ys(s)=NM(s—2),
va()=N2(s), ¥s5(s)=No(s—2) and 7e(s) = Neo(s—2).

As mentioned previously, the second moments with
numerical calculations will be discussed in a separate

paper.



