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tures from less than 1'K to 90'K. Benzie and Cooke' suggest, on
the basis of speci6c-heat data, that a noncubic contribution to
the crystalline electric 6eld splits the s5 iron state into three
equally spaced doublets.

It might be expected that iron potassium alum, having a similar
crystalline structure to that of iron ammonium alum, would show
absorption spectra similar to those of the ammonium salt. In
other salts the chief effect of replacing the ammonium radical by
a potassium atom has been a relatively small change in the zero-
6eld splitting but no marked difference in the character of the
crystalline field, and hence, the paramagnetic spectra. ' Figure 2
shows the spectra observed for iron potassium alum diluted with
aluminum potassium alum at the same temperatures and for the
same crystal orientation used for the ammonium salt. No struc-
ture is observed at room temperature. The positions of broad
peaks at 77'K and O'K are indicated by arrows in the 6gure.
The 77'K and O'K spectra differ essentially only in the appearance
of two additional peaks in the 77'K spectrum. Although these
spectra are markedly different from the corresponding spectra for
the ammonium salt and are incompatible with the cubic-field

assumption, it appears that the splitting undergoes no severe
changes in the region from 77'K to 4'K.

Unpublished work by Mr. P. E. Baker of this laboratory shows
that for a frequency of 9375 Mc/sec aluminum ammonium alum
has a large dielectric absorption peak at 175'K, whereas aluminum
potassium alum shows no appreciable dielectric absorption in the
region of this temperature. This effect may be relevant to the
differences found in the paramagnetic spectra for the ammonium
and potassium varieties of iron alum.

*This work has been supported by the ONR, by the Rutgers University
Research Council, and by RCA.
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'
PREVIOUS communications's described an experiment (de-

noted by I) on the behavior of the star-producing radiation
in the stratosphere as it passes from air into Pb. It was pointed
outs' that the transition effects must be strongly influenced by
geometry, since these effects are due to secondary processes
generated inside the absorber. Results which support this conclu-
sion and also confirm other 6ndings in experiment I, have been
obtained from two "Skyhook" balloon flight exposures. '

Figure 1 shows the Pb bjock inside of which 6 Eastman NTB3
(ultrasensitive) emulsions 15X5 cm and 200' thick were inserted
vertically in a central slot, As in experiment I, this arrangement
permitted a measurement of the star frequency at any desired
depth in the block. The absorber differed from that in I in having
(a) no covering slab of Pb above the emulsions, and (b) more
restricted lateral dimensions, particularly in the base which was
narrower, instead of wider, than the upper portion.

The apparatus floated for 8 hours at a pressure altitude of 1 to
4 cm Hg, the time-average pressure "at ceiling" being 2.3 cm Hg.
Data used in this study were collected only from the upper (wider)
portion of the block, in order to avoid —or at least to reduce—
complications introduced by rays incident at large zenith angles.
As an index of star size we adopted the number of "black" and
"gray" tracks (grain density&1. 4 times minimum). o-stars were
excluded.
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FIG. 1. Pb absorber, showing top view and vertical section cutting through
the emulsions. In scanning the photoplates, star data were gathered only
from the region DD in any horizontal plane, and from the upper portion of
the Pb block. Zero-point data were collected from the region directly above
the Pb. Total depth of the block was 12.5 cm.

Figure 2, based on 934 stars, gives the relative frequency as a
function of depth in the Pb for stars with &3 prongs and also for
small (3- to 6-prong) stars. A prominent feature is the peak at
=27 g/cd, a depth which agrees closely with that observed in
two other experiments. '~ This agreement is not unexpected, de-
spite the diverse geometries employed, since the main differences
between them occurred at depths &40 g/cm'. At shallow depths,
the several Pb absorbers were more nearly alike. Another interest-
ing, though minor, feature is the indication of a slight initial de-
crease in frequency of the small stars, which corroborates a similar
observation in I.A possible explanation of this effect was suggested
in reference 2.

The major difference between the present results and those in I
is the absence of the broad peak at =60-70 g/cd which in the
previous results suggested that a saturation of the star-producing
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FIG. 2. Transition eEect curves obtained using the absorber in Fig. 1,
for (a) stars regardless of size (circles), and (b) small stars alone (squares).
Star frequency is expressed in arbitrary units. Probable errors, based on
counting-statistics alone, are given.
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secondaries sets in at about this depth (see Fig. 3 of reference 1).
This difference probably stems from the lack of a massive Pb base,
such as that in I, in which a substantial development of the
nucleonic cascade could take place. If this interpretation is cor-
rect, it supports the view that a considerable fraction of the
secondary star-producing radiation generated in the Pb has an
upward component, ' '

In the second stratosphere exposure, the mean pressure altitude
above 70,000 ft for 7 hours was 2.5 cm Hg. A particularly simple
geometry was involved: a massive horizontal Pb slab, 30&(30
)&2.15 cm, was sent aloft for a counter experiment. This provided
an opportunity to measure the rates of star production in a central
locat, ion above and below the Pb slab. We used NT4 emulsions,
200', thick, made'by the Kodak Company in England.

The following ratios of star frequencies below jabove the 2.15
cm Pb were observed: for stars with &3 prongs, 1.74+0.16; for
small (&6-fold} stars, 1.86~0.22; for large {&6-fold) stars,
1.55~0.22. Probable errors are given throughout. Our results
showed no significant difference between vertical and horizontal
plates above the lead. These values of the ratios are larger than
those obtained in our absorbers having smaller lateral dimensions.
They agree better with ratios observed by Blau et ul. ,

' using Il-
ford C.2 emulsions in a rather shallow absorber.

We are grateful to Mr. Bertram Stiller for his able help with the
Aights and the emulsion processing, and to Mr. Francis Booth
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is indebted to Professor F. I,. Talbott for guidance and encourage-
ment.
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TABLE I. Poisson fiducial limits and normal limits for
p =0.8413, xp =1.00.
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2.09
3.62
6.89

15.57
42.95

0
1
2
3
4
6

10
20
50

1.84
3.30
4.64
5.92
7.16
9.58

14,26
25.54
58.11

1.84 0
1.30 2.00
1.23 3.41
1.19 4.73
1.16 6.00
1.13 8.45
1.10 13.16
1.07 24,47
1.04 57.07

measured count n=3. It is possible to determine a value ui for a
hypothetical average count which lies so far below 3 that the
total probability for the actual count to fall anywhere below 3
assumes a specified value p. Above 3, another value a2 can be de-
termined so that the total probability for the count to fall any-
where above 3 assumes again the value p. If p is made 0.8413,
the result is 1.37 for ui, and 5.92 for a2. The fiducial limits ai and
a2 should replace the customary precision limits for small values
of n.

TABLE II. Poisson fiducial limits and normal limits for
p =0.9500, xp =1.645.

ability density distribution W (a) for the average count a, an
integration over 8'„(u) between appropriate limits of a would
appear to give the probability that the average count lies between
these limits. Inherent in such an interpretation is the illegitimate
assumption that all average counts a contained between arbi-
trary limits are a pnori equally probable or, in other words, that
physical reality contains a population of counting rates which is
known to be uniformly dense. Fisher' made it clear that ignorance
of an u priori distribution does not justify the assumption that it
is constant any more than that it is of any other form. m

A legitimate procedure for the assignment of precision limits
has been suggested by Fisher. ' Consider, for example, a total
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0.15
0.71
1.97
4.80

12.64
38.37

~ ~ ~ 0
0.05

~ ~ 0.35
0.67 0.82
0.66 1.3?
0.64 2.61
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3.00
4.74
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7.75
9.15
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16.96
29.06
63.28

3.00 0
2.09 2.65
1.98 4.32
1.90 5.85
1.86 7.29
1.81 10.03
1.76 15.20
1.70 27.36
1.65 61.63

' 'T is occasionally desirable in cosmic-ray research that conclu-
- - sions of a tentative nature be drawn from a small total number
of counts obtained in a counter tube experiment. When the num-
ber n of measured counts is large, it is customary to indicate the
statistical uncertainty by quoting precision limits located at
n+Qn. This procedure is usually described as giving a probability
of 0.1587, or roughly 16 percent, that the unknown average num-
ber of counts a for the duration of the experiment lies below the
lower precision limit n —gn, and also a probability of 16 percent,
that a lies above n+gn. When n is small, this use of the standard
deviation of a gaussian distribution shouM, of course, be replaced
by a similar prescription based on the less easily manipulated
poisson distribution, but the quoted statement of probability also
contains the illegitimate assumption of a constant a priori prob-
ability for the existence of the average count a on both sides of the
value n. This dif5culty is here brieQy examined for the poisson
distribution, and appropriate precision limits for low values of n
are given.

If the poisson probability 8'„=e"e (n!) ' for the occurrence
of just n counts could be interpreted as being a normalized prob-

These fiducial limits are computed by evaluating A in the ex-
pression

N

P=e " Z A~(m!) '

with P =p, N =n —1, A =ai in case of the lower limit ai, and with
P= 1 —p, N =n, A =a~ in case of the upper limit a2. The identity

A
1 —P=(N t) ' ANe "dA =F

0

allows4 the use of published tables for the incomplete factorial
function F. Tables I and II give poisson fiducial limits for certain
values of n from zero to 50, as computed from interpolations of
Pearson's table' with P=0.8413 (Table I) and P =0.9500 (Table
II). For comparison, the tables also contain conventional precision
limits based on the gaussian distribution, here called normal
limits, where the probability defined by the statement at the
beginning of this note now corresponds to 1—p. The poisson fidu-
cial limits differ from the normal limits by an additive amount d


