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TABLE I. summary of tke identifications of fine products of uranium
bombarded by fast neutrons.

ratio of the thermal diffusion coefficient for the given gas
to that for rigid elastic spheres.

Assuming Rz independent of temperature, we then have
from Eqs. (1) and (2)
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If one then measures the concentrations of the constituents
in the hot and cold sides of the apparatus, the value of R7
that one calculates from Eq. (3) will be an "effective"
value of Rp over the temperature range TI to T2, that we
shall hereafter designate as R, to distinguish it from the
true value of Rg at a given temperature.

Let us now take into consideration the fact that R~
varies with temperature by assuming that the variation
can be described approximately by an equation of the form
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Rz =R„—B/T. (4)

R is the value approached by Rz as T increases, and B
is a constant for a given gas. We see that if R~ = 1 we have
the equation derivable from Sutherland's model neglecting
terms of higher order in e/KT. R„ is used in this case in-
stead of unity in'order to make our result more general.

We have from Eqs. (1), (2), and (4)
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We now want to find the temperature T, at which our

measured value, R, becomes equal to the true value Rz.
From Eqs. (3), (4) and (5), we find this to be
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the M's being the molecular weights and Rz being the

On the Temperature Assignments of Experimental Thermal
Diffusion CoefBcients

When one calculates coefficients of thermal diffusion
from viscosity data on the basis of a particular molecular
model, the isothermal nature of viscosity measurements
enables one to evaluate theoretically the coefficients at
definite temperatures. The thermal diffusion coefficient can
only be directly measured, however, when a temperature
gradient exists. Comparison of theory with experiment
then becomes rather difficult, because the measured value
is essentially the "effective" value of the coefficient over a
temperature range that is usually quite large. The problem
then arises as to what definite temperature to assign an
experimentally determined value.

The fundamental equation of thermal diffusion is

grad cI= —(Kz/T) grad T, (1)
where cI, is the concentration (mol-fraction) of one of the
constituents, T is the absolute temperature, and Kz is a
quantity that for isotopes reduces to the form

Actually one should use instead of Eq. (4) the equation
derived from the particular model that one is comparing.
However, Eq. (4) has two advantages. First, having two
adjustable parameters, it can be made to represent with

sufficient accuracy for our purpose the variation of Rz with

temperature. Second, as we see from Eq. (6), the final result
comes out independent of our constants R and B. For
example, if one were to use the equation for the Sutherland
model derived recently by Jones, ' the final result, besides
being much more complicated is dependent on the Suther-
land constant, while at the same time values of T, calcu-
lated in this manner differ but slightly from those calculated
from Eq. (6).

In comparing the values for methane and neon measured

by Nier' 4 with those calculated from viscosity, Brown~

and Jones' have taken the measured value R. to be roughly
the value at the mean temperature T =-', (TI+T2). How-

ever, inspection of Eq. (6) shows that T, is often consider-

ably smaller than T, and if Rz falls at all rapidly with the
temperature, serious error can result.

Nier4 has measured R, for neon over three temperature
ranges. Jones calculates from Eq. (54) of his paper values
of Rz at the mean temperature of the above temperature
ranges, that are in rough agreement with experiment. For
comparison, corresponding values of Rz calculated from
Jones' equation at temperatures T.as well as T are shown

in Table I. We see that they are in somewhat better agree-
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TABLE L Experimental values of R& for neon and Rp values calculated
from the Sutherland model.

TABLE I. Inner and outer prominences zq and zz (in degrees) for
diferent azimuths qr.

TEMPERATURE
RANGE Tm Tr Rg (NI ER) RZ' AT Tm RP AT Tr

283'—617'K 450'K 407'K 0.71 &0.02 0.77 0,75
90 —294 K 192 K 153 K 0.44+0.01 0.54 0.45
90 —195 K 142 K 129 K 0.39&0.03 0.42 0.38

N
E
S
W

ZJ

(18)
18
12
12

Z2

42
42
48
42

ment with experiment, although this should not be taken
too seriously at the present time, for as Jones points out,
many difticulties still face the Sutherland model. The
important point is that using values calculated at T
instead of at T, can lead one to errors of as much as 25
percent.
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On the Fine Structure Pattern of Cosmic Rays at
Mexico City

In August, 1940, a prejiminary survey of directional
cosmic-ray intensity was carried out at Mexico City, in
search of a fine structure pattern analogous to that found
at St. Louis, Missouri, by Ribner and at Columbia,
Missouri, by Cooper. As in the Missouri experiments, the
procedure here was to explore repeatedlv a succession of
zenith angles z at a given azimuth p, and in this manner to
determine the zenith angle intensity distribution I(z, p)
for a predetermined set of azimuthal orientations y. In the
experiment described here, the four principal azimuths
p=0', 90', 180', 270' (N, E, S, W) were explored. in the

.zenith angle range 0'hz~54' at angular intervals of 6'.
The cosmic-ray telescope employed has been briefly
described elsewhere. '

Before proceeding to our results, it should first be re-
marked that the fine structure pattern found in Missouri,
X =50'N, ho= 10.6 meters, ' may be represented throughout
the sky by an intensity surface I(z, y) possessing loci of
prominences of very nearly circular form, concentric about
the zenith. ' There appear to be at least three such loci, at

.zenith angles z=7', 20', 35'. The possibility had been
contemplated by one of us5 that a pattern of this simple
form might arise from the absorption of lines or bands
inherent in the cosmic-ray spectra at infinity, provided
that such spectral lines or bands were unaffected by the
earth's magnetic field. This simple explanation has not
been substantiated thus far by direct absorption measure-
ments, ' and so the possibility remains that the phenomena
may have a geomagnetic or other origin. This peculiar

circumstance added further incentive to undertake the
present experiment at a lower geomagnetic latitude.

Our present results at Mexico City, ) =29'N, hp=7. 5
meters, 4 are summarized in Fig. 1, where we have plotted
I(z, q) directly, ' in two curves. The top curve shows the
variation of I(z, q) (that is, the total number of counts
normalized to unity at the zenith) in the western and
eastern azimuths; and the bottom curve shows the varia-
tion of I(z, g) in the southern and northern azimuths. It
may be noted, in passing, that the top curve shows a
marked west-east excess and the bottom curve an almost
equally pronounced south-north excess, both agr'eeing well
with those established by Johnson' at the same locality.
The features of the curves which are of primary interest to
us are the two prominences in each of the three azimuths
E, S, W and the prominence (possibly two) in the N azi-
muth. Their positions are summarized in Table I. These
results suggest, as the simplest hypothesis, that there are
two oval loci of prorninences, enclosing the zenith but
slightly eccentric with respect to it. Whether or not this is
the proper connectivity of the prominences remains to be
decided by further exploration at smaller intervals of both
azimuth and zenith angle. Such further exploration is now
being undertaken with this object in view.

FrG, 1. Normalized directional cosmic-ray intensity I(z, y) at
Mexico City, as a function of zenith angle z, for the four azirnuths
W, E (top curve) and S, N (bottom curve). The maximum probable
error is about 1.5 percent, and the average probable error about 1.0
percent, of the zenith intensity.


