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order correction for small concentrations in terms
of b = 2v ¹'/3 as

pv = Nk T71+b/v+ (5/8) (b/v)'3.

The close packed (face-centered cubic) concen-
tration of atoms is

n~ +——2 e',

so that in terms of fractional close packing 0,
where

8 =N/n, v

pv =Nb T(1+2.96198+5.48308'). (31)
The reciprocal of the coefficient of Nk'1 is
plotted in Fig. 6.

Near 0= 1 each atom center is confined to a
dodecahedron formed by the twelve 110 planes,
and the same reasoning as for the two-dimen-
sional case leads now to the formula

pv =NfeT/(1 —0'"). (32)

1+2.9619&+5.4830e~
Pv=NkT

4 —0.85178' —0.14838'
(33)

Again, this can be rigorously proved for a plain
cubic array.

The appropriate formula which covers the
whole range of 0 is
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The quantum formulae for the second virial coefficient 8 are derived, for the case of Boltz-
mann, Einstein-Bose and Fermi-Dirac statistics. It is shown how these formulae may be
expressed in terms of the phases of the Schrodinger wave function. For low temperatures the
expression for J3 is developed in a power series of T, the temperature, which gives formal agree-
ment with the experimental formula in the case of He. Using this series development a potential
is fixed to fit the data. The potential agrees with the Slater-Margenau potential in the region
where the latter is valid.

N a fundamental paper on the quantum sta-
tistics of a gas, Slater' has pointed out that

the classical Zustands integral

(2v.rnXT)'~" ~

g
—P0- e e~dx& . de~ (1)

(2v fi) '~

be the number of molecules in a mole of gas),
U is the total potential energy of the system, B
the energy, and fz is Planck's constant divided
by 2v. The integrals in (1) and (2) are over the
whole volume t/' of the gas.

The classical expression for the second virial
coefficient which is the 8, in the equation of state,

must be replaced by the Zustandsumme in the
following form,

pr/RT = (1+8/ U+ C/ V'+ )

is derived from (1) and is given by, '
(3)

e ee= Jt ~

Jt dx& ~ degage ee" O'~A~. (2)
n

Here P is the free energy of the gas from which
is derived the pressure p= —8$/BV, 4'„ is the
still to be normalized, time free, wave function
for a system of N molecules (we will take N to

*The results of the present investigation were submitted
in the form of a Letter to the Editor on March 19, 1936.—Editor.

' J. C. Slater, Phys. Rev. 38, 237 (1931).

Bci.= 2v'N drr'(1 —e—er)
0

for the case of monatomic gases, where the force
field is radial. Here, t/' is now the potential
between two molecules and is not to be confused
with the volume.

It can be shown that the quantum expression
for the second virial coefficient is given by:

' See R. H. Fowler, Statistical Mechanics, Chap. VIII
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FIG. 1.

(a) Boltzmann statistics

&a= 2 (I+2)&~.
all /

(b) Einstein-Bose statistics

+2 2 ("+2)&i.
2 even I

asymptotically like, rt sin (kr —ls./2+ q&(k))
where q is the phase shift in the wave due to the
presence of the force held, and X, the statistical
wave-length of the molecule is given by (Pk'/m) l

where ns is the mass of a molecule. '
Eqs. (5), (6) and (7), follow from (2) by the

same procedure used in deriving (4) from (1).
(5) Since the rigorous proofs are long and tedious

we leave them to the appendix. '
For an ideal gas it is clear that B~ is zero, so

that Bg is zero, and B~.g. , Bp.D. reduce to the
well-known expressions for the second virial coef-
6cient of a degenerate, ideal, gas.

(c) Fermi-Dirac statistics

where

%~43
-BF.D. +

2
+2 P (l+-', )8(,

odtI l

8,=1ti( )-'t, Wf ilk "f.-d"r'

0 0

(7)

2.

Kith the methods of Uhlenbeck and Gropper, 4

or Kirkwood, ' both of which depend on the in-

variance of the Spur, ' plus the use of the follow-

ing formulae, v

&(((mkr/2) J',+*,(kr) —v~'(k, r)). (8)

Here v~ is determined from the radical wave
equation in the relative coordinates of two
molecules

Z(~+ k) J'-+:(s) =s/~,
tz=o

2 (»+ -', )J'2.+-;(s) = -', s'I J';(s) —J —;(s)J;(s) I,
n=o

d2„/dr2+(k~ (I/k~) V ip+1)/r~)& 0 one can verify that as X~O (quantum theory
~classical theory) (S), (6), (7), may be evaluated

and has already been normalized so as to behave in power series of ) ',

P9,'f'dV)' P9'((d'V)' 2 t'dV)'
I I+ II I+

12 (dr) 120 E (dr') r'&dr)

10P t'dV) ' 5 t'dV) 'q
+—-I

I

—p'I
I I+

9 r&dr) 36 &dry )
(5')

E.B. dV
Bj o ——Bs+2sX drr~e ~vs "ii

I
1+pr +

E dr
(6')(7')

In (6'), (7'), the plus sign is for the E.B. statistics, the negative sign for the F.D. statistics. One
sees from this, that as X~O, (5'), (6'), (7'), reduce to the classical value 4.

In conjunction with Professor Uhlenbeck, the writer has made a graphical study of (5'), (6'), (7'),
with different potentials, at low temperatures (T=20' absolute). For such low temperatures this
formulation for B is unsatisfactory because:

' Formula (5) was pointed out to me without proof some
years ago in a private communication from Professor
Uhlenbeck to whom I wish to acknowledge my indebted-
ness. In a recent paper, August, 1936, in Physica, Uhlen-
beck and Beth consider some of the points in this paper,

though from a somewhat different point of view.
4 Uhlenbeck and Gropper, Phys. Rev. 41, 79 (1932).' Kirkwood, Phys. Rev. 44, 31 (1933).'F. Bloch, Zeits. f, Physik '74, 295 (1932).
7 Watson, Bessel Fgnctioes, p. 152.
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1. Either (5'), (6'), .(7') do not converge or converge too slowly to be useful (as is also men-
tioned by Uhlenbeck and Beth).

2. (5'), (6') (7') are extremely sensitive to the potential V, so that as Wigner' remarks, a
change of only ~~percent in the parameter of the exponential representing Slater's repulsive force,
changes even the classical part of 8 by as much as 20 percent. And it does not seem possible to de-
termine I/' theoretically to anywhere near that accuracy.

3.

In this paper we shall eliminate these objections by,
1. Deriving an alternate general expression for B.
2. Obtaining a series in power of 1/X for large X, which is relatively insensitive to V.

Point (1) depends essentially on the fact that we know the behavior of the wave function at large
distances, point (2), on the fact that as X~~ we know the expression for the phase shifts.

4

Consider first, the integral over r in (8). We may write it,

a (~kr
F= l im

(
J',+;(kr) s—

E 2 )
tlm0

1 ((~ks/2) J)„)( k)s—vi'(s))= lim 8r ds,
2 7f'Z

~

~
s' —r

g-+0

where the s path of integration is indicated in Fig. 1. Since the integrand has no singularities, except
s = r, in the 6nite portion of the s plane, we may take the sides of the rectangle as large as we please.
Further, since the integral is regular and finite throughout both limits of integration (sAr), we may
permute the integrals. Integrating over r we get

1 (~ks ( R —8)
F=lim ds( J'

Iy+( k)s—v['(s) ) log ] 1y
2mi E 2 i & s —Ri

Now the logarithm may be expanded in a convergent series provided

s —R ((x—R) '+y') '*

But by taking the rectangle large enough we can assure this. condition to be satisfied over the path
of integration. Hence, letting f(s) =((vrks/2) J'~ (k+) —sv~'(s)), (10) becomes

1 (R &) 1 (R——8) ' 1 (R—By '
F= lim — dsf(s)

-+~ 2m' (s—Ri 2(s —Ri 3(s—Ri

(R—8)' (R —8)'
= lim (R —8)f(R) — f'(R) + f"(R) —~-

R~Co 2~ 3 t

t)-+0

the last line following from an extension of Cauchy's theorem.

8 Wigner, Phys. Rev. 40, 749 (1932).
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Going to the limit 8=0 (11) becomes

Ã= lim [1 f(R) —(R'/2!) f'(R) + (R'/3!)f"(R)— (12)

Putting in the asymptotic values for f(R) and its derivatives,

f(R) =sin' (kR /x/2—) —sin2 (kR lvr/—2+ rli(b))

= (—1) '/2Lcos 2kR(cos 2g —1)—sin 2kR sin 2rij,

collecting terms, and summing the two resultant series, (12) becomes

F= lim (—1)'/k( —sin 2s+(cos 2s —1) sin 2kR+sin 2s cos 2kRI . (13)

Inserting this result in (8), we find, on using the second of the Riemann-Lebesgue lemmas, that
the terms with sin kR and cos kR, after integrating over k, and going to the limit R~~, vanish.
There remains only the term with sin 2s which is free of R. Therefore (8) becomes

~ sin 2si(k)
Bi ——4+iX'—X(—1)' dke '*"*—

0 k

Substitutillg this in (5), (6), (7) we ge't

sin 2'g
Bs 4m. l)'X ———dke "'"' P (—1-)'(I+-,')

0 all L k

Bg,p, —
sin 2q—8m 'X'X dke "'" Q ( —1)'(t+ -', )—

0 even L k
(6Il )

Xx&X' sin 2g8 . .=+ ——8 iX'N dke —"'" Q (—1)'(I+-', )———.
2 0 odd L k

The integrals here represent a statistical a~erage over the quantity P(—1)'(I+-,') sin 2ir/k,
which is closely related to, although not identical with, the expression for the total elastic collision
cross section. Hence, if one knows the phases si(k), say, from collision data, one can immediately
compute the virial coefficient from (5"), (6"), P").M We shall postpone to a later paper the numerical
calculation of the phases and the values of the second virial coefhcient obtained with them.

S.

In the absence of a knowledge of these phases, however, we can gain some idea of the correlation
between theory and experiment by expressing the second virial coefficient as a power series in 1/X'
for the region of low temperature, and then using these expressions to derive a potential which may
be compared with that already known. It will be sufficient to deal with (6").

Letting f= p (—1)'(E+—,) sin 2i1/k, we have, aside from the factor, —X~'X'/2, which is very
even L

small compared to experimental values, even at very low temperature, T ~20' absolute,

BE p = —8S'X X dk8 k
0

(14')

Khittaker-Watson, 3AderN Analysis, third edition, p. 172.
I' These formulae are to be compared arith the analogous formulae for viscosity and diffusion, See Massey and Mohr,

Proc. Roy. Soe. London 141, 734 (1933).
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Now as X--, the integrand of (14') is different from zero only in the neighborhood k=0. There-
fore, since most of the integral comes from the neighborhood k=0, we may expand f(k) in a Mac-
Laurin series. This series will certainly not represent f(k) for large k, but in that case the integrand
is negligible anyway because of the factor e ~'~', so that the error in using the expansion in this
region does not matter. Making this expansion and integrating over k we get,

Bm.s —— 4~—X'Nf(0) 4+—4N f'(0) ~N—f"(0)—

Remembering that)'=52/mXT, and rewriting (15) in terms of the temperature we have

(15)

4(mk'/mK)N f(0) 4(~k'/mX)~N f'(0)
Bg.g. =— —~Nf"(0) — ~ . (16)

As is shown in the appendix (2) all the odd derivative terms f'(0), f"'(0), etc. , are zero; so that
we finally have for B~.~.

(4mB'/mX)N f(0)
BE.'Q. — mN f"—(0)— (17)

Formula (17) agrees in first approximation with the form for B in the expanded van der Waals
equation

PV f a/RT+—k 5b'
=I 1+ +-—+ '' I.

RT E. V 8 U' )
At the same time, for T less than the boiling point of oxygen, the second virial coeAicient, for He

in Kammerling-Onnes units, is found to fit very closely the formula, "
Bz.o.X10i= —18.905/T+0. 7224.

In terms of cc mole this is,"B= 423/T—+162.
The experimental formula may be looked upon as the first two terms of a rapidly converging series

in T, for T small. Therefore comparing the coeKcients with (17) we find, f(0)=4.6X10—',
f"(0)= —85X10 ".Thus,

f= Q ( —1)'(l+-')(sin 2q/k) =f(0)+kf'(0)+(k'/2!) f"(0)+ =4.6X10 ' —4.25X10 '4k'+ ~ '.
even l

Letting k=kp/ao, where ao is the radius of the first Bohr orbit this becomes,

P (—1)'(1+—', ) sin 2g=8.75ko —29ko'+
even l

For very small values of kp, we may replace the sum by the first term, l =0, and neglect the second
term on the right. Thus sin 2gp=&7. 5kp. This formula can only be valid in the region 17.5kp~i.
Thus, for 17.5ko ——1we should find qo ——~/4=0. 78. The writer is at present calculating the phases so
as to compare the exact formulae (5"), (6"), (7"), with the data. .

Itis possible also to calculate the

first

coefticiento (17),f(0) (Appendix') by meansof the formula

Using a potential

f(0)= —m/it fvr'dr'

f0.68 5.37 20.4)
V= 7.7e'4'' —e—"

I
+ + I

X10—ioergs
p p p )

» G. P. Nyhoff, Leiden Comm. Supp. No. '64C.
» The conversion is given by B=(N/v0)BK, p. where vo is the number of molecules per cc under normal conditions.
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and comparing (17) with the first coeScient of the experimental formula, we find, bi= i./1. This
potential is quite reasonable for, (1) since b is quite small it reduces to the Slater-Nlargenau potential
in the region where the latter is known to be valid; (2) it insures that the negative part of the poten-
tial vanishes as p~0; as it must; (3) for large p the expansion of e s''" leaves the experimentally
determined dipole-dipole term unaltered, and slightly corrects the dipole quadruple, and quadrupole-
quadrupole terms.

I am indebted to Dr. I. S. Loden for his very helpful criticism, and to Professor G. E. Uhlenbeck
who erst introduced me to the problem in this paper.

APPENDIX

In the following we shall adopt a derivation, given by Ursell, 2 of the classical second virial coefficient as obtained from

the classical Zustands integral.

301tzmann statistics

Eq. (1) may be written

e
—&&= dxi dk~ e

—&~ e„e„*,
V' n

where the 4'„(still to Ue normalized) satisfy the Schrodinger equation

2mZ~.+.+—,(~.—(i)+.=o

Let the integrand of (1) be called g. Let 4+ be the wave function for a system of E free molecules and e+ the corre-

sponding energy, 4 P(r;r;) the wave function for N —2 free and two interacting molecules, 4+ 4&(r;t;)P(rI,rI) the
wave function for N —4 free and two pairs of interacting molecules, etc. (r stands for the three coordinates g, y, s).
Consider the expression,

f= pe —S'""c "C*„" + p ge ~" 'c„" 'e*„" 'p e
—~ '";(y(rr;)p(r;r;) r(r,r;)„'(r,r;))—

e ikj n nt'n j

gs S-" 'e„~ -4e"" 'p -. S&-»*;*;+'.~--i&(q(r„r )q*(r~ ) „(.')„*(r—r ))
s+& yq~ n Rj&hatt, /hatt $

XQ(rl«)4*(re'~) —v(rl;rI, )v'(rV'~)) +.

where P„y; means the sum over aH pairs without repetition, and the (i, j) moiecuies are not included in 4 . Similarly

for the third and higher brackets. %e will now show that, for the forces of the range we are considering, f—g.

The integra1 (1) is over all position of all the molecules.

Consider 6rst the case when all the molecules are in a position free from each other's in8uence. In the region of such a
set oi vaiues of the coordinates the contribution to the integrand is the same as gs—P„s &'" 4„,+I„+inthesameregion.

But in this region all the P(r;r, )—q(r;r;), so that all the brackets of f after the 6rst vanish and we have.
—Peti& Nf0= I."0=~~e

Next, take the case when all molecules except one pair are in positions free from each other s inhuence. In the region

of such a set of values of coordinates the contribution to the integrand becomes

ps l4e& sc—Ã &C,err sQ-s ps—ngnrp(r .r .)ye(r .r .)—

But in this region all except one of the P(r, r;)—q (r;r;), so that all the brackets of f after the second vanish. Part of the

second cancels with the first, and we have
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The same considerations apply to sets of values of the coordinates where any number of pairs of molecules are under
each other's influence. Thus we see for any set of values, "the two functions are the same. That is, if we were to plot the
"graphs" of f and g they would almost coincide.

These considerations, of course, apply only to short range forces where a boundary can be drawn between the positions
where the molecules are or are not under each other's influence, the limiting case being the hard sphere model. For long
range forces there is no sharp boundary line, so that one cannot "count" positions of the assemblage.

Replacing g by f in (1) w'e can now proceed to reduce (1).
Consider the first bracket in f,

go —+8—lan&@ N@*x Q Q . . . 5 g Pen&—(~ &~ &. . . ~ &)

nq=p nq
——p +1V' 0

For any molecule,

q„=sin (psmx/I) sin (npvry/I) sin (n z~z'/I) &n= (jP~2/2mI )(gx +my +ms ).

The normalization furnishes the factor 23 /UN. Replacing the multiple sums by integrals, integrating over the n's
and then integrating over the coordinates, we find that the first bracket in f contributes to (1) the amount, '4

(1/2 g2)3N(2 UN

Coming now to the second bracket in f, and taking into account the normalization, we have,

0&"'"l)4' ) ' i) )"i i) ( '

i))

where

and p(r;;) means the wave function for the relative motion of the (ij) molecules, Similarly for q (r;;). These will also be
referred to as pg and qg.

Summing over the free wave function, as before, and integrating over their coordinates we get

3
1 '&N —2& N(N —1) &E P(r;~;)P*('r;,~;) q (~;r;)q*(~;~;)

2 V
2~X A 8

The factor N(N —1)/2 comes from the 2;y;. For the (ij) molecules we separate into relative and center of gravity
coordinates, sum over n and integrate over the coordinates of the latter, so that the above expression becomes

23 UN —',(~)P)-'

where pg, pg are the relative wave functions of the two molecules, Fg the relative energy, and the integral is over their
relative coordinates. Letting

(3)

the above expression becomes
UN —I(1/Z~y2)»(2(N(N —1)/2) ~.

Coming now to the third bracket in f, the reader can verify, by a procedure similar to the evaluation of the second
bracket, that its contribution to (1) is

v (1/27rX')3N (N(N —1)(N —2) (N —3)/2 2!)t

The factor N(N —1)(N—2)(N —3)/22 2! comes from the number of double pair's. And so on, for the higher brackets.

"We have considered only binary collisions. Tertiary and higher collisions are completely negligible. See reference 2.
'4 A factor due to the finite size of the box, which is completely negligible, has here been omitted.
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By letting g = Nt/2V, and by collecting together aH the brackets, (1) can be written as the following series'

Ux
2 3~12 I 1+@+0(x~}+

Taking the logarithm, and diA'erentiating with respect to the volume, and neglecting x with respect to x, we get

where R=SE, and we have repbced P by i. /E'1.
%e can now reduce the quantities

fo=d.~z~z, B= d7 q)g(pg

On passing to polar coordinates and integrating over the angles, A and B become

2~ (/+m)! z
A =-, .-- v'dr,

(S+ -', ) (Z
—m)!

2m (3+m)! z r
B= —JI,+-.',-2(kr)dr,

(l+ -,') (l—m)! p k

where k~= (m /A2)A'g and v satis6es the equation

d'v m l(l+ i)—2+ k~ —2U —
2

— v=o.

For large r, @~sin kr ——+q, so the contribution near the origin to the normalization integral may be neglected,

since sin' kr ——+q is always positive and R is very large, compared to the distance around the origin (where v re-
2

mains 6nite)

,*. gdr —R/2.
0

sin (kr —b-/2)
Simi4rly for large r, 1')+)(kr)~—,, so that

(mkr/2)'

Inserting the resultant values of A. and B in t, and going to polar coordinates in the integral for t, we have,

8(~x')' +' (3—m)f 2
2

~i~
.J' J' f '. gee.-e"e"e'.Z.( +-, ) E(.;

e,".(-.e) .,'—r„,.'(e))
7t-R O p p g (1+m)! 2

where instead of summing over the three quantum numbers, we now sum over the radial quantum number and the

degenerate states,
Since'5

(1', ( e)) = 1,
+' (l—m)!

m= —~(1+m)!

this reduces, after integrating over the angles, to

32(~)2) ~ ~
2 ~ ~kr

&) Q& ~ ""Z (i+ k) & P ——~&+)) '
R o „ i=p 2

' Jahnke and EIAde second edltlon.
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Converting the sum over n into an integral over k, the conversion factor being given by dn = (R/m)dk, we have

97i

Substituting in (4) we have

where

t=zz iz'J nt "*'Y()).l) z. ,'—z, /)z))
0 ~ p 0 2

P V/RT= (1+Bg/V),

BB=16)r4~E dkl " P(l+ ', ) -dr —J&+q' —v).)0 I, 0 0 2

Since the waves are zero at the boundary and outside the vessel, we may extend the integral over r to ~, and this
gives the expression for Bg which was to be proven.

Einstein-Bose or Fermi-Dirac statistics

For the solutions of (2) we must take the symmetric or antisymmetric linear combinations. That is

Q„=P (~1)P()kn)(rq))knz(re). . )knn(rN)).

the sum being taken over all permutations of the coordinates keeping the quantum numbers fixed.
As before we may replace the integrand g by f. Consider the first term of f,

pe—ezn)rC, NCnN

Written niore fully this is "
Sp = z) p . pe e ™)+'nz+'zx Q"(+1) (zpn) (ry) ynz(rz) )pn~(r~)) Q ( +1) '()p*n) (r&) zp*nz (r2) . )p*n~(r)r)).

Sl—SR~ Sy P Pp

The normalization will introduce the factor (23N/(¹!V )g(ni nN) where g(n&. - nN) will be defined immediately.
Thus

28N P. . .Qe—(t)k )r /ezn) (n)z +n)z) +nlz +"')g(n&. . .n&)CzNCzzN
AT! T/N

fk ~ 1l ~ zz ~ 'R
N

Here g(ni nN) is unity when all the n; are different (in which case the integral of {CN)2 consists of only N! terms
because of the orthogonality relations); g(ni ~ nN) =1/2! when two of the n; are the same (in which case the integral
of (4N)2 consists of 2!N! terms); g(ny nN) =1/3! when three of the n; are the same, etc.

We now arrange the terms of (CN)~ into a series of sums. The first sum will contain all those terms for the identical
permutation P=P', the second all those in which the permutation differs only with respect to one pair of molecules,
the third with respect to two pairs of molecules, etc. Of all the sums, we write down only those which contribute to the
two highest powers of V, the volume, after integration. One can verify that the sums in which the permutations differ
with respect to more than one, pair of molecules, do not contribute to the two highest powers of V. Writing down Sp,
for the first two sums,

Se= &P P ~ ~ ~ Pe '" P ((zpn, (r)) ~ ~ ~ e)n (r))r)) %(ezn) (r)) ~ ~ e)n~, (ry n))P (re;z)n(re ;)e),(r;)zp„,(r;)+.
'+~

'

It is understood that whenever a pair of molecules occurs in the sum (ij) it is missing from the product qn& (ri)-
X p~~ 2 (rN e)',). Now if we permute the order of the relation ni~n2~. nN we do not change the value of the multiple
sum. Thus we can take the multiple sum N! times corresponding to the¹!permutations in ni~n2~. - nN and divide
by the factor N!. The effect of this is to sum over all the n; independently with the factor g(ni ~ nN) omitted. Again,
since the multiple .sum is the same for each permutation of the Zl we need only take one term and multiply by the
factor N!, which cancels the N! just introduced. Thus we get,

28N &n n& oo

So=, ~ g P ~ P e '" ((en, (rq) ~ ~ en (r)r)) a(e)„, (r)) ~ ~ ez„, (r~ e)) Pen. (r,)en. (r;)e„.(r;))pn, (r;)+ ~ ~ ~ ).
n~=p n2=0 nN=O '*7 '

Letting )P =k2P/m, and carrying out these sums and integrating over the coordinates, "we get as the contribution of

"This sum was worked out by Uhlenbeck and Gropper, Phys. Rev. 41, 79 (1932) but we do it here explicitly since the
method is used to calculate the other brackets in f. The sums with n~~n~~e&~ ~ ~ .nA insures that no state is repeated.

"Again, a term X'/V has been neglected with respect to unity, and enters only because of the finite size of the box.
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the first bracket in f to (1},

where 0 contains all those terms contributing lower powers of V.
Consider now the second bracket in f. The normalization of 4+ 2&(r,r;) will furnish the factor

2'(:~—'~ g(n~ n~)
N! V&—~

where A = pgp*~dr

and p~ means the wave function for the relative motion of two interacting molecules, '8 The normalization of 4+ p(r;r;)
is, as before (23+/¹!U+)g(ny ~ n~), which we can also write as (23~+ ~~/N1V+ ~)(g(ny. ~ n~)/8), where

NRV' Rd7

and y~ means the wave function for the relative motion of two free molecules.
As with the first bracket, we write the terms of the expression

C,v—2c,eN —2 P(r,r;)P*(r;r;) p(rir;) ~*(rir;)
A 8

as a series of sums, the first containing all terms with the identical permutations, the second, terms in which the per-
mutations dier with respect to a single pair of molecules, etc. One can verify that terms involving permutations between
two or more pair of molecules contribute powers of U lower than V+ ~. Of the second sum only those terms in which
the quantum numbers of the (ij) molecules are permuted give terms with a factor U+ ~. These contributing terms are

fni( j)P nj(ri)fnj(r&)tJr'*n;(rj) pni(r;) p*nj(;) pnj(r;) ~*n;(rj)
~~(pn~ (rl) ' 'on~ 2 rN —2)

All of the terms of the first sum will give the factor U+ ~. They are

Pni(;)P*ni(r;)Pnj(r;)P*nj(r;) pni(r;) p*ni(r;}conj(r;) y nj( j)
+Z bni'( i en~, ' rX—2

P

As before we eliminate the factor g(ny ~ e~} and the sum over the permutations of the contributing terms. With
these contributing terms the second bracket in f, written more fully is,

where S'(r;r;) =Pn, (r;)P*ni(r, }conj(rj)P n;(r;) &Pni(r, )P*n;(ri)Pn, (r;)P*ni(rj),
W(rir;) = pni(ri) y, ni(ri) ynj(r7) p*nj(r7') +pn&(r )q&*nj(rj) ynj(rj) cp*n;(r7).

By permuting r; and r; we do not change the value of the sums over n, , n;, , which then becomes

S(r;r;)S*(r;r,) s(r;r;)s*(r,r, )
A 8

where S=pn'(r')pn7(r;) +pn;(r, )pni(r;), and s is the corresponding symmetric or antisymmetric function for the q's.
Performing the multiple sum for the wave functions of the free molecules, and integrating over their coordinates, we

reduce to
2 V 3 1 '~+ N(N —1} 1 SS* ss*-Qe ~~"*"

2'-) 2 2 2„. . A 8

The factor N(N —1)/2 enters from the sum over (ij).
In S and s we separate into relative and center of gravity wave functions. The symmetry or antisymmetry will then

enter only in the wave function for the relative motion. Summing and integrating over the center of gravity wave functions
we reduce to

(6}

Not the symmetric or antisymmetric combinations.
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where P „and y „,are the symmetric or antisymmetric wave functions" for the relative motion, and 8„the relative energy.
Coming to the third bracket in f, one can verify that all terms there will contribute powers of V lower than UN

And similarly for all the other brackets

Let

Collecting the terms from (5) and (6} we have finally for (1)

VN 1 1
~
—P4 (+1+4t)+O' ——

N! 2~y2 2 V V2 U3 (7)

where the factor 0 (1/V2, 1/U3, ) includes all those terms in lower powers of V, which we have not given explicitly.
The second term in the bracket will give the second virial coefficient, but one cannot now, as is sometimes done, take
the logarithm and-assume the second term of the bracket small with respect to the first, since their ratio is (N(N —1)/2)
)&(~43/U)(+1+4t) and it is only (N~43/2V)(&i+4t) which we are entitled to assume small. To proceed correctly,
let yl= (N{N—1)/2)~')3(~1+4t), and rewrite (7) in the form

UN 1 3N /2 —
yl y2 y

Nt 2&2 U V' U'

The coefficients y2, y3 yN could laboriously be calculated following the method above, But it is simpler to arrive at
them bv the correspondence principle. For it has been shown" that when we go from the quantum region to the classical
region of high temperatures y& reduces to the classical coefficient

N(N —1)
2 fff (e ~~ 1)d~—=(N 1)x, —

where we have let x =— (e / —1}dr.
N ' —v
2

But the classical formula is given by'

VN (N —1)x (N —1)(N —2) (N —3.) x2

(2~y2}3N /2 2! U2N2

If now in place of x we write z = (N/2)m+A (+1+4t), so as to get the expression

z (N-1)(N-2)(N-3) z'

2! V'N

we see that the first two terms agree with the formula (8) we have derived, and the whole expression agrees with the
classical expression in the classical region of high temperature since, as previously stated, z~x. We therefore take this to be
the correct quantum expression, although this provides only a sufficient but not necessary condition for determining the
coefficients, y2, y3, etc.

Now, as shown by Fowler, '

z (N —1)(N —2) (N —3) z z z1+(N —1)—+
V 2! N U2 U U2

+ = 1+—+0—
And this is an approximation of the desired order, since (z/U)«1.
Using this in Eq. (7), taking'the logarithm, and diAerentiating with respect to the volume we get

pU z N—=1——= 1 ——~-x'(a 1+4t),RT U 2U

where in the left side we have replaced P by 1/kT, and let R= NK.
We can reduce the quantities

A = d~pgpg*, B= dvq~p~*.

P„and q „are to be distinguished from Pg and yg which occur in A and B.
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As before, we show'ed

{l+m)! R

(l+ ~~) (l—m)! vrk'-

Now in polar coordinates the symmetric or antisymmetric relative wave function, p„ is

fr= —(Pg (cos 8)e' &~Pg~(cos 8')e'~+ },
v(r)

r

This is so because the interchange of the two molecules sends q into q +x, and 8 into m —8. One has the corresponding
expressions for q„. As before instead of summing over the three quantum numbers, we now sum over the radial quantum
numbers and the degenerate states. Going to polar coordinates, inserting the above functions and the values of A and 8
into t, using the addition theorem, '6

(l —m)!
P~(cos n) = P PP(cos 0)PP(cos 9')e'

~=—g {l+m)!

cos a =cos 8 cos 8'+sin 8 sin 8' cos (&p
—

q '),

and integrating over the angles, I becomes

''" EI&+l)(&+(&—&') "—& ),2

where k„~= (m/k~)E„. The sum is over all l. For Einstein-Bose statistics the odd ones vanish, for Fermi-Dirac the even
ones vanish, thus

16 z 2k ~, xkr
d&p&

—h k pgy1)

where for Einstein-Bose statistics the sum is over even l, and for Fermi-Dirac statistics the sum is over odd l. Again,
since the discreteness due to the finite size of the box is negligible, the sum over n may be converted into an integral, the
conversion factor, as before, being given from dn = {Rjw}dk. Thus

16 a mkr
dr dkW {l+—,) v —=J)+)

0 0 2

Inserting this in (6), we have finally

p U 1 Nm93
3

- ~~@g, mkr—=)+— W +32+X3P dg "~ Q(l+-', ) dr —Jj+p —v
RT V 2

where the integral over r has been extended to infinity for the reasons previously given.

APPHN'Dlx 2;

Since we are going to the actual lim k =0, we may use the formula for q in the neighborhood k =0,~ namely,

Thus in the neighborhood k=02i

w' f8
r VJ)+)2(kr)dr.

2A 0

sin 2 Qo r V —pg coo sin 2kr
f= 2 ( —&)'(~+l) «-2 E (—&)'(~+l)—= ——, 2 (—&)'()+l) ~E+,'(&~—) , ~=«+

even & k k $ even) 0 k 2k ~ 0 2k

From this one sees immediately that f'{0), f"'(0), etc. vanish.

This also gives f(0) = ——
2

Vr2dr. One cannot, however, calculate f"(0), f""(0), etc. from this formula, since
0

to do so accurately one must know q to higher approximations.
Nor can one be sure that this proof is correct, since it is questionable if the above formula for g is the proper one to

apply as k~0: However, detailed calculations for the rigid sphere, the potential well, and the noise potential models,

all confirm the fact that as k~0, the expression for q contains only odd powers of k.

'0 Mott and Massey, Theory of Atone& Cogisiorl, s,
"Watson, Bessel Functions, p. 152.


