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The theory is extended to intermediate coupling and to
cosine laws of force between nucleus and electron varying
with different powers of their distance apart. In addition
to Goudsmit’s constants a’, @¢”, there appears a third
coupling constant @’/ for each electron, which gives
energy matrix elements for the same ! and different j.
The theory is in approximate agreement with observation.
The gross structure is used to determine the parameters
of the theory of intermediate coupling and hence (1/73).
This together with @'’ gives nuclear magnetic moments

having roughly the same value for different configurations
and stages of ionization. The variation of 1/73 as determined
from gross structure shows changes-in screening agreeing
with those supposed to exist for (6s5)2 of Pb I, T1 I in
order to explain the isotope shift as due to differences in
nuclear radii. The discrepancies between gross structure
and theory are shown to be connected with similar dis-
crepancies in hfs and the discrepancies of the ratios a’’/a’
are reasonably explained by perturbations due to other
configurations.

1. INTRODUCTION

OUDSMIT! had some success in explaining
the magnitude of the observed hyperfine
structure separations by considering the coupling
of an electronic configuration to the nucleus as
the resultant effect of the coupling of the indi-
vidual electrons. At the same time he also found
discrepancies of observations with the theory.
These have to do with relative amounts of coup-
ling of individual electrons in npys nps, states,
i.e., electrons having the same principal and
azimuthal but different inner quantum numbers.
The above divergences between theory and ex-
periment have nothing to do with the validity
of the hypothesis of nuclear spin and of the cosine
law of interaction. They may be traced to the
way in which the interaction energy between the
electron and the nucleus depends on their dis-
tance apart.

These discrepancies, if real, indicate that the
nucleus does not behave as a little magnet in its
action on the extranuclear electrons. Instead, it
would be necessary to suppose the existence of
some other type of interaction satisfying the co-
sine law but depending on the distance between
the electron and the nucleus in some other and
as yet unknown way. The existence of such a

* Reported as paper 21, Wash. Meeting Phys. Soc. Apr.
27 (1933).
1S. Goudsmit, Phys. Rev. 37, 663 (1931).

force would be of great interest. The present
paper contains a critical examination of the
meaning of the apparent discrepancies between
experiment and the picture of the nucleus as a
little magnet. The conclusion is that most of the
experimental material is in as good agreement
with this picture as may be expected when one
considers the approximate nature of calculations
with many electrons. It will be recalled that
Goudsmit’s formulas involve sums of hyperfine
splittings for levels having the same j (inner
quantum number). By applying his sum relations
to experimental data, one obtains a formal answer
for the magnitude of coupling of individual elec-
trons to the nucleus. The main advance of the
present paper consists in dealing with the levels
individually, rather than with all levels of the
same j at once. It then becomes apparent that
Goudsmit’s ‘“‘coupling constants’ for individual
electrons are really coupling variables; that their
values, as derived from sum relations, may there-
fore be incorrect by considerable amounts and
that the gross multiplet structure disagrees with
the usual theory of intermediate coupling by
amounts sufficient to account for the apparent
variability of the hyperfine structure coupling
constants. In order to explain the work we first
discuss briefly Goudsmit’s theory from a point of
view which allows of further extension.

It is well known that if the nuclear spin opera-
tor is I and if B is any matrix vector involving
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HYPERFINE STRUCTURE IN

only electron variables, then an interaction en-
ergy of the type

H'=(BI) ¢
gives rise to energy differences given by
Aw=(A/2)Lf(f+1) -G+ —iG+1D], (2)

where f, j, ¢ are the fine structure, inner and
nuclear spin quantum numbers, respectively.

Here
A=B))i/i(G+1) 3

and J is the operator representing the total elec-
tronic angular momentum, while the suffix j in-
dicates that one takes the diagonal matrix ele-
ment of the matrix product of B and J in that
part of it which corresponds to J?=j(j+1) when
J? is made diagonal. It is well known that if J,
is also made diagonal and if its matrix elements
are m, then the matrix elements of B, are given by

3)

So far use has been made only of the supposi-
tion that the law of interaction is a cosine law in
the sense of Eq. (1) and of the smallness of the
perturbation as expressed by the use of Eq. (2).
It is next supposed that the spectroscopic term
dealt with can be assigned to a definite electronic
configuration and, in order to justify Goudsmit’s
procedure, it is necessary to suppose that the
eigenfunctions representing all the terms of the
configuration may be approximated sufficiently
well by linear combinations of products of the
same single electron eigenfunctions. The validity
of this supposition will be examined in more de-
tail later. For the present it will be assumed to
hold. The operator B. is a sum of parts belonging
to individual electrons

B.=2_ B.(3).

(jy m|B.|j, m)=mA.

4)

Goudsmit’s relations between the values of the
interval factors 4 of the configurations and the
single electron coupling constants may be under-
stood in the following way.

According to Eq. (3’) it is sufficient to know
the diagonal matrix elements of B, referred to
eigenfunctions describing states of definite total
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angular momentum and of definite projection of
this momentum along z. It should be remembered
however that a given electronic configuration
gives, in general, several ways of obtaining the
same total angular momentum. Thus, for ex-
ample, the configuration sp in Russell-Saunders
coupling gives the states ®P; and P; each of
which has the angular momentum 1.

Let us start with three electrons and neglect,
for the present, the symmetry due to their
identity. The wave function for any spectral term
of the configuration is then some linear combina-
tion of products of single electron functions and
each of these functions is supposed to be the solu-
tion of a single electron problem in a proper self-
consistent central field. These single electron
functions are further supposed to be character-
ized by values of the principal and azimuthal
quantum numbers which are used to designate
the configuration. Each electron has 2(2/41)
linearly independent eigenfunctions. It is most
convenient in the discussion of hyperfine struc-
ture to use the functions which correspond to
definite total angular momenta of individual
electrons. Thus, for each electron we have two
sets of functions u,,"* /(j=1+%). We consider the
matrix for (4) with respect to products

n1, li+3
Umy

ng, lot4
m2

n3, 1314
m3

(1) u (2) u (3).

Each of the operators B,(¢) operates on the ¢t
factor in the above product. We consider some
value of the resultant angular momentum j and
a special value of the projection of this angular
momentum on the z axis. The eigenfunction for
such a state is a linear combination of the above
products. If there are several possible states with
the same j there are several linearly independent
linear combinations of these products which may
be chosen so as to be orthogonal to each other and
so as to correspond to the observed states. These
states may be denoted by j to indicate the total
angular momentum, by m(j) to indicate its z
component and by #(j) to distinguish between
different coupling possibilities in obtaining the
same j. Thus, for example, #(;) should have dif-
ferent values for the Py, 1P; states of the sp con-
figuration. The coupled state is described by the
wave function :
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n(J n(§), m(})
vmy (1, 2, 3) =D camG); jama); J3ms)

Xumin(1) uman(2) unin(@)-++ ()
where j may take either of the values /=% and
m(j)+m(j) +mG) =m@G). ()

It is usually convenient to choose some simple
set of functions (5) such as, for example, the
functions corresponding to (jj) or to Russell-
Saunders coupling. The energy matrix is not
necessarily diagonal when referred to these func-
tions. Nevertheless, conservation of angular mo-
mentum causes it to be diagonal in j, m(j) and
the secular equation for the energy breaks up into
sets of equations, each set containing coefficients
distinguished only by different values of #(j).
The matrix for B, behaves similarly. No matter
what set of functions v is used the sum of the
diagonal elements of B, is therefore the same for
fixed j, m(j), because the submatrices of B,
transform themselves canonically as one set of
v’s is transformed into another. This establishes
sum relations between the interval factors 4 in
different types of coupling.

Consider, in particular, the functions v for jj
coupling. The summation in Eq. (5) is per-
formed with fixed ji, js, 75 and the only quantities
varied are the m(j;). Since, according to Eq. (4),
B, is a sum of terms referring to each electron
separately, the terms in the summation (5) con-
tribute to the diagonal elements separately.

J oY
(U;(ZJ‘)) le|7);»(j)
has the form of a sum of terms, each term being
the product of the square of the absolute value of
one of the ¢’s in Eq. (5) by the matrix element of
some B,(7) of the type
it . . ili . . .
(umin (@) | B.G) |u7n(ji)(1')) =m(js)a(nij). (6)
These matrix elements are diagonal elements for
the single electron 7 and according to Egs. (1),
(2), (3’) they determine the interval factor 4 for
a single electron in the state #;, l;, j; by

A = a(n,-ji).

In order to derive the interval factor 4, Goud-
smit considers a fixed set ji, jo, j3- The complete
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set of Eqgs. (5) for fixed ji, j», js may be regarded
as a unitary transformation between the products
of single electron functions

wmin (1) umcn(2) umin(3) (")
and the functions ». By Eq. (5’) the transforma-
tion equations connect only such products for
which the sum of m’s is equal to the m of ». A
canonical transformation connects the matrices
for B, referred to (7) and to v and the sum of their
diagonal elements is therefore the same. For each
m, linear relations between single electron interval
factors and the many electron interval factors are
thus established by means of Egs. (6) and (3')
and the use of the coefficients ¢ of Eq. (5) is
avoided.
The representation of the coupled states v by
a simple sum of products as written in (5) is not
valid on account of the exclusion principle.
Instead of (7) one should use determinants

n—g| 711 ngde n3s3
@BHN 7 uman, UmGe, Umas | .

@
This change affects the discussion only inasmuch
as some of the determinants (7’) vanish and some
values of j are impossible. The diagonal matrix
elements of B, with respect to (7’) are still given
by the same expressions as if (7) were used
provided (7’) does not vanish. It is thus only nec-
essary to drop, in discussing sum relations, those
combinations of #1jim(j1), n2fem(ja), nsjsm(Js)
in which two or more sets of quantum numbers
are equal.

Comparison of the theoretical formulas ob-
tained in this manner with the experimental
material leads to the conclusion that the coupling
constants a for a single electron are not in agree-
ment with expectation. Relativity was not taken
into account in these considerations and correc-
tions for its influence showed that part of the dis-
crepancy could be explained. These corrections
were made? 3: 4 by means of Dirac’s equation for
a single electron. It will be remembered that, ac-
cording to this equation, there are two radial
functions for an electron in a central field and
that, for the same ! and different j, these func-

2 G. Breit, Phys. Rev. 35, 1447 (1930); 38, 463 (1931).
3 G. Racah, Il Nuovo Cimento 8, 178 (1931).
4 G. Racah, Zeits. f. Physik 71, 431 (1931).
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tions satisfy different equations. Their behavior
at the origin is also different, the value of j having
more to do with the nature of the singularity at
the origin than the value of I. It is thus clear
that any attempt at treating the hyperfine struc-
ture in intermediate coupling with due regard for
relativity must be made via jj coupling.

In the calculations given below we suppose that
many electron states may be represented by
Eq. (5) but we modify the functions to mean the
single electron functions of Dirac. The arguments
of any u are now the three cartesian coordinates
and the four-valued spin variable. The result of
this change is to give a function which corre-
sponds to nearly the same state of coupling as
before the change was made because the difference
between the Dirac and the Schroedinger equa-
tion with spin (Pauli’s equation) is appreciable
only in the small region close to the nucleus. By
Dirac’s equation, the interaction energy between
two particles can be represented with sufficient
accuracy as an electrostatic interaction e?/7 as
long as one neglects the spin-spin interactions and
the intetactions between the spin of one electron
with the orbit of another. This may be seen by
inspecting the derivation® of the magnetic inter-
actions in Pauli’s equation from Dirac’s equation.
The electrostatic energy integrals, Slater’s F and
G integrals, will not be materially affected be-
cause contributions to them are made by regions
not in the immediate vicinity of the nucleus. The
magnetic terms usually attributed to the inter-
action of the electron spin with its own orbit will
not be given quite correctly by [& Xpi]o: for
heavy nuclei. This is not important however for
the applications which we shall make. For, in
discussing the state of coupling, we shall not try
to calculate the absolute values of the coupling
parameters but will determine them from ex-
periment.

In order to calculate the interval factors for
states in intermediate coupling, we need to know
the matrix elements of the type (6) and, in addi-
tion, also matrix elements of the nondiagonal
type corresponding to transitions between states
having the same ! but different j. The possible
matrix elements between such states are con-
sidered in the next section.

5 G. Breit, Phys. Rev. 34, 553 (1929); 39, 616 (1932).
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2. REerATIVISTIC MATRIX ELEMENTS FOR A
SINGLE ELECTRON

The interaction energy (1) consists according
to (4) of a sum of parts, each part being due to a
single electron. We shall suppose that the nucleus
produces a magnetic field and that this magnetic
field acts on the electrons. If the nucleus is very
small and if it produces the magnetic field as
though it were a little magnet,

B(2) =eguori*[a:X1;] ®)

where e is the absolute value of the electronic
charge, uo=eh/4mmc is the Bohr magneton, 7 is
the distance of the electron from the nucleus and
a; is the vector having for components the first
three of Dirac’s «a’s. Since we are interested, in
this section, in a single electron, we need not use
the letter ¢ to distinguish between different elec-
trons. We also find it easy to make calculations
for a generalization of (8)

B=cgugr[aXr]. 9)

For =3 we have the interaction energy corre-
sponding to a little magnet. For other values of #
we obtain the interaction energy due to a nucleus
having finite dimensions. The nucleus is thought
of as being spherical; the intensity of magnetiza-
tion is supposed to be parallel to I and uniform in
concentric spherical shells. Thus, if the intensity
of magnetization at a point R is If(R), the inter-
action energy is

eguoa X XTI] (10)

with
X=f (r—R)|r—R|3f(R)4wrR*dR. (11)

Here X may be interpreted as the electric intens-
ity at r due to a charge distribution uniform in
concentric layers and having the value f(R) and
it may thus be taken to be (r/7%).fo"4nf(R)R*R.
The spherical shell model gives, thus, instead of
1/7% in (8), simply some function of ». By means
of sums of expressions (9) multiplied by proper
coefficients we can represent such a function.
"We use the form of solution of Dirac’s equation
in a central field due to Darwin® in the notation
of Roess.” We have then certain expressions for

6 C. G. Darwin, Proc. Roy. Soc. A118, 654 (1928).
7L. C. Roess, Phys. Rev. 37, 532 (1931).
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Dirac’s wave function in terms of two radial
functions which are denoted by F, and G, if
j=Il4+%and by F_; 4, G if j=1—%. We recall
that the matrix elements of a matrix vector are
given by formulas of the type

(G+1, mx1| X +0Y|j, m)

=Fp(jm+2)I(GEm+1)} (12.1)
(G, ma=1| X+iY|j, m)
—o(jem+1)Fm)t (12.2)
(G—1, m=1|X+iY|j, m)
=£r(FmP(GFm—1) (12.3)

if a suitable canonical transformation is per-
formed on these matrices.® The Roess functions’
are not necessarily such as to give matrix elements
just in this form. They make, however, the Z
components diagonal and thus they differ from
the functions which one must use in order to ob-
tain Eqgs. (12) only by constant phase factors
which are not necessarily the same for different
7, 1, m. Their relative values for the same j and !
do not interest us because they can be properly
adjusted so as to correspond to (12.2). The value
of ¢ is then independent of the common phase
factor, as is seen from the Eq. (12.2). The values
of p, 7 will be affected, however, by the choice of
common phase factors for each j. This circum-
stance will have to be considered in applying the
formulas. By means of Eqgs. (12) the calculation
reduces itself to the calculation of (J, m|B.,|j, m)
where J=j=41, j. We are, therefore, concerned
with

0 O 0 e
. 0 0 —e%0
[aXr].,=1%rsin 6 ] (13)
. e 0
—e? 0 0 0

The dependence of ¥ on the azimuthal angle ¢
and on the colatitude angle 6 restricts the possi-
bilities for nonvanishing matrix elements. Per-
forming summations over the four-valued spin
variable and using Eq. (13) we obtain

(W' *[a X1 ).

8B. L. van der Waerden, Die gruppentheoretische
Methode in der Quantenmechanik, p. 78, Berlin, Julius
Springer (1932).
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TABLE 1. Nonvanishing matrix elements for B,.

<
~

l/ ] m llI jll ml! l/,j', mlle Il”,j”, m//)
I—1 1=} 1—% I+1 I1+} 1-3 T(2)*

NS R S R B 2 p(2l)}
N N e s (+3)a
11—} -4 11—} 1-} (I—3)os

For the Roess form of the Dirac wave functions
and (13) we find for B, as given by Eq. (9) only
the nonvanishing matrix elements shown in
Table I where

r=—I/QI+1), (14.1)
p=1I/(21+1), (14.2)
o1=(1+DI/j(j+1), (14.3)
o= —1I/j(j+1) (14.4)

and

I=egu0f (F'*G"+G'*F")r3—dy.
0

Here F’, G’ are radial factors in the Roess form?
corresponding to j/, I’ and F'/, G'' are similarly
solutions corresponding to j'/, I’’. Eqgs. (14.3),
(14.4) will be applied in most cases to the calcula-
tion of diagonal elements, i.e., to the condition
in which F/, G’=F'"’, G'’. In such cases ¢ is deter-
mined by the above formulas quite independently
of common phase factors in F, G. The connection
with =% is as in reference 2. We introduce the
functions used by Gordon® which are related to
Darwin’s functions by

rG=¢s, rF=—¢; 1s)

and Dirac’s quantum number k2 which has been

denoted by —j’ in reference 2. We note that
k(k—1)=104+1) (16)

and we may thus summarize (14.3) and (14.4)
by the single formula

2keguo
o= f b1part—rdr
J(J+ 1)

2 1(i+1 oo
- cam I( )f $rgorndr  (17)
k=1 jG+1)

9 W. Gordon, Zeits. f. Physik 48, 11 (1928).
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when the principal quantum numbers are the
same and the functions ¢i, ¢ are real. This
formula is equivalent to Eq. (10) of reference 2.
From the nonrelativistic® 1/7® it may be ex-
pressed as

0+ DT> et /o) [ “oa/rdr. (177)

This gives Eq. (17) when n=3.

We now consider p as given by (14.2) for the
case of the same principal quantum number in
the ' and "’ states. The function G is closely re-
lated to the radial factor in the solution of
Schroedinger’s nonrelativistic equation and is ap-
proximately equal to it except in the neighbor-
hood of the nucléus. We standardize the choice
of phase factors by requiring G to be approxi-
mately the same in two functions corresponding
to j=I+3. For large 7 the function F is not im-
portant. The two functions of the Roess type
which enter the matrix element (14.2) are:

j=l+1 m=l-1,
‘I’=M6l( s 9 ZlGIle—l, "‘G,Pll)
(18)
]=l—%, m=1__12"
Y=M/'"( , ,G'P,G'Py).

These wave functions should be compared with
wave functions for Pauli’s equation. The third
place in ¥ refers to the spin being parallel and
the fourth place to the spin being antiparallel
to 2. The function GP,* is an orbital function cor-
responding to m;=1I while GP;'* similarly corre-
sponds to m;=1—1. The relative signs of these
functions are not correct, however, if one wishes
to obtain matrices of the form of Eqgs. (12).
To obtain this form for L and other orbital matrix
vectors!! one must use (—)"P;* as the angular
factor. We see therefore that the Pauli approxi-
mation to the functions (18) may be taken to be

]=Z+%’ m=l"‘%,
=1+ 1) L2015y Fuis—] (18"
j=l_%1 m:l_lz:’

Y= QI+ 1) a5y — 2D us_]

where #;, #;_;, are normalized orbital functions
which correspond to the form of Eq. (12) and

10 G, Breit, Phys. Rev. 37, 51 (1931).
11 H. C. Brinkman, Dissertation, Utrecht, 1932.
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4, S are similarly chosen spin functions referring
to the electron spin being parallel and antiparallel
to the z axis. A common phase factor or sign in the
two functions (18’) is still immaterial because it
does not affect the value of p. Having fixed the
relative phase factors of the two functions (18’)
we have automatically fixed the relative phase
factors between all functions corresponding to
j=141% because the form Eq. (12) determines all
functions'? of one j when one of them is given.
Such phase relations between functions of the
same j we will call standard phase relations and
the phase relations between all functions of the
same principal and azimuthal quantum numbers
which are determined by (18") we will also call
standard. The matrix elements (' =I+3%, I'=],
m'|s|j’ =1—%, I =1, m") are given by (12.1)
where the constant of proportionality p is

Sun -3=1/Q2041), (19)

while the orbital angular momentum matrix ele-
ments are similarly given by (12.1), the constant
of proportionality p having the value

lips = —1/21+1). (19"

The correctness of Egs. (19), (19’) is readily veri-
fied by computing the 2z components of s, ! by
using Egs. (12), (18%).

Approximate expressions for the constants p,
o in Egs. (14) may be obtained by using Darwin’s
approximations to F and G by means of Bessel
functions in the neighborhood of #=0, similarly
to the way in which Racah®* has given ap-
proximations to ¢ for the case #=3. We use the
symmetrical form? of the Bessel function ap-
proximations

J=l43, K=I+1; 61=C"Zalyy;

$2=C'[y T gprp1— (K’ +p") T2, ] (20.1)
i=l—=% k'==1; $1=C"ZaJsy;

b= C" [y gprrp1— (B +p") J2p] (20.2)
where
y=2Zr/ag; p=(k*—2Z%*3}, a=2me/hc. (20°)

Here the Bohr radius #%/47*me? is denoted by
am, Z is the atomic number and the Bessel func-
tions have the argument 2y% For sufficiently
large 7, the Bessel functions can be approximated

12 Gray and Wills, Phys. Rev. 38, 248 (1931)
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by their asymptotic expansions.!® The important
function is ¢, because for large 7 it becomes ap-
proximately the Schroedinger radial function
multiplied by 7. We select values of 7 sufficiently
small to have Egs. (20) valid and sufficiently
large to make it possible to approximate Egs. (20)
by asymptotic expansions of the Bessel func-
tions. For such 7 both (20.1) and (20.2) are ap-
proximately

1

¢ 2Crly=iy} sin 2yl —mp—}m)
— (p*—k+3/16) cos (2y*—mp—im)] (21)
and here
p?—k+3/16=1(1+1)+3/16—Z%a?

is the same for j=I/+4% and j=I—3%. According to
(21) the two states with the same / and different j
can be described as slowly oscillating functions
having the same amplitude factor and phases
differing by a constant amount (p’—p’")7. This
may be taken to indicate that C’ and C’ are
approximately equal to each other essentially
because the values of 7 for which Eq. (21) applies
are sufficiently large to make the differential
equations, satisfied by ¢ for j=I+4% and ¢, for
j=1—14%, differ very little from each other. Thus,
under these conditions, the Schroedinger radial
functions for the two states j=I41 are obtained
from the Schroedinger radial equation by con-
tinuing the two solutions (21) towards larger 7.
The process of continuation may be thought of as
being approximated by the method of Wentzel-
Kramers-Brillouin. As 7 increases the two solu-
tions for j =I4% will approach each other also in
their phase because the initial phase difference
(o' —p"")m will be gradually compensated by the
phase difference in the usual JS'fdx arising from
the energy difference of the two states. The en-
ergy difference makes itself felt only for values of
7 comparable with ay while the values of 7 dealt
with in Eq. (21) are of the order of ay/Z. As long
as the above assumptions can be made con-
sistently the W.K.B. approximation to the radial
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functions will approach each other in the oscillat-
ing region for large . The normalization integral
is approximately determined by this region and
the region beyond the turning point of classical
motion which is represented by the exponential
branch of the W.K.B. solution. The absolute
values of C’, C" are expected therefore to be ap-
proximately equal, provided there exists a region
for » which satisfies all the above requirements,
provided the W.K.B. approximation is good
enough and provided the turning points which
correspond to the largest possible classical dis-
tances of the electron from the nucleus are ap-
proximately in the same region. Under these
conditions we may connect the constants C’, C”’
with the corresponding constant for the nonrela-
tivistic approximations to (20.1), (20.2):

J=l+3, ¢a=—Cy"Jays; (21-1)
i=l—% ¢e=C"y} o141 (21.2)

which is obtained from the above equations by
letting p= | k|. For j=1+1% the difference between
p and |k| is relatively insignificant because
|k| =2 as long as we do not deal with s states for
which these considerations are not necessary. The
solutions (20.1) and (21.1) thus approach each
other as they are continued towards large 7 on
account of the gradual compensation of their
phase difference and similarly for (21.1) (21.2).
Thus if we wish to start with radial eigenfunctions
for j=14% which are approximately equal to each
other for large  we must make

C'=~C". (22)

This relation is essential for the identification of
the two functions G’, G” in Eq. (18). The addi-
tional corrections to C’, C’’ can be found by con-
sidering the solutions for ¢, more accurately and
will be called normalization corrections. They
may be ascertained by numerical solutions as has
been done for instance in reference 2.

We now calculate (14.2), (14.3), (14.4). We
have!t

r)Tri(p+g—s+1)/2]

(g, 5)= f (O T (t—2dt =

0 2T((1+p—q+9)/20((1+g—p+5) /201 +¢+p+5)/2]

13 This argument is essentially Racah’s.? We discuss the
degree of approximation somewhat differently and in
more detail.

(s>0) (23)

4 Whittaker and Watson, Modern Analysis, p. 385,
Problem 50, Cambridge University Press, 1920. We let
z—1 in this formula.



HYPERFINE STRUCTURE IN

Hence for s=3
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4 sin 37(p—q)

(pr q, 3) =

and as special cases of this

, (23.1)
m(p*— g [(p+9)*—414—(p—9)*]

(2p+1, 2p+1, 3) =1/[16p(p+1)(2p+1) ], (23.2)
(2p, 2p+2,3)=1/[32p(p+1)(2p+1)], (23.3)
(2p—1,2p,2)=1/[8p(2p—1)], (23.4)

(20', 20", 3) =sin (o’ —p"") /[167Z%a?(21+1) ], (23.5)
(23.6)

lim (24, 25", 3) =1/[3211+1) (2+1)]

For n=3 we perform in Eq. (17) the integration
over 7 with the aid of (23.4), (23.2). We have

f G1¢or2dr = — (2k+1)C?Z%/p(4p*—1)an (24)
0

and hence
o=[2gu(+1)/iG+ VI 5F,  (25)
where
E(Q2k 1
F=Lﬂ2l+_) (25’)
p(2p—1)(2p+1)
and

o ([

=2C222/ag?(1+1)(21+1) (26)

is the nonrelativistic average of 1/7% The factor
F represents the relativistic correction to Eq.
(17') essentially in Racah’s form. It is equivalent
to (17'') as long as Eq. (20) applies and as long
as the conditions necessary for the validity of
Eq. (22) are fulfilled.

The constant p of Eq. (14.2) is obtained by
substituting Eq. (20) by making use of Eq. (21)
and the first Eq. (20’). We have then

_Clcll) 2—1
_ZCC e (—)G, (27.1)
C? 2141 \r3

’G= [210+1) /xZ2%*] sin w(p"" —p’) (27.2)

is the relativity correction factor to the approx-
imate form

p=

where

p2—gu(r~)/(21+1). (27.3)

By Eq. (22) the factor (—C’'C”/C?) in Eq. (27.1)
is approximately = 1. More accurately, we should
apply it as a normalization correction. Its form
shows that it is approximately equal to the
geometric mean of the normalization corrections
which must be applied to Eq. (25).

We need also the connection of (1/73) or C?with
the magnitude of the doublet splitting for a single
electron. According to Racah?® this is given ap-
proximately by

8= 2+ 1)HZp(r ), (28)

where
H=2(p'—1-0p")I(1+1)/Z%? (28.1)

represents therelativity correction factor obtained
formula. If by means of Sommerfeld’s doublet
the spin orbit interaction is represented by &(ls)
then §=(l4%)@ so that

a=2HZu(r3). (28.2)

It should be noted that the use of Egs. (28) im-
plies, in addition to the simplifying assumptions
made in discussing p, o, also the supposition that
the region responsible for the magnetic interac-
tion is so close to the nucleus that the screening
of the nucleus by closed shells may be neglected.
The assumption is satisfied for heavy elements if
! is not too great. Under all conditions, however,
we expect that instead of Z one should use in
(28.2) some number smaller than Z.

We have given the matrix elements p, o only
for n=3, i.e., for a nucleus forming a magnetic
doublet. Eq. (23) enables one to compute these
matrix elements by direct substitution for any #»
as long as the integrals converge. The two values
of ¢ which correspond to j=I4+% and j=I1—%
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will be written a’, a’’ respectively, this notation
being in agreement with Goudsmit’s. We thus

have
202l (1+1 "G=14+13),
_M(_l_)pg{a(] +32) (29.1)
JG+1D)  \2 a"(j=1—-1%,
—[gu?(r )/ Q2+1)]G=a’,  (29.2)

and these coefficients give matrix elements of
single electron states for the vector B by means
of Egs. (12.2), (12.1), respectively; to obtain
these matrix elements we substitute &’ or o’ for
o and &'’ for p.

3. Two ELEcTRON CONFIGURATIONS

According to the view of Section 1 we represent
the wave functions of a two electron configura-
tion as a linear antisymmetric combination of
products of wave functions describing the two
single electron states. If the two electrons are not
equivalent, we need not consider the antisym-
metric property of the wave functions. How this
comes about for the magnetic interaction has
been shown by Johnson!® by means of quantized
amplitudes.

According to Giittinger and Pauli'® the matrix
elements of (BJ) are given by

(1, J2 ! BJ |J1J2) = Q1201+ Qnas,

.. . . (30)
(G, j2|BY1j1—1, jo) = P1oas,, 4,1,

where
Qu=1/2)[iG+D) +7:(G1+1) —j2(5+1) ],

Pouo=1/2)[G+j1—i)(G—itje+1)
X (G+iit+ie+ D Giti— ) IE

Here a1, a; are the constants of proportionality,
denoted by ¢ in Eq. (12.2), which are supposed to
be used for the calculation of the single electron
operator B. The constant a;,, j,—1 is similarly the
constant of proportionality p of Eq. (12.1). The
discussion of Giittinger and Pauli does not deter-
mine the sign of the second Eq. (30). It may be
shown [for example by the symbolic method!"]

15 M. H. Johnson, Jr., Phys. Rev. 43, 627 (1933).

16 Giittinger and Pauli, Zeits. f. Physik 37, 743 (1931).

17 H, A. Kramers, Proc. Amst. Academy 33, 953 (1930);
965 (1931); H. C. Brinkman, Dissertation, Utrecht 1932;
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that the signs of the eigenfunctions may be con-
sistently chosen so that

(31)

aj1, j1—1 =a”’(n1, ll),
I

where @’ is given by (29.2). This applies not
only to B but to any other vector. In particular

(G1, 72| IS |1, jo) = (gin— 1) Quat+ (g1, — 1) Qur, (32.1)

(Ju, J2| JS|j1—1, jo) = S 5.-1P1, (32.2)
(Ju J2l IS 171, ja—1) = Sn. 1=1Pay, (32.3)
where

=1 +j1(j+1)+s1(sl+1) —Ii(I1+1) (32.4)

2j1(j1+1)

is the Landé g factor and Sj, ;-1 is given by
Eq. (19). By means of Egs. (32) we can find
simultaneously the secular equations for the co-
efficients of eigenfunctions and formulas for the
hfs coupling constants A by means of Eq. (2).
The care which must be exercised as to signs of
the functions makes it dangerous to use the exist-
ing discussions of intermediate coupling without
some additional considerations. We use these dis-
cussions to check our calculations.

Configurations p-p and p?

The p-p configuration will be taken as a good
example of the general procedure. Since the elec-
trons are not equivalent we need not consider the
exclusion principle. We denote the states by such
symbols as (3/2, 1/2) meaning that the first elec-
tron state is nps;s and the second is mpy, where
n=m. This symbol in this section stands not for
a product of two single electron functions but for
a combination of products. The two electrons are
supposed to be in states having different principal
quantum numbers and the order in which the
values of j are put into the symbol (ji, j2) is al-
ways the same with respect to the two electrons.
A resultant j =3 can be obtained in only one way
212., by vector composition of 3/2 and 3/2. The

The operator which gives these matrix elements is

F) F) X a )
Eo—tne— - =Q. In the notation of
9% 91/ \0%20m1  90£1972

Kramers Q(a, 8, v)=af(a+B8+v+1)(a—1, —1, v+1)
and S'N(a—1, 8—1, v+1)-(a—1, -1, v+1)*eN(«, B,
V(e 8, N=[AA+DPLC+s=NG+H+s+D(—I+s
+1)(j+1—s)]* where N(e, 8, v) is the normalization
integral given in Brinkman’s Appendix as Eq. (11).
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eigenfunction is simply (3/2, 3/2) and we thus

obtain j(j4+1)4 =124 by substituting j=3,

j1=72=3/2 into Eq. (31). The coefficients a1, a2
are in this case a,, ay’ since j=1I41/2 for both
single electron states. Thus 4 = (1/2) (e, +a,’).
The value j=2 can be obtained in three ways
and the general eigenfunction can be written as

c1(3/2, 3/2)+¢2(3/2, 1/2) +¢5(1/2, 3/2).
Hence we obtain j(j+1)4 =64 and find
A =3¢ +ad) + ic*(3ar +ar")

+3ci?(al" +3a2") +cicaar’’ +cicsay’.

Here we must still determine ¢y, ¢s, ¢3. It is con-
venient to work out the transformation from
Russell-Saunders to jj coupling. This can be done
easily by means of Eqgs. (32.1) in which the same

_ convention as to signs of eigenfunctions has been
used as in Egs. (30). Thus

2 (IS uct =j(G+1) (g — 1,

where g* is the g value of the particular state in
Russell-Saunders coupling. The g values are
easily computed, Table II. (JS):; involves the

(33)

(34)

TaBLE 1. g values.

(3/2,3/2) (3/2,1/2) (172, 3/2)
3D, 0, 2% —27%
P, 2/6} /6% 1/6%
1D, 1/3 —1/3% —1/3}

same quantities Qis, Qa21, P12 as were used in
Eq. (33). The orthogonality serves as a check.
We work out the matrix for the magnetic energy
51(1151)-"62(1252) by the formu]a

(GY, 72'5 Gl Usclgd""s 75 7) = 8rvnr+8iaraar (1/2)
X[ G+ =s/ (s + D)~ +1)]  (35)

and obtain thus only diagonal elements. In the
present case they are (1/2)(@,+a,) for (3/2, 3/2),
(1/2)61'—@'2 for (3/2, 1/2), (1/2)52—61 for
(1/2, 3/2), —a—a, for (1/2, 1/2) and a simple
calculation shows that the magnetic energy
matrix is the same as that of Johnson.!® Similarly
for j=1 we have the transformation matrix given
in Table III and if the function is

18 M, H. Johnson, Jr., Phys. Rev. 38, 1628 (1931).
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¢1(3/2,3/2)+¢2(3/2,1/2)

+c3(1/2, 3/2)+ca(1/2,1/2)
then

A =3¢ +ad') + 12 (Say —as’’)
+ e} (—ay 4 Say) +3ci(ad +as”)
+5%C162111,”+5%6163(121”

+256264(11”’“1—2’1‘6364(12”/. (36)

From the results for two nonequivalent electrons
we can obtain the formulas for two equivalent
electrons without further calculation. We note
that the only possible states for two equivalent p
electrons are 1S, 3P, 'D. Thus only 3P,, D, of
Table IT survive because the functions (3/2, 3/2)
and (3/2, 1/2)+4(1/2, 3/2) are already antisym-
metric. The function (3/2,1/2)+(1/2, 3/2) must
be multiplied by 1/2% in order to make it nor-
alized. Thus for equivalent p electrons the states
with j=2 are represented by

1(3/2,3/2)+27%[(3/2,1/2)+(1/2, 3/2) ]

and A is obtained by substituting in Eq. (33)
2—%, for both ¢, and ¢; and letting a/ =a,’ =a’,
a’'=a)’’ =a’. Thus

A =c2a’+%c:2(3a" +a"") +2%cicea’’. ~ (37)

For j=1 only the 3P; state survives. In this case
(3/2, 1/2)—(1/2, 3/2) is antisymmetric while
(3/2,3/2) and (1/2, 1/2) are symmetric as is ob-
vious from Table III. For this state 4 is obtained
by setting ¢1=c¢4=0, c;=c3=2"% and thus
A =1(5a"—a") in agreement with the formula for
jj coupling as should be the case since there is
only one state with j=1. Similarly the matrices
for the electrostatic and magnetic energies for
equivalent electrons can be obtained from the
corresponding matrices for nonequivalent elec-
trons. We see that by means of Egs. (30), (32)
the calculations can be made quite mechanically.

The same results can be obtained also by using
antisymmetric eigenfunctions for definite j, m.

TaBLE 111. Configuration pp.

(3/2,3/2) (3/2,1/2) (1/2,3/2) (1/2,1/2)
Dy | —2/3(6)F 5Y/3(6)F 51/3(6)F —2(10)/3(6)F
3P, 0 1/2% —1/2} 0
1Py 5%/3 -1/3  —1/3 —24/3
S | 209)}/3(6)F 4/3(6)  4/3(6)F  2%/3(6)*




480

One must then also work out the transformation
from jj to Russell-Saunders coupling in order to
be able to determine the coefficients ¢ from the
empirical energy values. We have used both

JG+DA
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methods and also checked the results against
nonrelativistic formulas for 4 in Russell-
Saunders coupling derived by a third method.
These formulas are

3QZ(I| S, j)

2guo®

= 1-3 %lll l1l1 l“lzlz 1 Lr
(r ){[(+)+(+) (+1)] M) 2D @3

JGHD=10+D =G+ D[

[%zz<zz+1> —Ha+1)

3Q:(14d:l) 3Q2(lilal)
- |+ a1 - i
421 —1) (2014 3) 2(14+1) L 421, —1) (20, +3)
+(7273) {symmetric term}, (38)
where
Q2 s, H=0i0+1) =10+1) —s(s+DP+LG+HD) —I10+1) —s(s+1) ]—4(+1)s(s+1) /3
j=I41, s=1,
iG+14 _< i )[ ML “—( 3
—_—={— — tric t , 39.1
2o i - (l—+—1)(21+3)+l+1 + "y [symmetric term ] ( )
where
a=3[01+1)+0L0:1+1) =04+ 1)],
.3=%Dz(12+1) —Z(H‘l)]—%Qz(ll, lo, l)/(le*l) (211+3),
(=1, s=1,
< R a+28
JG+HDA =2gu*(r173)| a— ]-I—Zg,uoz(rz”) [symmetric term], (39.2)
\ L I(+1)
(j=1—1, s=1,
1., —f B atB S .
JGH+1)A =2gug2(r173) a+l(21 1>~T:I+2gu02(7'2_3) [symmetric term]], (39.3)
{j=l, s=0,
I(I4-1)A =2gu*(r1 ) a+2guo?(ro~3) [symmetric term . (39.4)

We give the results for the simpler configurations.

Configurations sp, sd, sf

These have been already discussed by Racah.*
Since the contributions due to p, d, f, - -+ elec-
trons are not taken into account relativistically
in his work we treat this case again. The differ-
ence between his results and ours is important
only for sp and perhaps sd because the coupling
of f, g, +-- electrons to the nucleus is usually
small. The triplet states with inner quantum
numbers 41, I, -1 are denoted by 3L, 3L,
3L;1, respectively, and the singlet state is de-

noted by !L; We use these symbols both in
designating atomic states and as an abbreviation
for the eigenfunctions. We represent the eigen-
function for a state with j=/ as

where (j1, j2) refers to the angular momenta of the
s and ! electrons, respectively. The states 3L;, 1L;
in Russell-Saunders coupling are special cases of
the above state and correspond to certain values
of ¢, ¢a. As the coupling changes, the values of
¢1, ¢s change also. The states obtained in this
manner from 3L;, 1L; will be denoted by 3L/, 'L/'.
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For either of these states
I+DA=1/2)[G4+1D)c22—1ci?Ja(s)
+(1/2)1(214+3) 1%’ +(1/2) ([ +1) (21— 1)co%a’
+2000+1) Pecn™  (G=1),

where a’, @/, o/’ are the coupling constants of
the [ electron. Also

’

a(s) 2141
A(3L1+1)= 0/;
20+1)  2(+1)
a(s) 2141
AQBGL) = ——+——a".

21 2]

The parameters ¢y, ¢; can be represented.in terms
of a single parameter 8 which increases from zero
in Russell-Saunders to 6y=tan"'(}/l4+1)% in jj
coupling.

L) :ci=cos (80—0),

3L, :ci=sin (6o—0),

ca= —sin (0p—0);
ca=cos (6o—0).

The connection with the Landé g values is
given by

104+1)[g(*Ly) —1]=sin? 6;
I0+1)[g(BL)) —1]=cos? 6.

The energy matrix with respect to states in Rus-
sel-Saunders coupling is given in Table IV. Here

TABLE IV. Energy matrix tn Russell-Saunders coupling.

Wo =2Gl/3
3Li41 L 3Ly 3L
Ly | 3al 0 0
1L, 0 Wo . 3a&00+1)7 0
3L 0 1afl@+1)7]° —3a 0
Ly | O 0 0 —3(+1a

W, is expressed in terms of Slater’s integral G*
and is the energy difference between the singlet
and triplet systems due to electrostatic forces.
We denote the energy of a state with j=I by W
and let

2W/a=w; 2W,o/a=uw,.

The secular equation is
wi+ (1 —wp)w—wo—I(+1) =0;
w<3L1_|_1) =l; w(3L1_1) =—]—-1.
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Letting w(3L)") =ws, w('L,") =w we have
O+ wi—w,

w1 [0+D]
(14ws)  [10+1)7

COOHDT we—ws

which may be used for the calculation of 6. For
the discussion of experimental material, graphs
are more convenient than equations. These are
computed easily by means of

together with wo=1+w;+w; giving the usual
relations between energy intervals in interme-
diate coupling. At the same time we easily get 0,
the g values and the coefficients ¢y, ¢s. The sp con-
figuration is the most important one of this kind
and we give a short table (Table V) of the neces-
sary values.

tan 0

TABLE V. Numerical values for sp configuration.

w3 w1 wo (g—1)3P1) (g—1)(1P1) cos (6o—6) sin (6o —8)
-2 1 0 0.334 0.167 1 0
—1.80 1.50 0.70 .378 121 0.995 0.101
—1.666 2 1.333 .409 .088 .984 175
-=1.50 3 2.50 445 .056 962 272
—1.40 4 3.60 462 .037 1943 334
—1.25 7 6.75 .485 015 .904 427

For this case 6,=35.3° and
A=3%2c2—c1Da(s)+5c:12a’ /4+3c.2a" 4 24cicoan’"’.
The values of Table V are shown graphically
in Fig. 1.

Configuration p?

We denote again by ’ states in intermediate
coupling. We obtain

A(PPy) =1(5a’—a"),
A(Dy) =c1%a’ +1c2(3a’ +a’") — 2%cicq0a’"’,
ABPY) =c%' +%c12(3a"+a"") +2%¢cica’",

where in terms of antisymmetric wave functions
denoted by [ ]

1Dy =ci[3/2, 3/2]—c3[3/2,1/2);
3Py’ =¢2[3/2, 3/2]4ci[3/2, 1/27;

[3/2,3/2]1=(3/2, 3/2);

[3/2,1/2]=2"4[(3/2,1/2)+(1/2, 3/2)],
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10 = 10

~b_  cos(35%-0)
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FiG. 1. Configuration sp in intermediate coupling. Ex-
treme jj coupling is represented on the left and Russell-
Saunders coupling on the right. The scale of ordinates for
the broken curves is on the right; for the solid curves, with
the exception of the angle 6, on the left. The scale for 0 is
inserted on the graph itself.

as has been shown in the explanation of the
method of calculation.’

The numbers ¢, ¢, are obtainable from the em-
pirical energies and g values of the configuration.
The connection with the usual theory? of inter-
mediate coupling is given by

c1=cos (po—), ca=sin (¢pg—¢), tan ¢o=2%,

do=154.7°,
where ¢ is connected with Landé g values by
g(\Dy') =§(5—cos 2¢), g(*Py’)=1%(5+-cos 2¢),

and with the energy values through the secular
equations

19 For m=2 these functions are
[3/2, 3/2]=2"(by2)sr2(Pwo®) 12— (P32 312(D312) 1123
[3/2, 1/21=27[(psr2)sr2(b1/2)s12— (Ps122) s12(Pr12) 1/2]
where the superscripts refer to electrons and the subscripts
inside parentheses to j and outside parentheses to m.
20 S, Goudsmit, Phys. Rev. 35, 1325 (1930).
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| W(Py)=0;
LW=W(Sy), WEPY)],
W2—-SXW—-5aX/2+9(@/2)2=0:
[W=w(D,), WEPY)],
W2—(3a/2+2X)W-+2aX =0,

X =3F2/25;

which give in terms of
w1 =2W(Dy)/a, ws=2W(Py)/a,
we=2W(S)/@; w,=2W(3P)/a,
the angle ¢ by
tan ¢ =2¢/(w;—2) = (w;—2x—1) /2}
=2}/(2x4+1—w;) = (2—w;) /2}
in terms of x=2X/a. The relations for inter-
mediate coupling as well as ¢ are easily computed
by varying w;, w, in
wi1=(6—2w;)/(2—ws),
x=jwiwy=(1/2) (w1 +w;—3),

wo=(9+w,s) (—1—wy), x=(watwy)/5.

Simultaneously one computes ¢, the g values and,
from ¢, one obtains ¢y, ¢;. The angle ¢=0 for
Russell-Saunders and ¢ = ¢, for jj coupling. The
results are shown in Fig. 2.

Configuration p.p.

This has been discussed in connection with
Egs. (34), (37). The determination of coupling
parameters is more difficult in this case on ac-
count of the larger number of coupling param-
eters involved. Johnson!® worked out the secular
equations. (There are some misprints in these.)
Using his notation we obtain from the empirical
energies the quantities

X1=B+6—(3/2)(@:+ay),

Xo=B0—3(a:1+a2) (B+26),
Xs=a+8—(3/2)(a:1+a,),

Xy4=B—v/2—3(a8:+ay)

as sums and products of energies.
Eliminating «, 8, ¥ one obtains

82—[19X,/9-20(Xs+X4) /2776
+(5/18)[4X1—5(X54+X4)/3][ X1 — (X3+X4) /3]
+X,/6=0.
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Solving this for é one obtains also «, 8, v, @1+ ..
From the equations in W for J=1, 2, one also
obtains @; — @.. From the energy matrices given in
Johnson’s paper'® on p. 1636, one obtains the co-
efficients of the Russell-Saunders functions and,
by means of Tables II, III given here, one con-
verts these coefficients into our coefficients ¢. In
the applications which we have tried, this way of
determining the state of coupling led to poor re-
sults because we are interested in cases approxi-
mating jj coupling. It is probable that the smaller
of the two @ and «, 8, v have different values in
the lower and upper groups of levels. Under these
conditions it is better to write out the energy
matrices in terms of states in jj coupling® and if
the energy difference between the (1/2, j) (3/2, 7)
groups of levels is great in comparison with other
energy differences the matrix elements between
these groups of levels may be neglected. We ob-
tain then the following energy matrices as well as
the energy matrix shown in Table VI.

TABLE V1. Energy matrix for j=2.

(3/2,3/2) (3/2,1/2)
(3/2,3/2) (+26)/3 (B—a)/3
(3/2,1/2) B—a)/3 «/3+B/6
—3a,/2
Upper group
j=3, W=0; j=0, W=(8+20)/3

Lower group
J=0, W=—(3/2)(@:+a5)+(1/3)(28+39),
j=2, W= —338,/24+a/3+8/6,

Jj=1, W((1/2,3/2)) = —3a,/2—~/3+3B;
W((1/2,1/2)) = —3(@1+a2)/2+~/6.

It will be noted that for the lower group the en-
ergy matrix is diagonal. This shows that we may
treat the states of the lower group as in jj
coupling even if the two states in j=1 are close
enough to expect a perturbation between them.

2 G. H. Shortley, Proc. Am. Phys. Soc. Washington
Meeting, April 28, 1933, treats in a similar way the p°p
configurations of the rare gases. The transformations from
jj to Russell-Saunders coupling have been treated by
Shortley similarly to the way done here in Phys. Rev. 43,
451 (1933).
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4. MaANY ELECTRON CONFIGURATIONS

These are usually calculated expediently by
using eigenfunctions for a given magnetic quan-
tum number.

Configuration p3

In Russell-Saunders coupling we have the 4S,
2P, %D terms. There are three terms with j=3/2
and one each with j=1/2, 5/2. The terms with
7=3/2 can be also obtained in three ways in jj
coupling, viz., as (3/2, 3/2, 3/2), (3/2, 3/2, 1/2),
(3/2, 1/2, 1/2) where each number gives a j for
an individual electron state. In intermediate
coupling the wave function is a linear combina-
tion of these three functions. In terms of their
coefficients

A = (c1246¢2%/5+cs2)a’ —c2a’ /5

—4(2/5)kc2(cr—ca)a’ (j=3/2).

Also, we add the previously derived results of
Goudsmit

A=4d'+d")/5, (j=5/2);

We use the results of Inglisand of Inglisand John-
son?? and obtain the following relations between
¢y, €2, €3 and the energy w of the terms with j=3/2.

A=a"(j=1/2).

1= 3 [384+2(w—2)]ca, c2=(5%/w)cy,
3(2)i6?
+3 .
63=3(2)*62 [38—2(w—2)Jes
ca=[1+(1+58%/4w?) (3+w)*p2]*
and
w=W/X, B=a/X, X=3F/25 w(Piys)=2,

'ZU(2D5/2) =0.

The parameter 8 is expressed in terms of w by

2=(4/9)w(w+3)(w—2)/(w+5/3). By means of
this equation the graph for w against g is easily
plotted. The energy reference point was chosen
here so that for 2Py, 2Dse, w has the values 2
and 0, respectively. One thus obtains X as
LW(P1j2) — W(*Ds;2)]. Knowing X one calcu-
lates w from the experimental W and sees at

22D, R. Inglis, Phys. Rev. 38, 862 (1931); D. R. Inglis
and M. H. Johnson, Phys. Rev. 38, 1642 (1931).



484 G.

what part of the graph the empirical values fit,
as has been done by Inglis. If the agreement is
satisfactory the point at which the fit is obtained
determines 8 and hence a.

Configuration p2s

The functions in jj coupling are conveniently
~ thought of as arising from the coupling of the
states of p? with an s electron. The states of p*
are given in Table VII. The coupling of the s elec-

TaBLE VII. States of

Gr )= (1/2,1/2) (3/2,1/2) (3/2,3/2)
Resultant j= 0 1 2 0 2
Symbol Yo 2 Y2 b0 b2

tron to these states can be taken into account
without paying attention to symmetry. The
state j=5/2, m=5/2 can be obtained as

(5/2)512= 181722 +CaS172927
Hence, by Eq. (3')
A(5/2) = (4¢1*+3ca)a’ /5+ca?a’ /5
+4(2)¥cicoa’’ /5+a(s) /5.

The state j=3/2, m=3/2 may be obtained in

three ways in jj coupling. The resultant states are

[=5"42s_wo?—spi?); I1=5"4(2s_ 122 —536:%);

III= Sgt//ll,
and hence for
l,b = C]_II +621 +CgIII,

A =1{(6/5)ci2+(9/10)c2®+ (5/6)cs?+cacs/(15) ¥}a’
+{(3/10)c®> — (1/6)c3® —cacs3/(15)}a’"’
+{(6/5)cica+2/(15)%cic3} (2)%a

+{—(1/5)e*—(1/5)ca*+(1/3)cs?}a(s).

The statej=1/2,m =1/2 can be obtained in three

ways and in intermediate coupling may be
represented by

¥ =c1lVcasido®+casipo’;
IV= 3_%(2 %S_.glllll — S;lﬁol) .
We find
A (1/2) = (5/3)612(1, —_ %612(1,”4—[“4(2/3)*6162
“+8(1/3)kcics a4+ (—c1?/3+cat+cs?)a(s).
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We obtain the following connections with the
functions in Russell-Saunders coupling used by
Johnson.?® The coefficients ¢ in intermediate
coupling can be obtained by using the matrices
given on p. 207 in Johnson’s paper to obtain the
coefficients of the Russell-Saunders functions and
by wusing the transformation matrices to jJj
coupling shown in Table VIIL. If the coupling is

TasLE VIII.
l S1/29? S/’
(*Ps/2)s/2 2% 1, 3%
(®Ds/2)s /2 -1 2%
‘ 11 I 11
(Ds/o)s2 (uxz —(2/3)}
(*Pas2)ss2 1/3(2)? (5/6)’
(3Ps/2)sr2 5%/3 (5/2)*/3 —1/(6)*
‘ v (s1/200%) (su29”)

4Py (3¢ —2} 2) X371
2Pz (6* L —2%) X371
2S1/2 ( 22 1) x37*

nearly jj it is advisable to have the energy mat-
rices referred to the jj functions. These may be
worked out by using Table VIII. We refer the
energies to the midpoint between “Ps/, and 2Dsp
and obtain for the energy matrix the results
shown in Table IX. Here X=3F?/25 as in p?

TaBLE IX. Energy matrices.

i=5/2 | Sypa? Sppa?
sypa? 3a/4 —X /3 —GY/1. —2/3(2)3(X +G/6)
syt —2/3)(2)3(X +GI/6) —3a/4+X/[3+GY/18
i=3/2 | 11 I 111
3a/d—X/34+GY2 —(4X — GH/3(2)F  —(1/3)(5/6)3G!
I —(4X —GY[3(2)% —3a/44-X[3+G1/3 —(1/6)(5/3)3G!
III | —(1/3)(5/6)3Gt  —(1/6)(5/3)3G! —3a/4—-X
i=1/2 v s3p0® Sipod
v —3a/4A—X+G1/2  (6)3G/9 —2(3);6"9
s3p0® | 63G1/9 3a/4+X/34+G1/6 5(2)3X/3
sppe® | —2(3)3GY9 5(2)3X/3 —9a/4+2X/3+G1/6

and G' is Slater’s integral already used in sp.
This case is somewhat too complicated for ex-

23 M. H. Johnson, Jr., Phys. Rev. 39, 197 (1932). The
functions used in this paper refer to states of lowest m
while ours refer to highest m. We have adjusted the signs
of our functions so as to give the same magnetic interaction
energy matrices as Johnson'’s.
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plicit formulas for the determination of the ¢’s.
They are obtained more easily from the above
matrices by successive approximations to the
secular equations.

5. APPLICATIONS

(6p)2 of Pb I

The experimental positions of the terms give
for the energies referred to the 3P; level W(3P,)
=W;=2830 cm™, W(D,)=W,;=13,600 cm™.
Hence ws/wi=W;/W:=0.208. Also W(P,) =
— 7820, W(So) =21,640 and w,/w,= —2.77. Ac-
cording to Fig. 2 these values correspond to

I
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/ !
/ !
/ I
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/ /
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-
S || Lo
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X

Fi16. 2. Configuration #? in intermediate coupling. The scale
of ordinates is the same as in Fig. 1.

¥=2X/@=0.68 and 0.78, respectively. The em-
pirical g values give x=0.60. One can also get x
as 3(we+wq) /[5(wi+ws) — 2(we+wy) 1=0.76. The
state of coupling is thus not determinable with
complete certainty and we may determine the
parameter x only within certain limits, say

485

0.60 <x<0.80, corresponding to 43°>¢>39°.
From sum relations and the experimental hfs
material it appears probable that &'’ =0.372,
a’=0.012. The value of o/’ may be obtained ap-
proximately from a’ [see Egs. (29.1), (29.2)]
using the theoretical result that ¢’/ =[ —j(G+1)
/2214 1)I(+1)]Ja’ = — 54’ /16. This neglects the
difference in the relativity as well as the normal-
ization corrections to ¢’ and a’”’. The ratio of the
relativity corrections to @’ and a’”’ is very nearly
1 and the normalization correction can be esti-
mated as the square root of that for ¢’ as com-
pared with @’ or ~1.7. In this case it does not
matter much whether we use this correction to

a’” or not. In Table X we use the data of

TaBLE X. Constants for (6p)* of Pb 1.

x ¢ co A(Dy)  A(CP)
0.60 43.0 0.979 0.203 0.0167 0.097
0.80 39.0 0.963 0.271 0.0200 0.094

Observed: 0.026 0.088

Pure j;7 0.012

Kopfermann? for 3P, 3P, and that of Schiiler and
Jones® for 1D,. The theoretical values are close
to the experimental values and the change in the
theoretical values in the range of ¢ from 39° to
43°is 0.003 cm~ while the difference between the
theoretical and experimental values is 0.006 cm™!
for ¢ =39°. The fact that these differences are of
the same order of magnitude indicates that they
may be due to imperfections in the theory of in-
termediate coupling. This point will be discussed
more fully later. The data of Rose and Granath?
combined with that of Schiiler and Jones? do not
agree as well with the theory. We obtain, using
these, @'’ =0.381 and &’ =0.0096 and for ¢ =43°
the formulas give 4 (1D,) =0.014, 4 (3P;) =0.098,
while for ¢=39°, A(1Dy) =0.017, A(*Py) =0.095
against the experimental values A4 (1D,)=0.026,
A(3P;) =0.086. Neither the ratio a’’/a’ nor the
comparison of sum relations with the state of in-
termediate coupling is as good. The main differ-
ence between the observations of Rose and
Granath and of Kopfermann is in the value of

2¢ Kopfermann, Zeits. f. Physik 75, 363 (1932).

2 Schiiler and Jones, Zeits. f. Physik 75, 563 (1932).

26 J, L. Rose and L. P. Granath, Phys. Rev. 40, 760
(1932).
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A(éPl) which has, according to them, the values
—0.083 and —0.078, respectively.

(6p)3 of Bi I

The energies referred to 2D;;» and expressed in
cm™!are, for this configuration, — 15,437, —4019,
0, 6223, 17,728 for 453/2, 2D3/2, 2D5/2, 2P1/2, 2P3/2 since
w=W/X is theoretically 2 for 2Py, the values of
w are empirically —4.97, —1.29, 0, 2, 5.70 and
X =3111. From a graph such as that given by
Inglis,?? one finds that the values of w for 4Sss,
2D3se, %P3 correspond respectively to different
values of B(=a/X) which are approximately
3.05, 2.95, 3.30 and we may take $=3.10 as a
reasonable average. The approximate values of w
which correspond to the levels with j=3/2 are
then —5.05, —1.33, 5.40 and we compute from
these the constants ¢;, ¢z, ¢; by the formulas
already given (Table XI). From the sum relations

TaBLE XI. Constants for (6p)% of Bi I.

12} 2 c3
S3r2 —0.188 +0.345 +0.918
2Dgy/2 -+0.0592 —0.929 +0.364
2Pya +0.980 +0.122 +0.152

applied to 2Dy, 2Py, Goudsmit! derived the
values a’’=0.375, a’=0.007=+0.003. Hence we
estimate @’ = —0.00219 = —0.0022. Substituting
into the formula derived for $3, we obtain for the
interval factor A of 4Ss/s, 2D32, 2Py the values
—0.0039, —0.055, +0.0065, respectively.

These results are affected by the contribution
due to ¢’’’ and it appears that the uncertainty in
a'” is of the same order as the uncertainty in the
experimental values. Thus, according to Zeeman,
Back and Goudsmit,? the total splitting of S5 is
—0.08 cm™! which corresponds to 4 = —0.0054,
while the tables of Bacher and Goudsmit® com-
mit themselves only to the extent of giving
Av=—0.1 or 4=—0.0067. The value of &'’ is
uncertain on account of the inaccuracy in a’. A
different estimate can be made from the more
accurately known ¢’ as —0.375/(2X16) where 2
takes care of the relativity correction. This value

27 P, Zeeman, E. Back and S. Goudsmit, Zeits. f. Physik
66, 1 (1930).

28 Bacher and Goudsmit, Afomic Energy States, McGraw
Hill (1932).
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is —0.011 and is much larger than that obtained
from a’. The discrepancy may be due to the inac-
curacy of @’ or else to the normalization correc-
tion. The normalization correction necessary to
reconcile Goudsmit’s values of ¢’ and &’ is 5.7
which is unreasonably large. Nevertheless we
correct a”’=—0.0022 by (5.7)%} which gives
A(4S39) = —0.009. This is larger in absolute
value than the possible empirical values, while
without the normalization correction the theoret-
ical value was smaller in absolute value than the
experimental results. We thus see that the uncer-
tainty in o’ is quite sufficient to explain the lack of
agreement between theory and experiment on ac-
count of the uncertainty which is caused in a’”’.
Besides a’ affects 4 (4S3/s) directly and an increase
in @’ causes a decrease in the absolute value of
A(4S32). The approximate experimental value of
A (4S32) thus indicates that o’ is larger than 0.007.

The theoretical value 4 (2D32) = —0.055 is in
approximate agreement with the experimental
values —0.038, —0.039, —0.043 which corre-
spond to the f=3—f=4, f=4—f=35, f=5—f=6
intervals. The value —0.043 is presumably the
better value since it is obtained from the larger
interval in which the proximity effect of neigh-
boring lines is least. An increase of a’ from 0.007
t00.018 (=0.375/5X2X2) is just about sufficient
to bring about agreement between the theoret-
ical and experimental values.

We thus see that the hyperfine structure of the
7=3/2 terms of the (6p)? configuration of Bi is in
fair agreement with the theoretically expected
interval factors. The disagreement of the values
a'’ =0.375, a’=0.007+0.003 derived by Goud-
smit from the j=1/2, 5/2 terms may be due to
experimental inaccuracies because @’ is obtained
from j=5/2 for which 4 =(4a’+a’’)/5 and thus
the approximately equal numbers 4 and a”’/5
are subtracted from each other to obtain o’. In
addition to the possible experimental errors it
should be remembered that perturbations with
other configurations may, in effect, change ¢’ and
a'’. Thus, if @’ for 2Dy, is smaller than for 2P
on account of such perturbations, ¢’ may very
well be larger than 0.007. In order to discuss this
more fully one will need a more complete theory
of perturbations by other configurations. In addi-
tion, it must be remembered that the empirical
positions of the energy levels are only in approx-
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imate agreement with the theory of intermediate
coupling. This indicates directly the presence of
other perturbing configurations and makes one
expect a certain amount of disagreement between
the theoretical and experimental values.

6p27s of Bi 1

The experimental values are due to Fisher and
Goudsmit and they also discussed their results
theoretically.?® They treat the levels 1i/s, S1/2, 75/
by formulas derived for jj coupling. The levels
8372, 4372 are left unused. By means of the energy
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matrices we have given above for this configura-
tion, it is possible to work out the state of
coupling more accurately. It is difficult to use the
configuration itself to determine the parameters
d, X, G'. From 6p 7s of Bi II we obtain G'=2.6
X103 and also from 6p 7s of Pb I G'=2.6X103,
From 6p 7s itself and this G' we estimate ap-
proximate values a@=1.1X10% X=3.0X103%
G'=2.4X103. These values do not pretend to be
accurate. Only the order of magnitude is of
interest in this case. (See Table XII.) The level
142 is not very closely in jj coupling. This happens

TaBLE XII. Constants for 6p*7s of Bi I.

Term
symbol W (e1, ¢, ¢3) hfs 4 Obs. 4
82 —a+iX+iG (.15, .98(5), —.11) .87a'4.32a""4 .094
‘ 240" — 194a(s)
4370 —ia—-X (.037, .11, .995) .85a’—.157a" + 0
.034a’"" +.328a(s)
Sua —ia—-X+3G! 1, —.03, —.07) (5/3)0,’—2%3:1’:“— 3a(s) —.142
—.23a
lis2 —(9/4)a+3X+G'/6 (.07, —.27, .98) a(s) .166
Ts12 —3a+3X+GY/18 (.22, .98) .61a’+.1920""4 127
.24a"""4-(1/5)a(s)

* Diagonal matrix element of energy for nearest state in jj coupling.

not to make much difference because ¢; is small
and o'’ occurs in the theoretical formula multi-
plied by —¢:?/3 and @/, @’’’ also occur multiplied
by the small ¢;. Thus a(s) may be taken to be
0.166. Using the levels 512, 752 and supposing
that ¢’ = —35a'/16 we obtain &’ =0.409 =0.41,
@’ =0.028 which is in approximate agreement with
the values of Fisher and Goudsmit, 0.39, 0.026.
Using these values we substitute into the formu-
las for 832, 432 and obtain 0.12(1), 0.01. These
values are in approximate agreement with
experiment.

6p 7p of Bi II

This configuration has also been discussed by
Fisher and Goudsmit.? The upper group of levels
is perturbed by 6p8p. For the lower group we saw
that the perturbation between the two levels with
j=11is very small even though the levels may be
close together. For this reason we may use

29 R. A. Fisher and S. Goudsmit, Phys. Rev. 37, 1057
(1931).

formulas for jj coupling, as has been done, ap-
parently without justification by Fisher and
Goudsmit. The values obtained by them are
a” (6p) =0.464, a’(7p) =0.012. Here o’/ compares
well with other values but a/(7p) seems relatively
large. This may be due to perturbations by the
j=2 levels of the upper group which is in turn
perturbed by 6p 8p.

6p 7s of Pb I and of Bi II

The parameter wo=2W,/@ may be estimated
for Pb I from the value of w,—1=3[W(P,)
—W(QEP:)]/[W(EPs) — W(3P,)] = 0.284. Accord-
ing to Fig. 1 this corresponds to w,=0.4 or
6=33°. From the Landé g value g(*P;) =1.131 we
obtain wy=.5, §=31° and from g(3P;)=1.349
w,=0.25, §=33°. The value of @ which follows
from W(3Ps) — W(®P,) is 8.8 X10% and the value
of G' which corresponds to this @ and w,=0.40
is 2.6 X10%. The values of ¢, ¢y are for P
(c1, €2)=1(0.998, —0.060) and for %Py, (c1, ¢2)
=(0.060, 0.998). From the sum of A(*P;) and
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A(®P;) we obtain a(7s)=0.220 using ¢’ =0.372
a’=0.012 and A(*P;) = —0.040, 4(*P,)=0.296.
With these values of the coupling constants we
find that the coupling is sufficiently close to jj to
make the difference between this and the actual
condition negligible and the data are in perfect
agreement with jj coupling.

For Bi II we similarly obtain wy~0.25 and this
is even a more extreme case of jj coupling than
that of Pb I. The results of Goudsmit and Fisher
can thus be used with complete accuracy in this
case so far as corrections for intermediate coup-
ling are concerned. Their values are a’=0.028,
a’"’ =0.430, a(7s)=0.352 and the position of the
levelsgives@=1.31 X104 G' = (3/4)w,@=2.5 X 103.

Hg'** I 6s 6p

This configuration is more closely in Russell-
Saunders coupling than those just discussed.
The ratio [W(P:) — W(3P,) /[ W(3P;) — W(3Py) ]
gives wo25.4 while [W(Py) — W(P,) /[W(EP,)
—W(EPy)] gives wy>10. The ordinary inter-
mediate coupling theory thus applies only poorly.
The discrepancy between the values of w, may be
qualitatively described by saying that the inter-
val rule in the 3P is obeyed better than one would
expect from the proximity of 'P. We do not ex-
pect therefore to be able to obtain exact results.
Approximately, using wo=>5.38 and the separa-
tion between 3P, and 3P, the intermediate
coupling theory parameters are @=4.26X10%
G'=1.72X10% An approximate estimate of a(6s),
@, @’ may be made by using sum relations only.
The overall hfs splittings of 3Py, 3P, !P; are 0.758,
0.727, —0.181 and the corresponding values of 4
are 0.303, 0.485, —0.121. From the sum relations
we obtain a’’+4a’=0.122 and, supposing that o’
=a''/15, the approximate value ¢’ =0.114 fol-
lows. This value may be compared with a more
exact estimate by means of formulas for hfs in
intermediate coupling. This gives us in addition
to the sum relations an additional condition

ACPP)—A('Py)
=[(3/4)a(s)—(5/4)a’+(1/2)a’"] cos 2(0,— 6)
+2%a""" sin 2(6y— 6)
and w,=15.38 corresponds to §=11.5°. Supposing
that the approximate theoretical relation o’’’

=50//16 is satisfied, we obtain a'=0.016,
a'’ =0.10(6), a(6s)=1.16(5), which is in fair
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agreement with our first estimate. We do not
examine the data for Hg?"* separately since this
obviously will give no new result.

6. CONCLUSIONS

It is seen from the above comparison between
theory and experiment that the predictions of the
theory of hfs for intermediate coupling are in ap-
proximate agreement with the observed patterns.
The agreement is best when the electronic con-
figuration approaches pure jj coupling. For coup-
ling conditions intermediate between this and
that of Russell-Saunders, neither the theoretical
predictions for the positions of electronic energy
levels and Landé g values, nor the theoretical pre-
dictions for the interval factors of hfs are accu-
rately verified by experiment. Thus for the 6p 7s
configurations of Pb I and Bi II the coupling is
very nearly pure jj and the values of a(7s),
a’ (6p), a’(6p) derived from sum relations of 6p?
Pb I fit perfectly the observed splittings of 3P,
1P, while in 6s 6p of Hg I (6p)2 of Bi I, (6p)2 of
Pb I, the agreement is only approximate. Also,
in the case of (6p)? of Pb I different ways of deter-
mining the state of coupling lead to different re-
sults and the uncertainty introduced by this is of
the right order of magnitude to account for the
differences between theory and experiment. The
same is true qualitatively for the other interme-
diate coupling configurations. On the other hand,
in nearly pure jj coupling, the exact state of
coupling is immaterial for the comparison be-
tween the observed splittings for levels of the
same j and the theoretical expressions using a’, @’/
as derived from sum relations. This is due to the
fact that close to jj coupling, the difference be-
tween 4 for the actual condition and for the pure
77 condition is represented by terms involving
squares of small quantities multiplied by &'/, o’
and first order small quantities multiplied by a’”.
The small numerical value of ¢’ makes the
formulas insensitive to deviations from the pure
77 condition and we have thus no decisive evidence
that the theory is better when the condition of
pure jj coupling is approached. It is simply more
difficult to test the theory for internal consistency
under these coupling conditions.

On the other hand, we regard it as significant
that when the values of a”/, o’ are tested against
experimental data in more detail than the sum
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relations permit, disagreements between theory
and experiment are found and that these disagree-
ments are connected with imperfections in the
theory of intermediate coupling. This fact indi-
cates the necessity of caution in the description
of an electronic state by means of wave functions
of a single electronic configuration and suggests
that in all cases the values of a’, ¢’/ may be
wrong. This applies, particularly, to the smaller
numbers a’.

We have explained above the apparent agree-
ment of theory and experiment in jj coupling by
the lack of sensitivity of our formulas to devia-
tions from theory and at the same time we have
pointed to evidence of the importance of possible
perturbations by other electronic configurations.
Now, in general, a perturbation will make our
formulas inapplicable and we must conclude that
whatever perturbations exist in 64 7s of Pb I, Bi Il
they are of such a nature as to leave our equations
formally correct. There is an obvious reason for
such a formal correctness of the equations. The
usual theory of intermediate coupling presupposes
that the electronic states of all terms of a given
configuration (say 6s 7p) can be represented suffi-
ciently well by antisymmetric combinations of
products of the 6s and 7p functions in some suit-
able central field. The radial parts of both the 6s
and the 7p functions are supposed to be strictly
the same for all the four terms of this configura-
tion. A more exact type of consideration is that of
Fock.3 According to this, one looks for solutions
of the variational problem by means of trial wave
functions having the correct rotational and ex-
change symmetry types but having arbitrary
radial factors for the 6s, 7p wave functions. For
the present purpose one must make a slight ex-
tension of Fock’s scheme by allowing all linear
combinations, rather than those belonging defi-
nitely to the singlet or triplet systems. Let us sup-
pose, then, for simplicity, that the central field
due to the inner closed shells is approximately the
same for all four terms. Even so, the self-consist-
ent fields for 6s and 7p will be different for 'P;,
3P,, P, 3P, and it is thus clear that with this
refinement of the intermediate coupling theory
we will obtain also a variation in the hfs coupling
“constants’ a(s), a’’, @’, @’’’ from term to term in

30V, Fock, Zeits. f. Physik 81, 195 (1933); 61, 126 (1930).
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the same configuration. Another way of dis-
cussing the same solution is to keep the central
field for each electron fixed and to allow, then,
linear combinations of all antisymmetric products
between functions of the type #s, mp. Perturba-
tions between the states nsmp and 6s 7p are then
taken into account. We expect that the perturba-
tions which take place between all the successions
of 1Py, 3P, are of the same order, because close to
77 coupling, the distance between 1P, 3P, is small
compared to the distance apart of such successive
pairs of levels; similarly for 3P, and 3P;. There is,
on the other hand, no general reason why the
perturbations of the 'P; and 3P, should be equal
to those of 3Pq and 3P;. Thus, for the upper group
[1P,, 3P, | we may expect one set of coupling con-
stants a(s), ¢’ and for the lower, another set
a(s), a’’. The empirical comparison in jj coupling
is made by using

A(Py) = (1/4)a(s)+(S/4d,
APy =(1/2)a(s)+(1/2)a”,
A(Py) =(1/4)a(s)+3/4a’.

The equations for P;, 3P, just suffice for the
determination of a(s), a’. Using the a(s) so found
in the equation for 3P;, one determines a’’. By
this procedure one thus does not even determine
a” correctly for ®P; because one supposes that
a(s) did not change from the upper to the lower
group and the ratio of a’’/a’ does not necessarily
have its theoretical value for a single electron in a
fixed central field of force. The check between
theory and experiment is made for Pb I by com-
parison with 6p? and for this the agreement be-
tween D, and 3P, was not nearly as good as the
one for 6p 7s. For 6p 7s of Bi II we can make ap-
proximate comparisons with 6p3, 6p2 7s of Bi I,
6p 7p, 6p 6d of Bi II. But in no case do we have
exact agreement nor evidence of the exact valid-
ity of the formulas in jj coupling.

On account of the expected variation of the
constants a’, @’/ within a configuration, we expect
the values of o’ to be quite inaccurate because a
small fractional change in ¢’ may be responsible
for an apparent change in @/, as well as on account
of the sensitivity of @’ to experimental errors. We
thus regard the conclusions from sum relations
about the ratio a’’/a’ as questionable and we saw
in the case of 6p° of Bi I that there is some evi-
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dence in the splitting of 4S32 for a’ >0.007. The
objections to the little magnet theory of the
nucleus on the score of a’’/a’ being too large are
thus not very strong. The only clear case seems to
be that of 6p of T1 I and here the analysis of the
experimental pattern into lines is complicated by
the presence of the two isotopes. Just as from 63
of Bi I, sum relations give an anomalously high
value of a’’/a’, the 2Dy, 2Py terms of Sbt I
give @’/ =0.158, a’=0.035 which corresponds to
a’ /o’ =4.5 and is too low in comparison with the
theoretical 5% 1.24 =6.2. The agreement between
theory and experiment for the relative positions
of the levels for this configuration is not very good
and we are tempted to ascribe it to the same cause
as the discrepancy between the theoretical and
experimental values of ¢’ /a’.

Magnetic moments

Even though the determination of either a’’ or
a’ is subject to Houbt we expect that o'/, which is
the larger of these, may be determined approxi-
mately by present data. Typical results for p
electrons are given in Table XIII.

In Bi, Pb, and Sb we see that there is approx-
imate agreement for the 6p, 5p electron under
different conditions. The values of g are not con-
stant, however, but show variations of the order
of 20 percent. This again supports our opinion
that the numbers a’, @'’ are only approximately
constants. The magnetic moments derivable at
present we must thus also regard as only approx-
imately correct. By averaging a large number of
magnetic moment determinations for the same
element, as has been done in some cases by

BREIT AND L. A. WILLS

TaBLE XII1. Typical results for p electrons.

a a” g

7 3.79X10% 0.375 2.8

o I6p 5.25%10° 73 3.9

2.9%

. I 6p> 9.6 X10° 375 1.2

B II 6p7s 1.31X10* 430 1.0

wr I 6p2 7.4 X10% 372 1.5
Fb I 6p7s 8.8 X10° 372 1.2(5)

Hg I 656p 4.26X103 .106 0.71

o I 5p% 3.50X103 158 1.3

S I 5p6s 4.0 X10° 191 1.3

* From numerical calculations of eigenfunctions.?

Goudsmit,?! the errors may cancel statistically.

Our main conclusions are thus: (1) The experi-
mental data on hfs in intermediate coupling is in
as good agreement with the little-magnet picture
of the nucleus as may be expected. (2) The dis-
crepancies in the ratio a’’/a’ are reasonably ex-
plained by the sensitivity of the apparent value
of a’ to the variations in @', a(s), etc., due to
perturbations by other configurations as well as
its sensitivity to experimental errors.3?

3 S, Goudsmit, Phys. Rev. 43, 636 (1933).

320n completing this manuscript we received a paper
by Fermi and Segré, Zeits. f. Physik 82, 729 (1933), in
which the same conclusion is reached by different methods
involving explicit and accurate calculations of (1/73) and
the calculation of the effect of perturbations by high
energy levels with large hfs.




